
Operators on L2(Rd)

Jan Dereziński
Department of Mathematical Methods in Physics

Warsaw University
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These lecture notes are companions to “Bounded operators” and “Unbounded operators”. We study a

number of concrete and useful examples of bounded and unbounded operators.

1 Convolutions

1.1 Introduction to convolutions

In these notes X will denote the space Rd equipped with the Lebesgue measure.
Let us recall two estimates, which we will often use, whose validity is not restricted to Rd:
The Hölder inequality Let 1 ≤ p, q ≤ ∞, 1

p + 1
q = 1:∫

|f(x)g(x)|dx ≤ ‖f‖p‖g‖q,

The generalized Minkowski inequality(∫
dy

∣∣∣∣∫ f(x, y)d x
∣∣∣∣p)

1
p

≤
∫

dx
(∫

|f |p(x, y)dy
) 1

p

If g, h are functions on Rd, then their convolution is formally defined by

g ∗ h(x) :=
∫
g(x− y)h(y)dy,

provided this makes sense. In what follows we will give a number of conditions when the convolution is
well defined.

1.2 Modulus of continuity

Lemma 1.1 For 1 ≤ p <∞, f ∈ Lp(X), set

ωp,f (y) :=
(∫

|f(x+ y)− f(x)|pdx
) 1

p

;

and for p = ∞, f ∈ C∞(Rn)
ω∞,f (y) := sup

x
|f(x+ y)− f(x)|.

Then ωp,f (y) is bounded and
lim
y→0

ωp,f (y) = 0.
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Proof. The boundedness follows from the Minkowski inequality. In fact, ωp,f (y) ≤ 2‖f‖p.
The convergence to zero is obvious for f ∈ Cc(Rn). But Cc is dense in Lp for 1 ≤ p <∞ and in C∞.

2

1.3 The special case of the Young inequality with 1
p

+ 1
q

= 1

Theorem 1.2 Let 1 < p, q <∞, 1
p + 1

q = 1, f ∈ Lp, g ∈ Lq. Then

f ∗ g ∈ C∞.

If f ∈ L1, g ∈ L∞, then f ∗ g is uniformly continuous.

Proof. By the Hölder inequality, f ∗ g(x) is defined for all x and depends continuously on f ∈ Lp(X)
and g ∈ Lq(X). Moreover,

f ∗ g(x1)− f ∗ g(x2)

=
∫

(f(x1 − y)− f(x2 − y))g(y)dy

≤
(∫
|f(x1 − y)− f(x2 − y)|pdy

) 1
p ‖g‖q

= ωp,f (x1 − x2)‖g‖q.

Hence f ∗ g is uniformly continuous.
For f ∈ Cc(X) obviously f ∗ g ∈ Cc(X). If p, q < ∞, then Cc(X) is dense in Lp(X), Lq(X). Hence

for such p, q, f ∗ g belongs to the closure of Cc(X) in L∞(X), which is C∞(X). 2

1.4 Convolution by an L1 function

Theorem 1.3 Let g ∈ Lp(X) and h ∈ L1(X). Then g ∗ h is well defined almost everywhewre and

‖g ∗ h‖p ≤ ‖h‖1‖g‖p.

Proof. In the generalized Minkowski inequality set X = Y = Rn and f(x, y) = h(y)g(x− y). 2

Theorem 1.4 Let φ ∈ L1(Rn) and
∫
φ(x)dx = 1. Set

φε(x) := ε−nφ(ε−1x), ε > 0.

Then
lim
ε→0

‖f ∗ φε − f‖p = 0, f ∈ Lp(Rn), 1 ≤ p <∞,

lim
ε→0

‖f ∗ φε − f‖∞ = 0, f ∈ C∞(Rn).

Proof.
f ∗ φε(x)− f(x) =

∫
(f(x− y)− f(x))φε(y)dy.

‖f ∗ φε(x)− f(x)‖p

≤
∫

dy
(∫
|f(x− y)− f(x)|pdx

) 1
p |φε(y)|

=
∫
ωp,f (y)φε(y)dy =

∫
ωp,f (εy)φ(y)dy →ε→0 0.

2
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1.5 The Young inequality

Theorem 1.5 Let 1 ≤ p, q, r ≤ ∞, 1
p + 1

q + 1
r = 2, f, g, h ∈M+(X) (positive, measurable functions on

X). Then ∫ ∫
f(x)g(x− y)h(y)dxdy ≤ Cp,r,n‖f‖p‖g‖q‖h‖r.

Proof. Let 1
p + 1

p′ = 1, 1
q + 1

q′ = 1 and 1
r + 1

r′ = 1. Set

α(x, y) := f(x)p/r′g(x− y)q/r′ ,

β(x, y) := g(x− y)q/p′h(y)r/p′ ,

γ(x, y) := f(x)p/q′h(y)r/q′ .

Then ∫ ∫
f(x)g(x− y)h(y)dxdy =

∫ ∫
f(x)p(2− 1

q−
1
r )g(x− y)q(2− 1

p−
1
r )h(y)r(2− 1

p−
1
q )

=
∫ ∫

f(x)p( 1
q′+

1
r′ )g(x− y)q( 1

p′+
1
r′ )h(y)r( 1

p′+
1
q′ )

=
∫ ∫

α(x, y)β(x, y)γ(x, y)dxdy ≤ ‖α‖r′‖β‖p′‖γ‖q′ ,

where in the last step we used the Hölder inequality noting that 1
r′ + 1

p′ + 1
q′ = 1. Finally,

‖α‖r′ = (
∫ ∫

f(x)pg(x− y)qdxdy)1/r′ = ‖f‖p/r′

p ‖g‖q/r′

q .

2

Corollary 1.6 If 1
q + 1

r = 1 + 1
s , h ∈ Lr(X), g ∈ Lq(X), then for almost all x

y 7→ g(x− y)h(y)

belongs to L1(X) and

g ∗ h(x) =
∫
g(x− y)h(y)dy

belongs to Ls(X) and
‖g ∗ h‖s ≤ ‖g‖q‖h‖r. (1.1)

Proof. We know that for f ∈ Lp(X), 1
p + 1

s = 1 we have∫
|f(x)|dx

∫
|g(x− y)h(y)|dy ≤ ‖f‖p‖g‖q‖h‖r <∞.

Hence for a.a x
|f(x)|

∫
|g(x− y)h(y)|dy <∞.

Hence for a.a. x ∫
|g(x− y)h(y)|dy <∞.

From
|
∫
f(x)g ∗ h(x)dx| ≤ ‖f‖p‖g‖q‖h‖r.

we obtain (1.1). 2
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2 Fourier transformation and tempered distributions on Rd

2.1 Fourier transformation on L1 ∪ L2(Rd)

For
f ∈ L1(Rd)

we define its Fourier transform as

Ff(ξ) = f̂(ξ) :=
∫

e−ixξf(x)dx.

f̌(x) := f(−x)

τyf(x) := f(x− y)

f(a)(x) := f(ax)

Theorem 2.1 (1) ‖f̂‖∞ ≤ ‖f‖1;

(2) ˆ̌f(ξ) = ˇ̂
f(ξ) =

∫
eixξf(x)dx.

(3) f̂ =
ˇ̂
f ;

(4) f̂(a)(x) = a−df̂(a−1x);

(5) τ̂yf(ξ) = e−iyξ f̂(ξ);

(6)
(
feiη·)̂ (ξ) = f̂(ξ − η).

Example 2.2 (1) f(x) = e−
x2
2 , f̂(ξ) = (2π)

n
2 e−

x2
2 .

(2) f(x) = e−εxxαθ(x), f̂(ξ) = Γ(α+1)
(ε+iξ)α+1 , Reε > 0.

(3) f(x) = χ[−1,1](x), f̂(ξ) = 2 sin ξ
ξ .

(4) f(x) = e−|x|, f̂ = 1
1+ξ2 .

Theorem 2.3 (The Riemann-Lebesgue Lemma) If f ∈ L1, then f̂ ∈ C∞.

Proof. We know that the Fourier transformation is continuous from L1 to L∞. C∞ is a closed subspace
of L∞.

Combinations of characteristic functions of intervals are dense in L1. Their Fourier transforms, which
we computed explicitly, belong to C∞. 2

Theorem 2.4 Let f, g ∈ L1. Then
(1)

∫
f̂(ξ)g(ξ)dξ =

∫
f(x)ĝ(x)dx.

(2) (fĝ)̌̂ = ˇ̂
f ∗ g.

(3) (f ∗ g)ˆ= f̂ ĝ.
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Proof. (2) For fη(x) = f(x)eixη, we have f̂η(ξ) = ˇ̂
f(η − ξ). Hence∫

f̂η(ξ)g(ξ)dξ = ˇ̂
f ∗ g(η).

Besides, ∫
fη(x)ĝ(x)dx = (hĝ)̌̂(η)

Therefore, it suffices to apply (1). 2

Theorem 2.5 (Parseval) Let g, ĝ ∈ L1. Then

ˇ̂̂
g = (2π)dg.

Proof. Let
φε(x) := e−

εx2
2 .

We have
0 ≤ φε ≤ 1, lim

ε→0
φε = 1.

Using that ĝ ∈ L1, by the Lebesgue Theorem we obtain

φεĝ → ĝ

in the sense of L1. Therefore,
(φεĝ)̂(x) → ˆ̂g(x),

(φεĝ)̌̂(x) → ˇ̂̂
g(x),

in the supremum norm.
Moreover, ∫

φ(ξ) = (2π)d,

φ̂ε(ξ) =
(

2π
ε

) d
2

e−
ξ2

2ε .

Using that g ∈ L1 we obtain
φ̂ε ∗ g(x) → (2π)dg(x)

in the sense of L1.
Finally, we use

φ̂ε ∗ g = ˇ̂
φε ∗ g = (φεĝ)̂̌.

2

Theorem 2.6 Let f ∈ L1, f̂ ≥ 0 and let f be continuous at 0. Then f̂ ∈ L1 and we have∫
f̂(ξ)dξ = (2π)df(0)
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Proof. If φε is as in the proof of the Parseval Theorem, then∫
φε(ξ)f̂(ξ)dξ =

∫
φ̂ε(x)f(x)dx.

The left hand side is increasing and converges to
∫
f̂(ξ)dξ. The right hand side goes to (2π)df(0). By

the Fatou Lemma, f̂ is integrable. 2

Theorem 2.7 Let f ∈ L1 ∩ L2. Then

‖f̂‖2 = (2π)
d
2 ‖f‖2.

Proof. The function h := f̌ ∗ f belongs to L1 as the convolution of functions from L1 and continuous
as the convolution of functions from L2. Besides,

ĥ =
(
f̌ ∗ f

)̂
=

ˆ̌
ff̂ = f̂ f̂ ≥ 0.

Hence, by Theorem 2.6, ĥ ∈ L1 and

(2π)dh(0) =
∫
ĥ(ξ)dξ.

Finally,

(2π)d

∫
|f(x)|ddx = (2π)dh(0) =

∫
ĥ(ξ)dξ =

∫
|f̂(ξ)|2dξ.

2

Let f ∈ L2. Then for any sequence fn ∈ L1 ∩ L2 such that

lim
n→∞

fn = f

in L2, there exists limn→∞ f̂n = f̂ . The operator

f 7→ (2π)−
d
2 f̂

is unitary.

Theorem 2.8 If f ∈ L1 and xf ∈ L1, then f̂ ∈ C1 and

∂ξ f̂(ξ) = (xf)ˆ(ξ).

Proof. We use the theorem about differentiation of an integral depending on a parameter. 2

2.2 Tempered distributions on Rd

Typical spaces of functions (measures) on Rd are

C∞(X), Lp(X), Ch(X).

where Ch(X) denotes Borel complex charges of finite variation. We have

C#
∞(X) = Ch(X), Lp(X)# = Lq(X), p1 + q−1 + 1, 1 ≤ p <∞.

We have a bilinear and sesquilinear forms

〈a, b〉 =
∫
a(x)b(x)dx, (a, b) =

∫
a(x)b(x)dx.

7



Lemma 2.9
‖f‖∞ ≤ C‖(1 + |x|)−pf‖1 + C‖∂x1 . . . ∂xd

f‖1, p > d

‖f‖q ≤ C‖(1 + |x|)−kf‖p,
1
q
<
k

d
+

1
p
.

Theorem 2.10 The following set does not depend on 1 ≤ p ≤ ∞:

∩
α,m>0

{f : ‖∂α(1 + |x|2)m/2f‖p <∞}. (2.2)

The space S(Rd) is defined as (2.2). It is a Frechet space.
For the dual of S(Rd) we will use the traditional notation S ′(Rd).

Example 2.11 Elements of S ′(X) satisfying

|〈v, φ〉| ≤ C‖xmφ‖∞

have the form

〈v, φ〉 =
∫
φ(x)dµ

for a certain Borel charge µ for which there exists m such that µ(1 + |x|)−m ∈ Ch(X).

The operator ∂ is continuous on S(X). For v ∈ S)(X) we define ∂v ∈ S ′(X) by

〈v, ∂φ〉 = −〈∂v, φ〉.

Theorem 2.12 Any v ∈ S ′(X) has the form ∑
α<N

∂α
xµα

for some Borel charge µ such that for some m we have µ(1 + |x|)−m ∈ Ch(X).

Proof. For some α, β,
〈v, φ〉 ≤ C

∑
|α|,|β|≤N

‖xα∂β
xφ‖∞.

Introduce the locally compact space
X̃ =

∏
|α|,|β|≤N

X

and the map

S(X) 3 φ 7→ j(φ) =
⊕∑

|α|,|β|≤N

xα∂βφ ∈ C∞(X̃)

Any distribution v determines a bounded functional on j(S(X)). By the Hahn-Banach Theorem, this
functional can be extended to a bounded functional ṽ on C∞(X̃). By the Riesz-Markov Theorem, there
exists a finite Borel charge on X̃ Such that

ṽ(φα,β) =
∑

|α|,|β|≤N

∫
φ(x)dηα,β(x).

2

Clearly, S(X) ⊂ L1(X). Hence the Fourier transform is defined on S(X).

8



Theorem 2.13 If φ ∈ S(X), then φ̂ ∈ S(X).

Recall that for ψ ∈ S(X), φ ∈ S(X) we have

〈ψ, φ̂〉 = 〈ψ̂, φ〉.

For v ∈ S ′(X) we define
〈v̂, φ〉 := 〈v, φ̂〉, φ ∈ S(X).

Clearly, L1(X) ∪ L2 ⊂ S ′(X) and the Fourier transformation previously defined coincides with the
presently defined on L1(X) ∪ L2.

Theorem 2.14
ˇ̂̂
v = (2π)dv, v ∈ S ′(X), (2.3)

2.3 Spaces of sequences

Below we list a couple of typical spaces of sequences indexed by Zd:

L1(Zd) ⊂ Lp(Zd) ⊂ Lq(Zd) ⊂ C∞(Zd) ⊂ L∞(Zd), p ≤ q

We have
C∞(Zd)# = L1(Zd), Lp(Zd)# = Lq(Zd), p−1 + q−1 = 1, 1 ≤ p <∞.

We have natural bilinear and sesquilinear forms:

〈a|b〉 =
∑

anbn, (a|b) =
∑

anbn.

Lemma 2.15
‖a‖p ≤ ‖a‖q, p ≥ q,

‖a‖q ≤ ‖(1 + n)−ka‖p,
1
q
<
k

d
+

1
p
.

Theorem 2.16 The following set does not depend on 1 ≤ p ≤ ∞:

∩
m>0

{a : ‖(1 + |n|2)m/2a‖p <∞}.

The above space is a Frechet space, which will be denoted S(Zd).

Theorem 2.17 The space dual to S(Zd), denoted S ′(Zd), equals

∪
m>0

{a : ‖(1 + |n|2)−m/2a‖p <∞}.

Theorem 2.18 S(Zd) is dense in S ′(Zd).
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2.4 The oscillator representation of S(X) and S ′(X)

For simplicity, we discuss X = R.

Lemma 2.19

lim
n→∞

∥∥∥∥∥∥eixξe−
x2
2 −

n∑
j=0

(ixξ)j

j!
e−

x2
2

∥∥∥∥∥∥ = 0

Proof. ∣∣∣∣∣∣eixξe−
x2
2 −

n∑
j=0

(ixξ)j

j!
e−

x2
2

∣∣∣∣∣∣ ≤ ξn+1xn+1

(n+ 1)!
e−

x2
2 .

Hence the norm of the difference is estimated by∫
ξ2(n+1)x2(n+1)

((n+ 1)!)2
e−x2

dx = ξ2(n+1)

∫ ∞

0

sn+ 1
2 e−sds

((n+ 1)!)2
=
ξ2(n+1)Γ(n+ 1

2 )
((n+ 1)!)2

.

2

Theorem 2.20 Linear combinations of
xne−

x2
2 (2.4)

are dense in L2(R).

Proof. Let f be orthogonal to the space spanned by (2.4). Then for any ξ∫
f(x)eixξe−

x2
2 dx = 0.

Hence, the Fourier transform of fe−
x2
2 is zero. Therefore, f = 0 almost everywhere. 2

Let

A∗ :=
1√
2

(
x− d

dx

)
, A :=

1√
2

(
x+

d
dx

)
φn := π−

1
4 (n!)−

1
2 (A+)ne−

x2
2 = (22n!)−

1
2 (−1)nπ−

1
4 e

x2
2 ∂n

x e−x2

N := A∗A+AA∗ = x2 +D2.

Theorem 2.21 φn is an orthonormal basis obtained by the Gramm-Schmidt orthonormalization of
xne−

x2
2 . They are eigenvectors of N and F :

Nφn =
(
n+

1
2

)
φn, Fφn = in(2π)dφn.

Theorem 2.22 Suppose that for v ∈ S ′(R)

vn := 〈v, φn〉

Then there exists m such that
|vn| ≤ C(1 + n)m,

10



or, in other words, (vn) ∈ S ′(N). The map

S ′(R) 3 v → (vn) ∈ S ′(N)

is an isomorphism. v ∈ S(R), iff

|vn| ≤ C(1 + n)−m, m = 0, 1, . . .

The map
S(R) 3 v → (vn) ∈ S(N)

is an isomorphism and
S(R) = ∩∞n=0Dom(Nn).

Proof. Clearly, the seminorms ‖Nmφ‖ can be estimated by linear combinations of seminorms ‖φ‖α,β,2.
Hence,

S(R) ⊃ ∩∞n=0Dom(Nn).

To show the inverse estimate note first that ‖φ‖α,β,2 can be bounded by

(φ,A\
1 . . . A

\
nφ),

where A\
i = A or A\

i = A∗. After commuting we can estimate them by linear combinations

(φAk, A+mφ)

≤ 1
2‖A

+kφ‖2 + 1
2‖A

+mφ‖2

≤ C
∑max{k,m}

j=1 ‖N jφ‖2.

Hence
S(R) ⊂ ∩∞n=0Dom(Nn).

2

Corollary 2.23 (The Schwartz Kernel Theorem) Every continuous bilinear functional

S(X1)× S(X2) 3 (φ, ψ) 7→ T (φ, ψ)

has the form
〈T, φ⊗ ψ〉

for some T ∈ S ′(X1 ×X2)

Proof. We have
〈T, φ⊗ ψ〉 =

∑
tk,mφk ⊗ ψm,

where
|tk,m| ≤ (1 + |k|)n(1 + |m|)n.

Hence,
|tk,m| ≤ (1 + |k|+ |m|)2n.

2
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2.5 Convolution of distributions

Theorem 2.24 The following space does not depend on 1 ≤ p ≤ ∞:⋂
α

⋃
mα

{f ∈ C∞(Rd) : ‖(1 + |x|)−mαDαf‖p <∞}. (2.5)

The space (2.5), which is an inductive limit of Frechet space, is denoted O(Rd). Its dual space, for
which we will use the traditional notation O′(Rd), is called the space of rapidly decreasing distributions.

We have the inclusions
S ⊂ O ⊂ S ′, S ⊂ O′ ⊂ S ′

Example 2.25 If µ is a Borel charge and for any m∫
(1 + |x|)m|dµ|(x) <∞,

then µ ∈ O′.

Clearly, if f ∈ O, then
S 3 φ 7→ fφ ∈ S (2.6)

is continuous. For v ∈ S ′ we define fv ∈ S ′ as the adjoint of (2.6), that is

〈v, fφ〉 = 〈fv, φ〉.

The operator ∂ is continuous also on O and O′.
For φ ∈ S we define

φ̌(x) := φ(−x).

Clearly,
〈ψ, φ̌〉 = 〈ψ̌, φ〉

For v ∈ S ′ we introduce
〈v, φ̌〉 = 〈v̌, φ〉

Note that for φ, ψ, χ ∈ S we have

〈χ, ψ ∗ φ〉 = 〈χ ∗ ψ̌, φ〉.

For v ∈ S ′, ψ ∈ S we define
〈v ∗ ψ, φ〉 := 〈v, ψ̌ ∗ φ〉.

Theorem 2.26 For v ∈ S ′, φ ∈ S we define

φy(x) := φ(x− y).

Then
v ∗ φ(x) := 〈v, (φ̌)−x〉.

and
v ∗ ψ ∈ O. (2.7)
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Proof. Let us show (2.7):
|∂α

x v ∗ φ(x)| = |〈v|∂α
y φ̌−x〉|

≤ C‖yn∂α+γ
y φ−x‖∞

≤ C(1 + |x|)n‖yn∂α+γ
y φ‖∞.

2

Hence we can extend the definition of the convolution as follows. Let w ∈ S ′, v ∈ O′. Then

〈v ∗ w, φ〉 := 〈v, w̌ ∗ φ〉, φ ∈ S.

Using the convolution we can easily show that S is dense in S ′.

Theorem 2.27 If v ∈ O′, then v̂ ∈ O.

Proof. Note first that
∂β

ξ v̂(ξ) = 〈v, xβe−iξ·〉.

We know that
|〈v, φ〉| ≤

∑
|α|≤N

‖(1 + x2)−
|β|
2 ∂α

xφ‖∞.

Hence,
|∂β

ξ v̂(ξ)| ≤
∑
|α|≤N

|ξ|α.

2

Theorem 2.28
(v ∗ w)ˆ= v̂ŵ, v ∈ S ′, w ∈ O′ (2.8)

Proof. First prove (2.8) for w ∈ S. Let φ ∈ S. Then

〈(v ∗ w)ˆ, φ〉

= 〈v ∗ w, φ̂〉

= 〈v, w̌ ∗ φ̂〉

= (2π)−d〈v, (w̌ ∗ φ̂)
ˇ̂
ˆ〉

= (2π)−d〈ˆ̌v, ˆ̌w ˆ̂
φ〉

= 〈ˆ̌v, ˆ̌wφ̌〉

= 〈ˆ̌v ˇ̂w, φ̌〉

= 〈v̂ŵ, φ〉.

Then we assume that v ∈ S ′, w ∈ O′ and we repeat the same reasoning. 2
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3 Sobolev inequalities and their consequences

3.1 The Hardy-Littlewood-Sobolev inequality

Let θ denote the Heaviside function, that is

θ(t) :=
{

0 t < 0,
1 t > 0.

Let 0 ≤ λ ≤ n. Then

|x|−λθ(|x| − 1) ∈ Lp(X), ∞ ≥ p >
n

λ
,

|x|−λθ(1− |x|) ∈ Lp(X), 1 ≤ p <
n

λ
.

Theorem 3.1 1 < p, r <∞, 0 < λ < n, 1
p + λ

n + 1
r = 2, f, h ∈M+(X). Then∫ ∫

f(x)|x− y|−λh(y)dxdy ≤ Cn,λ,r‖f‖p‖h‖r.

Corollary 3.2 If λ
n + 1

r = 1 + 1
s , h ∈ Lr(X), then for almost all x

y 7→ |x− y|−λh(y)

belongs to L1(X) and

x 7→
∫
|x− y|−λh(y)dy

belongs to Ls(X) and for g(x) = |x|−λ,

‖g ∗ h‖s ≤ Cn,λ,r‖h‖r. (3.9)

Proof of Theorem 3.1 We will write g(x) := |x|−λ. Set

v(a) :=
∫

1{f>a}(x)dx, w(b) :=
∫

1{h>b}(x)dx, u(c) :=
∫

1{g>c}(x)dx.

Note that
u(c) = Cnc

−n/λ, u−1(t) = C̃nt
−λ/n.

We can assume that

1 = ‖f‖p
p = p

∫ ∞

0

ap−1v(p)da, 1 = ‖h‖r
r = r

∫ ∞

0

br−1w(b)db

Now

I :=
∫ ∫

f(x)g(x− y)h(y)dxdy =
∫ ∫ ∫ ∫ ∫

1{f>a}(x)1{h>b}(y)1{g>c}(x− y)dxdydadbdc

=
∫ ∫ ∫

w(b)≤v(a)

dadbdy1{h>b}(y)
∫ ∫

dcdx1{f>a}(x)1{g>c}(x− y)

+
∫ ∫ ∫

w(b)≥v(a)

dadbdx1{f>a}(x)
∫ ∫

dcdy1{h>b}(y)1{g>c}(x− y).
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Now ∫ ∫
dcdx1{f>a}(x)1{g>c}(x− y) ≤

∫ ∫
v(a)≥u(c)

dcdx1{f>a}(x) +
∫ ∫

v(a)≤u(c)

dcdx1{g>c}(x− y)

= v(a)
∫ u−1(v(a))

0
dc+

∫∞
u−1(v(a))

u(c)dc

= v(a)u−1(v(a)) + cn,λ(u−1(v(a)))1−n/λ

= cn,λv(a)1−λ/n.

Therefore,

I ≤ cn,λ

∫ ∫
w(b)≤v(a)

dadbw(b)v(a)1−λ/n + cn,λ

∫ ∫
w(b)≥v(a)

dadbv(a)w(b)1−λ/n

= cn,λ

∫ ∫
dadbmin

(
w(b)v(a)1−λ/n, v(a)w(b)1−λ/n

)
≤ cn,λ

∫∞
0

dav(a)
∫ ap/r

0
dbw(b)1−λ/n + cn,λ

∫∞
0

dbw(b)
∫ br/p

0
dav(a)1−λ/n

Now setting m := (r − 1)(1− λ/n), we get∫ ap/r

0
w(b)1−λ/ndb =

∫ ap/r

0
w(b)1−λ/nbmb−mdb

≤
( ∫ ap/r

0
w(b)br−1db

)1−λ/n( ∫ ap/r

0
b−mn/λdb

)λ/n

≤ C
( ∫∞

0
w(b)br−1db

)1−λ/n

ap−1.

Hence

I ≤ cn,λ,r

∫
v(a)ap−1da

( ∫∞
0
w(b)br−1db

)1−λ/n

+cn,λ,r

∫∞
0
w(b)br−1db

( ∫
v(a)ap−1da

)1−λ/n

= 2cn,λ,r

3.2 The Thomas-Fermi functional

For ρ ∈M+(R3) we set

E(ρ) :=
3
5

∫
ρ(x)5/3dx−

∫
z

|x|
ρ(x)dx+

1
2

∫ ∫
ρ(x)ρ(y)
|x− y|

dxdy.

EN := inf
{
E(ρ) : ρ ∈M+,

∫
ρdx = N

}
.

Theorem 3.3 (1) EN > −∞
(2) E is finite for ρ ∈ L1 ∩ L5/3.

(3) The function L1 ∩ L5/3ρ 7→ E(ρ) is convex and continuous.

Proof. (1) For any c we can split 1
|x| = θ(|x|−c)

|x| + θ(−|x|+c)
|x| = f1 + f2. The first term belongs to ∩

p>3
Lp

and the second to ∩
p<3

Lp. Now

E(ρ) ≥ c1‖ρ‖5/3
5/3 − z‖f1‖∞‖ρ‖1‖f2‖5/2‖ρ‖5/3.
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By choosing c we can make ‖f2‖5/2 as small as we wish. The function c1t5/3−c2t is bounded from below.
To prove (2) we use ∫ ∫

ρ(x)ρ(y)
|x− y|

dxdy ≤ c‖ρ‖6/5 ≤ c‖ρ‖1 + c‖ρ‖5/3.

3.3 Sobolev inequalities I

Consider the operator
(−∆)−

α
2 = Iα(D),

where Iα(ξ) = |ξ|−α..

Lemma 3.4 Let 0 < α < n. Then the Fourier transform of Iα equals

Îα(x) = π
n
2 2n−α Γ

(
n−α

2

)
Γ

(
α
2

) |x|α−n.

Proof. We use the representation:

|ξ|−α =
1

Γ
(

α
2

) ∫ ∞

0

e−sξ2
s

α
2

ds
s
. (3.10)

It is well known that the Fourier transform of e−sξ2
equals(π

s

)n
2

e−
ξ2

4s .

Hence
Îα(x) = π

n
2

Γ(α
2 )

∫∞
0

e−
x2
4s s

α−n
2 ds

s

= π
n
2

Γ(α
2 )

∫∞
0

e−
tx2
4 t

n−α
2 dt

t

= π
n
2 2n−α Γ(n−α

2 )
Γ(α

2 ) |x|α−n.

2

Theorem 3.5 Let 0 < α < n, 1 < p, r <∞, and 1
p + 1

r = 1 + α
n . Then(

f |(−∆)−
α
2 h

)
≤ c‖f‖p‖h‖r.

Theorem 3.6 Let 0 < α < n, 1 < q, r <∞, and 1
r = 1

q + α
n . Then

‖(−∆)−
α
2 h‖q ≤ c‖h‖r.

Corollary 3.7 For n = 3, 4, . . . , 1
2 = 1

q + 1
n ,

‖g‖2q ≤ cn

(
g|(−∆)g

)
.

Proof. Set g := (−∆)−α/2h, α = 1 and r = 2. 2
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3.4 Sobolev inequalities II

Consider the operator
(1−∆)−

α
2 = Gα(D),

where Gα(ξ) = (1 + |ξ|2)−α/2.

Lemma 3.8 Let α > 0. The Fourier transform of Gα, satisfies
(1)

Ĝα(x) ≥ 0

(2) For |x| → 0

Ĝα(x) ≤


C(|x|−n+α), 0 < α < n

C(− log |x|+ 1), α = n

C, α > n.

(3)

Ĝα(x) ∈ L1(Rn)


1− α

n < 1
p ≤ 1, 0 < α < n

0 < 1
p ≤ 1, α = n

0 ≤ 1
p ≤ 1, α > n.

Proof. We use the representation

(1 + ξ2)−
α
2 =

1
Γ

(
α
2

) ∫ ∞

0

e−s(1+ξ2)s
α
2

ds
s
. (3.11)

It implies

Ĝα(x) =
π

n
2

Γ
(

α
2

) ∫ ∞

0

e−s− x2
4s s

α−n
2

ds
s
.

Hence Ĝα is positive.
If 0 < α < n, then

Ĝα(x) ≤ Iα(x).

This gives the first inequality in (2).
For α = n ∫∞

0
e−s− x2

s
ds
s

≤
∫ |x|
0

e−
x2
s

ds
s +

∫∞
|x| e

−s ds
s

= 2
∫∞
|x| e

−s ds
s

= 2
(
e−|x| log |x|+

∫∞
|x| e

−s log sds
)
.

Finally, for α > n the integrand in the formula for Ĝα is integrable uniformly in x. This ends the proof
of (2).

By the inversion formula for the Fourier transformation,∫
Ĝα(x)dx = (2π)n(1 + ξ2)−

α
2
∣∣
ξ=0

.

Hence Ĝα ∈ L1. Together with (2), this implies (3). 2
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Theorem 3.9 Let 1 ≤ p, r ≤ ∞. We have the inequality(
f |(1−∆)−

α
2 h

)
≤ c‖f‖p‖h‖r

in the following cases:
(1) Let n < α. For 1 ≤ 1

p + 1
r ,

(2) Let α = n. For 1 ≤ 1
p + 1

r , except for the case p = r = 1,

(3) 0 < α < n. For 1 ≤ 1
p + 1

r ≤ 1 + α
n except for p = 1, r = n

α and p = n
α , r = 1.

Theorem 3.10 Let 1 ≤ q, r ≤ ∞. We have the inequality

‖(1−∆)−
α
2 h‖q ≤ c‖h‖r

in the following cases:
(1) If n < α, for 0 ≤ 1

q ≤
1
r ≤ 1.

(2) If α = n, for 0 ≤ 1
q ≤

1
r ≤ 1 except for the case 1

r = 1, 1
q = 0,

(3) If 0 < α < n, for 0 ≤ 1
q ≤

1
r ≤

1
q + α

n , except for 1
q = 0, 1

r = α
n and 1

q = 1− α
n , 1

r = 1.

Theorem 3.11 The inequality
‖g‖2q ≤ c(g|(1−∆)g)

is valid in the following cases:
(1) If n = 1, for 2 ≤ q ≤ ∞.

(2) If n = 2, for 2 ≤ q <∞
(3) If n ≥ 3, for 2 ≤ q ≤ 2n/(n− 2).

3.5 Schrödinger operators

Theorem 3.12 We have (
g|(−∆ + V (x))g

)
≥ −c‖g‖2,

in the following cases:
(1) If n = 1, for V− ∈ L1 + L∞.

(2) If n = 2, for V− ∈ Lt + L∞, 1 < t.

(3) If n ≥ 3, for V ∈ Ln/2 + L∞.

Proof. Consider eg. (1). It is enough to assume that V ≤ 0. Let V∞ = max(R, V ), V1 = V − V∞. We
have

(g|(−∆ + V )g) ≥ 1
c
‖g‖2∞ − C‖g‖22 − ‖V1‖1‖g‖2∞.

By choosing R big enough we can make ‖V1‖1 small enough. 2

Theorem 3.13
−∆ +

c

|x|2
≥ 0

iff c ≥ − (n−2)2

4 . Otherwise it is unbounded from below.

18



Proof. First consider n = 1. Then

(f |Hf) = (f |(−∂2
x − 1

4x2 )f) = ‖(∂x − 1
2x )f‖2 ≥ 0.

This proves ⇐.
To prove ⇒ we first note that if fλ(x) := λ

n
2 f(λx), then

(fλ|Hfλ) = λ2(f |Hf).

Thus to prove that H is not bounded from below, it is enough to find f with (f |Hf) < 0, which is easy.
To get the case of the general n, we use the spherical coordinates:

−∆ = −∂2
r −

n− 1
r

∂r −
∆ω

r2
,

where ∆ω is the Laplace-Beltrami operator on the sphere, which is negative. Now, setting φ(r, ω) =
r(n−1)/2ψ(r, ω), ∫

ψ(r, ω)rn−1(−∂2
r − n−1

r ∂r)ψ(r, ω)drdω

=
∫
φ(r, ω)

(
− (∂r − n−1

2r )2 − n−1
r (∂r − n−1

2r )
)
φ(r, ω)drdω

=
∫
φ(r, ω)

(
− ∂2

r + (n−2)2

4r2 − 1
4r2 )

)
φ(r, ω)drdω.

4 Momentum in one dimension

4.1 Momentum on the line

The equation
U(t)f(x) := f(x− t), f ∈ L2(R), t ∈ R,

defines a unitary strongly continuous group on L2(R). Let the momentum operator D be defined by

U(t) = e−itD.

Theorem 4.1 (1) D is a self-adjoint operator.

(2) The integral kernel of (z −D)−1 equals

R(z, x, y) =
{
−iθ(x− y)eiz(x−y), Imz > 0,
+iθ(y − x)eiz(x−y), Imz < 0.

,

where θ is the Heavyside function

(3) DomD ⊂ C∞(R) and DomD 3 f 7→ f(x) ∈ C is a continuous functional.

(4) {f ∈ L2(R) ∩ C1(R) : f ′ ∈ L2(R)} ⊂ DomD and for f in this space

Df(x) :=
1
i
∂xf(x). (4.12)

(5) If f ∈ DomD and Df ∈ C(R), then f ∈ C1(R) and (4.12) Is true.

(6) C∞c (R) is an essential domain of D.

(7) spD = R.

(8) sppD = ∅.
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(9) If f ∈ DomD and f = 0 on ]a, b[, then Df = 0 on ]a, b[.

Proof. (2) For Imz > 0

(z −D)−1 = −i
∫ ∞

0

eiztU(t)dt.

Hence
(z −D)−1f(x) = −i

∫ ∞

0

eiztf(x− t)dt = −i
∫ ∞

−∞
ei(x−y)zθ(x− y)f(y)dy.

For Imz < 0 we can use
(z −D)−1∗ = (z −D)−1.

(3) DomD = Ran(i − D)−1. Now (i − D)−1 is the convolution with −iθ(x)e−|x|, which belongs to
L2(R). The convolution of two L2(R) functions belongs to C∞(R).

(4) First let f ∈ C1
c (R). Then

t−1(f(x+ t)− f(x)) = t−1

∫ x+t

x

f ′(y)dy.

f ′ is uniformy continuous. Hence we will find t0 > 0 such that for |y1−y2| < t0, we have |f ′(y1)−f ′(y2)| <
ε. Therefore, for |t| < t0

|t−1(f(x+ t)− f(x))− f ′(x)| < ε.

Using the compactness of the support of f we obtain that t−1(f(x + t) − f(x)) − f ′(x) → 0 in L2(R).
Thus C1

c (R) ⊂ DomD and (4.12) is true on this subspace.
If f ∈ L2(R) ∩ C1(R) and f ′ ∈ L2(R), then choose j ∈ C∞c (R) such that j = 1 on a neighborhood of

zero. Set jr(x) := j(x/r). Then jrf ∈ C1
c , hence Djrf = −i∂xjrf . We easily check that jrf → f and

Djrf → −i∂xf in L2(R). Hence, by the closedness of D we get Df = −i∂xf .
(5) Let f ∈ DomD, g ∈ C(R) and Df = g. Let x ∈ R, r > 0. Set h := 1[x,x+r]. Then

t−1(h|U(t)f − f) = t−1
∫ x+r−t

x−t
f(y)dy − t−1

∫ x+r

x
f(y)dy

= −t−1
∫ x+r

x+r−t
f(y)dy + t−1

∫ x

x−t
f(y)dy → −f(x+ r) + f(x).

Therefore

i(h|g) = i
∫ x+r

x

g(y)dy = −f(x+ r) + f(x).

Hence, using the continuity of g,

lim
r→0

f(x+ r)− f(x)
r

= −ig(x).

(7) Let k ∈ R. Consider fε,k =
√
πεe−εx2+ikx. Then ‖fε,k‖ = 1, fε,k ∈ DomD and (k −D)fε,k → 0 as

ε→ 0. Hence k ∈ spD.
(8) Suppose that f ∈ DomD and Df = kf . Clearly, f ∈ DomD2. Hence, by Theorem 4.2, f ∈ C1(R)

and Df = −i∂xf = kf . It is well known that the only solution is f = ceikx, which does not belong to
L2(R).

(9) is obvious for f ∈ C1
c (R). It extends by density.2
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4.2 Sobolev spaces in one dimension

Let L2
α(R) be the scale of spaces associated with D. This means in particular, that L2

n(R) = DomDn.

Theorem 4.2 L2
n+1(R) ⊂ Cn(R) and L2

n+1(R) 3 f 7→ f (j)(x) for j = 0, . . . , n − 1 are continuous
functionals depending continuously on x ∈ R.

Proof. We use induction. The step n = 0 was proven in Theorem 4.1 (3).
Suppose that we know that L2

n+1(R) ⊂ Cn(R). Let f ∈ L2
n+2(R). Then (i − D)f = g ∈ L2

n+1(R).
Clearly, L2

n+2(R) ⊂ L2
n+1(R) hence f ∈ Cn(R). Likewise, g ∈ Cn(R), by the induction assumption. Now

Df = −g + if ∈ Cn(R). Hence, by Theorem 4.1 (5) f ∈ Cn+1(R). 2

Define
L2

n,min([0,∞[) := {f ∈ L2
n(R) : f(x) = 0, x < 0}.

Define L2
n,min(]−∞, 0]) in a similar way.

Theorem 4.3 (1) L2
n,min([0,∞[) is orthogonal to L2

n,min(]−∞, 0]).

(2) The codimension of
L2

n,min(]−∞, 0])⊕ L2
n,min([0,∞[) (4.13)

equals n.

(3) (4.13) equals
{f ∈ L2

n(R) : f (j)(0) = 0, j = 0, . . . , n− 1}.

(4) D maps L2
n,min([0,∞[) into L2

n−1,min([0,∞[).

(5) Ln+1,min([0,∞[) ⊂ Ln,min([0,∞[)

(6) L2
0,min([0,∞[) = L2([0,∞[).

We define
L2

n,max([0,∞[) := L2
n(R)	 L2

n,min(]−∞, 0]).

Theorem 4.4 (1) L2
n,min([0,∞[) is a subspace of L2

n,max([0,∞[) of codimension n.

(2) L2
n,min([0,∞[) equals

{f ∈ L2
n,max([0,∞[) : f (j)(0) = 0, j = 0, . . . , n− 1}.

(3) D maps L2
n,max([0,∞[) into L2

n−1,max([0,∞[).

(4) Ln+1,max([0,∞[) ⊂ Ln,max([0,∞[)

(5) L2
0,max([0,∞[) = L2([0,∞[).

4.3 Momentum on the half-line

Define Dmax as an operator on L2([0,∞[) equal to the restriction of D to L2
1,max([0,∞[). Likewise, define

Dmin as an operator on L2([0,∞[) equal to the restriction of D to L2
1,min([0,∞[).

Theorem 4.5 (1) Dmin ⊂ Dmax, D
∗
min = Dmax, D∗

max = Dmin

(2) The operators Dmin and −Dmax are m-dissipative (in particular, they are closed); the operator Dmin

is hermitian.
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(3) sppDmax = {Imz > 0}, sppDmin = ∅;

Dmaxeizx = zeizx, eizx ∈ DomDmax, Imz > 0, (4.14)

(4) spDmax = {Imz ≥ 0}, spDmin = {Imz ≤ 0};
(5) The integral kernels of (z −Dmax)−1 and (z −Dmin)−1 are equal

Rmax(z, x, y) = iθ(y − x)eiz(x−y), Imz < 0.

Rmin(z, x, y) = −iθ(x− y)eiz(x−y), Imz > 0.

(6) The semigroups generated by these operators:

eitDmaxf(x) = f(x+ t), t ≥ 0.

e−itDminf(x) =

{
f(x− t), x ≥ t ≥ 0.

0, t > x,

4.4 Momentum on an interval I

We define L2
n,max([−π, π]) and L2

n,min([−π, π]) modifying in the obvious way the definitions of Subsection
4.2.

Define Dmax as an operator on L2([−π, π]) equal to the restriction of D to L2
1,max([−π, π]). Likewise,

define Dmin as an operator on L2([−π, π]) equal to the restriction of D to L2
1,min([−π, π]).

Theorem 4.6 (1) Dmin ⊂ Dmax, D
∗
min = Dmax, D∗

max = Dmin

(2) The operators Dmin and Dmax are closed; the operator Dmin is hermitian.
(3) sppDmax = C, sppDmin = ∅;

Dmaxeizx = zeizx, eizx ∈ DomDmax, z ∈ C, (4.15)

(4) spDmax = C, spDmin = C;

4.5 Momentum on an interval II

Let κ ∈ C. Let the operator Dκ on L2([−π, π]) be defined as the restriction of Dmax to

DomDκ = {f ∈ L2
1,max([−π, π]) : ei2πκf(−π) = f(π)}.

Theorem 4.7 (1) D∗
κ = Dκ, Dκ = Dκ+1.

(2) Dmin ⊂ Dκ ⊂ Dmax.
(3) Operators Dκ are closed and for κ ∈ R self-adjoint.
(4) spDκ = sppDκ = Z + κ,

Dκei(n+κ)x = (n+ κ)ei(n+κ)x, n ∈ Z.

(5) The integral kernel of (z −Dκ)−1 equals

Rκ(z, x, y) =
1

2 sinπ(z − κ)

(
e−i(z−κ)πeiz(x−y)θ(x− y) + ei(z−κ)πeiz(x−y)θ(y − x)

)
.

(6) The group generated by iDκ equals

eitDκφ(x) = eiπnκφ(x+ t), (2n− 1)π < x+ t < (2n+ 1)π.

(7) The operators Dκ are similar to one another up to an additive constant:

DomDκ = eiκxDomD0, Dκ = eiκxD0e−iκx + κ. (4.16)
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4.6 Momentum on an interval III

Let the operator D±i∞ on L2([−π, π]) be defined as the restriction of Dmax to

DomD±i∞ = {f ∈ L2
1,max([−π, π]) : f(±π) = 0}.

Theorem 4.8 (1) D∗
±i∞ = D∓i∞.

(2) Dmin ⊂ D±i∞ ⊂ Dmax.

(3) The operators D±i∞ are closed.

(4) spD±i∞ = ∅.
(5) The integral kernel of (z −D±i∞)−1 equals

R±i∞(z, x, y) = ±ieiz(x−y±π)θ(±y ∓ x), z ∈ C.

(6) ±iD±i∞ generate the semigroups of contractions for t ≥ 0:

e±itDi∞f(x) =
{
f(x± t), |x± t| ≤ π,
0 |x± t| > π.

5 Laplacian

5.1 Laplacian on the line

The operator D2 on L2(R) will be denoted −∆. Thus Dom(−∆) = L2
2(R).

Theorem 5.1 (1) −∆ is a positive self-adjoint operator.

(2) sp(−∆) = [0,∞[.

(3) The integral kernel of (k2 −∆)−1, for Rek > 0, equals

R(k, x, y) =
1
2k

e−k|x−y|.

(4) The integral kernel of et∆ equals

K(t, x, y) = (4πt)−
1
2 e−

(x−y)2

4t .

(5) spp(−∆) = ∅.
(6) {f ∈ C2(R) ∩ L2(R) : f ′, f ′′ ∈ L2(R)} is contained in Dom(−∆) and on this set

−∆f(x) = −∂2
xf(x).

(7) C∞c (R) is an essential domain of −∆.

Proof. (3) Let Rek > 0. Then

(ik −D)−1(x, y) = −iθ(x− y)e−k|x−y|, (−ik −D)−1(x, y) = iθ(y − x)e−k|x−y|.

Now
(k2 −∆)−1 = (ik −D)−1(−ik −D)−1

= (−2ik)−1
(
(ik −D)−1 − (−ik −D)−1

)
.

(5.17)
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The integral kernel of (5.17) equals (2k)−1e−k|x−y|.
(4) We have

et∆ = (2πi)−1

∫
γ

(z −∆)−1etzdz,

where γ is a contour of the form e−iα]0,∞[∪eiα[0,∞[ bypassing 0, where π/2 < α < π. Hence

et∆(x, y) = (2πi)−1

∫
γ̃

e−k|x−y|+tk2
dk

where γ̃ is a contour of the form e−iα/2[0,∞[∪eiα/2[0,∞[. We put k = iu and obtain

et∆(x, y) = (2πi)−1

∫ ∞

−∞
e−iu|x−y|−tu2

idu

2

5.2 Laplacian on the halfline I

Define −∆max as an operator on L2([0,∞[) equal to the restriction of −∆ to L2
2,max([0,∞[). Likewise,

define −∆min as an operator on L2([0,∞[) equal to the restriction of −∆ to L2
2,max([0,∞]).

Theorem 5.2 (1) −∆∗
min = −∆max, −∆min ⊂ −∆max.

(2) The operators −∆min and −∆max are closed and −∆min is hermitian.

(3) spp(−∆max) = C\[0,∞[, spp(−∆min) = ∅

−∆maxeikx = k2eikx, Imk > 0, eikx ∈ Dom(−∆max).

(4) sp(−∆max) = C, sp(−∆min) = C.

(5) −∆min = D2
min, −∆max = D2

max.

5.3 Laplacian on the halfline II

Let µ ∈ C ∩ {∞},
Dom(−∆µ) = {f ∈ L2

2,max([0,∞[) : µf(0) = f ′(0)}. (5.18)

(If µ = ∞, these are the Dirichlet boundary conditions, that means f(0) = 0, if µ = 0, these are the
Neumann boundary conditions, that means f ′(0) = 0). Let −∆µ be the restriction of −∆max to (5.18).

Define also the form δµ as follows. If µ ∈ R, then Domδµ = L2
1,max([0,∞[) and

δµ(f, g) := µf(0)g(0) +
∫
f ′(x)g′(x)dx.

For µ = ∞, we set Domδ∞ := L2
1,min([0,∞[) and

δ∞(f, g) :=
∫
f ′(x)g′(x)dx.

Theorem 5.3 (1) −∆min ⊂ −∆µ ⊂ −∆max.

(2) −∆∗
µ = −∆µ.

(3) The operator −∆µ are generators of groups. For µ ∈ R ∪ {∞} it is self-adjoint.
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(4) spp(−∆µ) =
{
{−µ2}, Reµ < 0;
∅, otherwise;

−∆µeµx = −µ2eµx, Reµ < 0, eµx ∈ Dom(−∆µ).

(5) sp(−∆µ) =

{
{−µ2} ∪ [0,∞[, Reµ < 0,

[0,∞[, otherwise.

(6) −∆0 = D∗
maxDmax, −∆∞ = D∗

minDmin.

(7) The forms δµ are closed and associated with the operator −∆µ.

(8) Let Rek > 0. The integral kernel of (k2 −∆µ)−1 is equal

Rµ(k, x, y) =
1
2k

e−k|x−y| +
1
2k

(k − µ)
(k + µ)

e−k(x+y),

in particular, for the Dirichlet boundary conditions,

R∞(z, x, y) =
1
2k

e−k|x−y| − 1
2k

e−k(x+y),

and for the Neumann boundary conditions

R0(k, x, y) =
1
2k

e−k|x−y| +
1
2k

e−k(x+y).

(9) The semigroups et∆µ have the integral kernel

Kµ(t, x, y) = (4πt)−
1
2 e−

(x−y)2

4t + (2π)−1

∫ ∞

−∞

iu− µ

iu+ µ
e−iu(x+y)−tu2

du,

In particular, in the Dirichlet case

K∞(t, x, y) = (4πt)−
1
2 e−

(x−y)2

4t − (4πt)−
1
2 e−

(x+y)2

4t ,

and in the Neumann case

K0(t, x, y) = (4πt)−
1
2 e−

(x−y)2

4t + (4πt)−
1
2 e−

(x+y)2

4t .

The semigroup et∆µ for µ ∈ R can be used to describe the diffusion with a sink or source at the end
of the halfline.

Note that for positive µ, et∆µ preserves the pointwise positivity. If pt = et∆µp0, 0 < a < b, then

∂t

∫ b

a

pt(x)dx = p′(b)− p′(a).

∂t

∫ a

0

pt(x)dx = p′(a)− µp(0).

Thus at 0 there is a sink of p with the rate µ.
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5.4 Contact perturbations of the Laplacian as examples of an Aronszajn-
Donoghue Hamiltonian

5.4.1 Neumann Laplacian on a halfline

On L2([0,∞[) we define the cosine transform

UNf(k) := π−1/2

∫
cos kxf(x)dx, k ≥ 0.

Note that UN is unitary and U2
N = 1.

Let ∆N be the Laplacian on L2([0,∞[) with the Neumann boundary condition. Clearly,

−UN∆NU
∗
N = k2.

Let |δ)(δ| be the quadratic form given by

(f1|δ)(δ|f2) = f1(0)f2(0),

Note that in the literature it is also denoted by δ (and thus is interpreted as a “potential”).
Let (1| denote the functional on L2([0,∞[) given by

(1|g) =
∫
g(k)dk.

Using δ(x) = π−1
∫∞
0

cos kxdx we deduce that

UN|δ)(δ|U∗N = π−1|1)(1|.

Then
UN (−∆N + λ|δ)(δ|)U∗N = k2 + λπ−1|1)(1|

is an example of an Aronszajn-Donoghue Hamiltonian of type II.

5.4.2 Dirichlet Laplacian on a halfline

On L2([0,∞[) we define the sine transform

UDf(k) := π−1/2

∫
sin kxf(x)dx, k ≥ 0.

Note that UD is unitary and U2
D = 1

Let ∆D be the Laplacian on L2([0,∞[) with the Dirichlet boundary condition. Clearly,

−UD∆DU
∗
D = k2.

Using −δ′(x) = π−1
∫∞
0

sin kxdx we deduce that

UD|δ′)(δ′|U∗D = π−1|k)(k|.

Here |δ′)(δ′| is the quadratic form given by

(f1|δ′)(δ′|f2) = f
′
1(0)f ′2(0),

and (k| is the functional on L2([0,∞[) given by

(k|g) =
∫
kg(k)dk.

Thus
UD (−∆D + λ|δ′)(δ′|)U∗ = k2 + λπ−1|k)(k|

is an example of an Aronszajn-Donoghue Hamiltonian of type III.
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5.4.3 Laplacian on L2(Rd) with a delta potential

On L2(Rd) we consider the unitary operator U = (2π)d/2F , where F is the Fourier transformation. Note
that U is unitary.

Let ∆ be the usual Laplacian. Clearly,

−U∆U∗ = k2.

Let |δ)(δ| be the quadratic form given by

(f1|δ)(δ|f2) = f1(0)f2(0).

Note that again it can be also denoted by δ (and thus is interpreted as a “potential”). Let (1| denote the
functional on L2(Rd) given by

(1|g) =
∫
g(k)dk.

Using δ(x) = (2π)−d
∫∞
0

eikxdx we deduce that

U |δ)(δ|U∗ = (2π)−d|1)(1|.

Now
U (−∆ + λ|δ)(δ|)U∗ = k2 + λ(2π)−d|1)(1|

is an example of an Aronszajn-Donoghue Hamiltonian of type II, for d = 1 (as we have already seen).
For d = 2, 3, on the other hand, it is an Aronszajn-Donoghue Hamiltonian of type III (so we need to
renormalize λ). In dimension d ≥ 4 we cannot use the renormalization procedure. This is reflected in the
following theorem:

Theorem 5.4 Consider −∆ on C∞c (Rd\{0})
(1) It has the defficiency index (2, 2) for d = 1.

(2) It has the defficiency index (1, 1) for d = 2, 3.

(3) It is essentially self-adjoint for d ≥ 4.

(4) Its Friedrichs extension equals ∆D for d = 1.

(5) Its Friedrichs extension equals ∆ for d ≥ 2.

The Laplacian in d dimensions written in spherical coordinates equals

∆ = ∂2
r +

d− 1
r

∂r +
∆LB

r2
,

where ∆LB is the Laplace-Beltrami operator on the sphere. For d ≥ 2, the eigenvalues of ∆LB are
−l(l+ d− 2), for l = 0, 1, . . . . For D = 1 instead of the Laplace-Beltrami operator we consider the parity
operator with the eigenvalues ±1. We will write l = 0 for parity +1 and l = 1 for parity −1. Hence the
radial part of the operator is

∂2
r +

d− 1
r

∂r −
l(l + d− 2)

r2
.

The indicial equation of this operator reads

λ(λ+ d− 2)− l(l + d− 2) = 0.

It has the solutions λ = l and λ = 2− l − d.
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For l ≥ 2 only the solutions behaving as rl around zero are locally square integrable, the solutions
behaving as r2−1−d have to be discarded. For l = 0, 1 we have the following possible square integrable
behaviors around zero:

l = 0 l = 1
d = 1 r0, r1 r0, r1

d = 2 r0, r0 ln r r1

d = 3 r0, r−1 r1

d ≥ 4 r0 r1

In particular, in dimension d = 2, apart fro the usual Laplacian we have a family of self-adjoint
extensions of the operator considered in (5.4) with the behavior of elements in the domain in zero given
by c ln(r/a). In dimension d = 3, apart from the usual Laplacian we have an analogous family with
c(1− a

r ). The parameter a is called the scattering length.

6 Operators on a lattice

6.1 Schrödinger operator on a lattice

Fix a real function Z 3 n 7→ Vn and define the operator H on l2(Z)

(Hf)n = fn−1 + fn+1 + Vnfn.

H is called a discrete Schrödinger operator.
Assume in addition that Vn+q = Vn. Then we can partly diagonalize H by applying the Fourier

transformation. More precisely, define

F : l2(Z) → L2 (Zq × [0, (2π)/q[)

by setting

(Ff)k(θ) :=
√
q/(2π)

∞∑
t=−∞

fk+q+te−iθ(qt+k).

Clearly, the inverse transformation equals

(F∗f)k+qt =
√
q/(2π)

∫ (2π)/q

0

fk(θ)eiθ(qt+k)dθ.

For θ ∈ [0, 2π
q [, introduce the operator Hθ on L2(Zq) by

(Hθf)k := e−iθfk−1 + eiθfk+1 + Vkfk.

Theorem 6.1 We have (FHF∗f) (θ) = Hθf(θ) for almost all θ. and hence

spH =
⋃

θ∈[0, 2π
q [

spHθ.

This implies in particular, that the spectrum will typically consist of k disjoint bands.
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6.2 Harper’s equation

Let α ∈ [0, 2π[. Consider the operator Hα on l2(Z2)

(Hαf)n,m = fn−1,m + fn+1,m

+e−inαfn,m−1 + einαfn,m+1.

Note that this operator describes a particle on a 2-dimensional lattice in a magnetic field with flux α
through a unit cell.

Introduce the unitary operator F : l2(Z2) → L2(Z× [0, 2π[) given by

(Ff)n(φ) :=
1√
2π

∑
m

fn,me−imφ

with the inverse given by

(F∗f)n,m =
1√
2π

∫ 2π

0

fn(φ)eimφdφ.

For α, φ ∈ [0, 2π[ introduce the operator Hα,φ (called sometimes Harper’s operator)

(Hα,φf)n = fn−1 + fn+1 + 2 cos(αn+ φ)fn.

Theorem 6.2 We have, for almost all φ, (FHαF∗f) (φ) = Hα,φf(φ). Hence

spHα =
⋃

φ∈[0,2π[

spHα,φ.

The spectrum of Hα plotted as the function of α yields the famous Hofstadter butterfly. One can
show that for irrational φ the spectrum of Hα,φ does not depend on φ and is singular continuous.
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