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Abstract. We develop a general framework to deal with the unitary representations of quantum

groups using the language of C∗-algebras. Using this framework, we prove that the duality holds
in a general context. This extends the framework of the duality theorem using the language of

von Neumann algebras previously developed by Masuda and Nakagami.

0. Introduction

When we look at quantum groups, we still have the shortage of examples which are studied
in detail from all points of view. This applies mostly to noncompact groups. As long as we
deal with the examples of the quantum groups of the compact type, the existence of the Haar
measure, the (relative) invariance of the Haar measure with respect to the scaling automorphism
group etc. are all clear even from a very general point of view. Due to the Peter-Weyl theorem
for quantum groups of classical type, we can characterize the object by making use of the set of all
matrix elements W = {wij}ij of all possible finite dimensional (unitary) representations without
using functional analysis. However, even in the compact case, the C∗-algebraic framework is
essential to guarantee the existence of the Haar measure, from which almost all the theory of
representations has been developed [33].

However, once we become interested in quantum groups of non-compact type, we are faced
for instance with a serious necessity for the convergence of the infinite sums of matrix elements
of infinite dimensional unitary representations. Furthermore, the Haar measures correspond to
unbounded linear functionals and the elements which generate the coordinate ring of the quantum
group are unbounded linear operators, which cause analytical difficulties. Therefore we are obliged
to work with some appropriate notions and the basic tools of functional analysis, in particular the
language of operator algebras. Despite these difficulties, there are some quite explicitly studied
quantum groups like quantum Lorentz groups, Eq(2), quantum ‘az + b’ group, quantum ‘ax + b’
group, S̃Uq(1, 1) etc. of non-compact type [22], [38], [32], [36], [37], [11], [10] with infinite di-
mensional irreducible unitary representations. Furthermore we are still discovering new explicitly
computable quantum groups of non-compact type. All of them should be investigated from the
point of view of algebra, analysis and geometry.

Now, the history of the operator algebraic study of the classical locally compact groups (with
the duality theorem) goes back to Stinespring who transferred the regular representation to what
we nowadays call the multiplicative unitary operator for the purpose of generalizing the Tannaka-
Krein’s duality to unimodular locally compact groups. Then it was Kac and Takesaki who inde-
pendently used this unitary operator to extend the duality theorem for the category which is much
wider than that of locally compact groups. Immediately after that, it was Tatsuuma who recog-
nized the importance of this unitary operator and named it the ”Kac-Takesaki operator”. After
that, Enock-Schwartz and Kac-Vainermann completed the theory of generalized locally compact
groups, which they called “Kac algebras” and introduced the “fundamental unitary” playing the
role of Kac-Takesaki operator. The details concerning the Kac algebras including the history of
the development of the subject (before the appearance of quantum groups) can be found in their
book [7]. It is also remarked that in the development of those theoretical frameworks to deal with
the general theory of locally compact groups including the duality theorem, all the achievements
were made on the basis of von Neumann algebras by the heavy use of the Tomita-Takesaki theory.
The only approach based on the language of C∗-algebras was proposed by Vallin [26], in which the
theory was not developed in full generality due to the lack of the reasonable integration theory
for C∗-algebras. It is also emphasized that the condition which we now call the strong (right)
invariance had been used from the early stage for the development of the subject.

In the middle eighties, after the famous discoveries of Leningrad school, Drinfeld and Jimbo
introduced quantum groups as deformations of enveloping algebras of semisimple Lie algebras. At

1



2 T. MASUDA, Y. NAKAGAMI, AND S. L. WORONOWICZ

the beginning these objects were of purely algebraic nature. In particular only finite-dimensional
representations and no ∗-involutions were considered.

A little later the third author introduced a noncommutative analogue of the algebras of func-
tions on compact groups. Then the ∗-involution was an essential part of the considered structure.
It allowed to distinguish compact and noncompact quantum groups and to consider unitary rep-
resentations of quantum groups. For noncompact groups unitary representations can be infinite
dimensional which requires the use of analytical methods. One of the aims of this publication is
to draw attention to the importance of the functional analytical methods from this point of view.

It was the paper of Baaj and Skandalis [1] who first gave a reasonable framework to deal with
such problems on the basis of the multiplicative unitary operator. Their approach avoided the
discussion of Haar measures while the duality and the fact that the dual of the dual is isomorphic
to the original object were a trivial consequence of the definitions. Their theory in large part
worked with C∗-algebras.

In [19], the first and the second authors gave an alternative formulation of the theory including
the discussion of the Haar measures with the duality being a deep theorem. That paper was based
on the straightforward use of the Tomita-Takesaki theory to deal with the Haar measure following
the above mentioned theory of Kac algebras. We were obliged to sacrifice the topological nature of
the underlying quantum groups which we believe to be important nowadays. This is why we need
a reasonable framework to deal with the quantum groups as a generalization of locally compact
groups. For this purpose, the right choice of the language and the axioms are important.

While the present version of the paper was being developed, Kustermans and Vaes [15] found
an alternative approach to the theory of locally compact groups starting with a different set of
axioms. Their very elegant approach was based on the assumption of existence of left and right
Haar weights. It is very interesting that their theory anticipated non-non-trivial behavior of Haar
weights with respect to the scaling group. It was a great achievement at that time in all known
examples of quantum groups the Haar weight was invariant under scaling automorphism, One
should point out that our theory and that of Kustermans and Vaes starting with a different set of
axioms describe the same objects.

Here we would like to list a number of requirements that any good axiomatization of the theory
of locally compact quantum groups should satisfy. In our opinion the quantum theory should be
developed in the way parallel to the classical one. In particular this rule determines the choice
of basic concepts. Classically the groups are locally compact spaces endowed with a group rule.
By the famous Gelfand-Naimark theorem locally compact spaces are in one to one correspondence
with commutative C∗-algebras (unital if the considered spaces are compact). Following the general
philosophy, passage to quantum spaces consists in using noncommutative algebras. Consequently
the underlying spaces of quantum groups should be described by noncommutative (in general)
C∗-algebras. The use of von Neumann algebras seems not to be appropriate. They correspond (in
commutative case) to measure spaces. Of course, one is able to develop the theory of groups with
underlying spaces being measure spaces, but this theory is less natural and more complicated than
the theory of locally compact groups.

The next reason why one should work with the language of C∗-algebras is the more natural
description of homomorphisms of (quantum) groups. Assume that we have a locally compact
subgroup H (of lower dimension) of a locally compact group G. Within the C∗-algebra language,
the inclusion H ⊂ G is described by the restriction map C0(G) 3 a→ a|H ∈ Cbounded(H), which is
a morphism (in the sense of [31]; cf. Definition A.4) from C0(G) into C0(H). In the von Neumann
algebra setting the corresponding restriction map L∞(G) → L∞(H) does not make sense.

Now we pass to the second ingredient of the concept of a group which is the binary operation
called the group rule. Let G be a group. Classically the group rule is a continuous mapping
from G × G onto G. Passing to the quantum theory we replace Cartesian product of spaces by
tensor product of algebras (alternative choice would be the free product of algebras but then all
the classical groups would be lost). Let α be a C∗-norm on the algebraic tensor product A⊗alg B
of C∗-algebras A and B. By definition, tensor product A ⊗α B is defined as the completion of
A⊗alg B with respect to the norm α.

Let A be a C∗-algebra related to a quantum group. The correspondence between spaces and
algebras is a contravariant functor. It changes the direction of morphisms. Therefore the group
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rule corresponds to a morphism δ from A into A ⊗α A. This is the so called comultiplication (we
use small letter δ, because the symbol ∆ is reserved to denote the modular operator in Tomita-
Takesaki theory). In this context one has to pay some attention to the notion of morphism of
C∗-algebras. The usual ∗-algebra homomorphisms are not appropriate to use in the context of
quantum spaces. They correspond (in the commutative case) to the proper continuous mappings
of underlying locally compact spaces. On the other hand the group rule is not a proper mapping
from G × G into G if G is not compact. Therefore one has to modify the notion of morphism
creating a new category of C∗-algebras. Restricted to commutative algebras the category should
be (anti)-equivalent (via Gelfand Naimark theorem) to the category of locally compact spaces and
(all) continuous mappings. Such a category of C∗-algebras was proposed in [29] (see also [26], [30],
[31]). For reader’s convenience we recalled the definition of morphisms of C∗-algebras in Appendix
A (Definition A.4).

In general we have more than one C∗-norm on A ⊗alg A. Among them there is the minimal
one that corresponds to the spatial tensor product of C∗-algebras denoted simply by A⊗ A. Due
to the minimality, for any C∗-norm α we have canonical epimorphism Ψα : A ⊗α A → A ⊗ A.
Replacing δ by Ψαoδ we obtain a morphism from A into A ⊗ A. Therefore the choice of spatial
tensor product as the operation corresponding to the Cartesian product of spaces produces the
theory with larger (than with other choices) class of examples. It is also worth mentioning that in
most known examples the algebra A is nuclear and all tensor products A⊗α A coincide.

Summing up: The basic concepts of the theory of locally compact quantum groups should be a
C∗-algebra (say A) together with a morphism δ ∈ Mor(A,A ⊗ A). In the last expression ’⊗’ and
‘Mor’ denote the spatial tensor product of C∗-algebras and the set of morphisms in the sense of
Definition A.4.

If A is commutative then by Gelfand Naimark theory A = C∞(G), where G is a locally compact
topological space and δ(a)(g, g′) = a(gg′), where

(0.1) G×G 3 (g, g′) 7−→ gg′ ∈ G

is a continuous mapping.

Now we shall discuss the most desired system of axioms. Quantum groups with commutative
A should coincide with the usual groups. In this case our axioms should reduce to the axioms or
simple theorems of the theory of locally compact topological groups. This requirement is satisfied
by axioms of the coassociativity of δ, the properness and the cancellation law (see Definitions
1.2 and 1.3 in the next section). The coassociativity clearly corresponds to the associativity of
the group rule (0.1): (g1g2)g3 = g1(g2g3) for any g1, g2, g3 ∈ G. The properness means that the
mappings G×G 3 (g, g′) 7→ (g, gg′) ∈ G×G and G×G 3 (g, g′) 7→ (gg′, g′) ∈ G×G are proper
i.e: (g, gg′) and (gg′, g′) tend to infinity when (g, g′) tends to infinity. The cancellation property
states that for any g, g1, g2 ∈ G we have:

(gg1 = gg2) ⇒ (g1 = g2),

(g1g = g2g) ⇒ (g1 = g2).

A good candidate for an axiom is the statement of Theorem 5.16. Combined with the properness
and cancellation law it reduces (for commutative A) to the postulate saying that the relations
g = hh′ and h = gg′ define a homeomorphism

G×G 3 (g, g′) 7−→ (h, h′) ∈ G×G

acting on G × G. Unfortunately at present we are not able to base our theory on axioms of the
form similar to the statement mentioned above.

By simple theorems of the theory of locally compact topological groups (the phrase used in
the previous paragraph) we mean statements that may be derived from axioms by short and easy
reasoning. In principle they should be found (explicitly or implicitly) on first pages of handbooks
devoted to the subject. The Haar theorem stating the existence of the right (or left) invariant
measure does not belong to the category of simple theorems. In a good theory of locally compact
quantum groups, the existence of the Haar weight should be one of advanced theorems.

This is why the existing axiomatizations of the theory of locally compact groups are not sa-
tisfactory. In all the approaches (including that of Kustermans and Vaes [15] and the one used
in the present paper) the existence of the Haar measure is included as one of the axiom of the
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theory. We strongly believe that this is a temporary situation and that in the future we shall have
a theory that will satisfy the requirements listed above. To find a satisfactory axiomatization it is
important to understand well the logical relations between the basic concepts and statements of
the theory. This is the main purpose of the present paper.

Taking the above discussions into account, we aim to present a reasonable framework, as general
as possible, to formulate (within the formalism of C∗-algebras) the objects which we recognize as
locally compact quantum groups. We are going to improve our previous approach [19] based on
the language of von Neumann algebras. Our first results were announced by the third author
at Fields Institute and by the first author at Banach Center in 1995. Then the first author also
announced our preliminary results in an expository article [17]. On the way, the third author
modified the theory of multiplicative unitaries [34] replacing the (semi)-regularity condition of
Baaj and Skandalis by a new one better suited to our aims. Next, Kustermans and Vaes [15]
presented their approach to the theory of locally compact quantum groups. However, in both
cases, the existence of the Haar measure(s) is an inevitable assumption. This means that the both
are still on the way to be completed. The existence of the Haar measure should be derived from a
more primitive set of axioms.

Now we have a final comment on the strong right invariance which is one of our axioms. It is the
only axiom that relates the antipode with remaining structure (comultiplication, Haar measure).
On the other hand, Kustermans and Vaes [15] proposed to assume the existence of both the right
and the left Haar measures. Then the existence of the antipode is a sophisticated theorem. It
seems that, in both cases, those conditions are essentially related to the manageability which plays
an important role in both approaches.

In [19] we discussed the properties of the special one parameter automorphism groups which
we now call the scaling groups. This is the symmetry first recognized in [18] which describes an
obstruction of our object to being a locally compact group or a Kac algebra. We also remark that
there are many improvements of the proofs as well as the basic axioms comparing with what is
given in [19]:

(1) The main definition 1.5 is simplified: the commutativity of the coproduct with the unitary
antipode as well as with the scaling group; and the commutativity of the left and the right
Haar weights; are not assumed.

(2) In case of weights (contrary to the states) the commutativity of the two weights ϕ and ψ
does not imply that the Connes’ Radon-Nikodym cocycle (Dψ : Dϕ)t is invariant under
the group of modular automorphism {σϕt }t∈R.

(3) There is a gap in the proof of Lemma 2.14 in [19]. The assertion is true by Theorem 6.10
of the present paper.

(4) The invariance of the Haar weight with respect to the scaling automorphisms is replaced
by relative invariance.

The relative invariance (instead of the invariance) of the Haar weight under the scaling group
appeared first in the paper of Kustermans and Vaes [15] as a result of their axioms. Recently, Van
Daele [27] found that the quantum groups ‘ax+ b’ and ‘az + b’ introduced in [36, 37] have Haar
measures which are relatively invariant but not invariant with respect to the scaling automorphisms.
To include such examples in our framework we assume the relative invariance of the Haar weight.
This modification was very easy, it resulted in a number of minor changes.

Now we summarize the organization of this paper. In Section 1, we give our basic definitions
and the axioms of weighted Hopf C∗-algebra which we discuss throughout this paper. Then using
the GNS construction we introduce the Hilbert space and reveal the content of the strong right
invariance. Section 2 is devoted to an investigation of matrix elements of the Kac-Takesaki operator.
We prove the theorems describing the coalgebraic properties of scaling group and unitary antipode.
In Section 3 we show that the Kac-Takesaki operator is a multiplicative unitary and that it is
manageable in the sense of [34]. Then the general theory of multiplicative unitaries enable us
to introduce the basic objects related to the dual weighted Hopf C∗-algebra. In Section 4, we
discuss the Radon-Nikodym derivative of the left Haar weight with respect to the right one. This
derivative is determined by two operators ρ and γ. Later in Section 6 we show that ρ is affiliated
with the considered C∗-algebra and γ is a multiple of unity related to the constant describing the
relative invariance of the Haar weight. In the last part of Section 4 we prove the uniqueness of the
antipode and the Haar weight. Section 5 is devoted to the properties of an operator ∆̂ which plays
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an important role in our analysis. In Section 6 we introduce the dual GNS-mapping η̂. Operator
∆̂ introduced in the previous section turns out to be the modular operator related to η̂. At the end
of this section we discuss the behaviour of the (right invariant) Haar weight with respect to left
shifts. In Section 7, we introduce the dual Haar weight. This way the construction of dual weighted
Hopf C∗-algebra is achieved and the duality is shown. In our work, we deal all the time with the
“regular” representations and the “regular” dual in order to have faithful dual Haar weight. This
means that our multiplicative unitary operator is the “regular” bicharacter. However, we are also
able to discuss the universal dual with the universal bicharacter. This topic will be discussed in a
separate publication. Section 8 is devoted to the quantum codouble construction which is a dual
version to the Drinfeld’s quantum double. It helps to deal with examples like quantum Lorentz
groups.

Then we have six Appendices ranging from A to F. This is where we collect the technicalities
used in our paper. A few fundamental facts on the multiplier algebra and the definition of the
set Mor(A,B) of morphisms are given in Appendix A. Appendix B contains the concepts of
GNS mapping, its commutant (and the corresponding bicommutant theorem) and (exact) vector
presentation of a GNS mapping. These concepts provide a convenient language for the Tomita-
Takeski theory outlined in Appendix D. Appendix C is devoted to weights and their properties
(such as strict faithfulness) on a separable C∗-algebras. Tensor products of the GNS-mappings
are discussed in Appendix E. In the last Appendix F we present the basic properties of analytic
generators of one parameter groups acting on Banach spaces.

Some remarks on the terminology used in this paper: First of all, we decided to use the name
“weighted Hopf C∗-algebra” for the basic object of this paper. We have to acknowledge that the
terminology “Hopf C∗-algebra” is already used in the paper of Vallin [26] and also in the paper of
Baaj and Skandalis [1] in a different context. The word “weighted” means that we deal with the
object with a Haar weight. Then, the one parameter family of automorphism which comes from
the “radial part” of the antipode is called the scaling group. (In [19], we called it the deformation
automorphism group.) We hope that our choice of the terminology will not cause any confusion
to the readers.

Another change which we have to acknowledge is the choice of the particular form of Kac-
Takesaki operator W . In general, the Kac-Takesaki operator is introduced by choosing a certain
linear mapping acting on the tensor product of the function algebra by itself and pushing it down
to the Hilbert space level. There are several possibilities. In [19] we used the mapping

(0.2) a⊗ b 7−→ δ(b)(a⊗ 1).

This choice forced us to work with the left invariant Haar weight and with the strong left invariance
axiom. In the present paper, we replace (0.2) by the mapping

a⊗ b 7−→ δ(a)(1⊗ b).

Consequently we work with the right invariant Haar weight and the strong right invariance. This
choice is consistent with the notational convention of Baaj and Skandalis [1] and the framework
developed in [34].

1. Basic definitions and axioms

The main aim of this section is to introduce the notion of a weighted Hopf C∗-algebra.

Some remarks on used notation. The unit 1 = 1A of a C∗-algebra A always means the unit ele-
ment of the multiplier algebra M(A). Then id denotes the identity mapping. For the inner product
the physicist convention is used, i.e. (y x) is linear in x and conjugate linear in y. Throughout
this paper, all C∗-algebras and all Hilbert spaces are assumed to be separable. Moreover all tensor
products of C∗-algebras are minimal tensor products unless specially mentioned. We shall use
compositions of the form ϕoκ, where ϕ ∈ A∗ and κ is a closed operator acting on A. We write
ϕoκ ∈ A∗ if there exists a ψ ∈ A∗ such that ψ(a) = ϕ(κ(a)) for all a ∈ D(κ). Clearly ψ is unique
and is denoted by ϕoκ.

To understand well the forthcoming definitions and results the reader is advised to look at
Appendices A and C, where the basic notions such as multipliers, morphisms and weights are
explained.

Now, we are ready to give our basic definition of the weighted Hopf C∗-algebra.
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Definition 1.1. A pair (A, δ) where A is a C∗-algebra and δ ∈ Mor(A,A ⊗ A) satisfying the
coassociativity condition (δ ⊗ idA)oδ = (idA ⊗ δ)oδ is called a C∗-bialgebra.

The mapping δ will be called a comultiplication or a coproduct. In what follows we denote by
1 = 1A the unit of the multiplier algebra M(A). The relation δ ∈ Mor(A,A ⊗ A) does not mean
that δ(a) ∈ A⊗A for a ∈ A. We know only that δ(a) ∈M(A⊗A). It means that δ(a)(b⊗c) ∈ A⊗A
and (b⊗ c)δ(a) ∈ A⊗A for any a, b, c ∈ A. Therefore the following definitions are relevant:

Definition 1.2. A C∗-bialgebra (A, δ) is said to be proper if δ(a)(1⊗ b) and (b⊗ 1)δ(a) belong to
A⊗A for any a, b, c ∈ A.

Definition 1.3. Let (A, δ) be a proper C∗-bialgebra. We say that (A, δ) has the cancellation pro-
perty if the linear spans of the sets

{
δ(a)(1⊗ b) : a, b ∈ A

}
and

{
(b⊗ 1)δ(a) : a, b ∈ A

}
are dense

in A⊗A.

Let (A, δ) be a proper C∗-bialgebra. Then for any continuous linear functionals ϕ,ψ ∈ A∗ and
any a ∈ A, the convolution products

(1.1)
ϕ ∗ a := (id⊗ ϕ)δ(a),

a ∗ ψ := (ψ ⊗ id)δ(a).

belong to A. Indeed, by Proposition A.2, we may assume that ϕ = bϕ′ and ψ = ψ′c, where
ϕ′, ψ′ ∈ A∗ and b, c ∈ A. Then

ϕ ∗ a = (id⊗ ϕ′)
{
δ(a)(1⊗ b)

}
,

a ∗ ψ = (ψ′ ⊗ id)
{
(c⊗ 1)δ(a)

}
and our statement follows immediately from the properness of the considered bialgebra. We shall
also use the convolution product of functionals:

ϕ ∗ ψ := (ϕ⊗ ψ)oδ ∈ A∗.

One can easily verify that
(ϕ ∗ ψ)(a) = ϕ(ψ ∗ a) = ψ(a ∗ ϕ).

Due to the coassociativity of the comultiplication, the convolution product obey the following
associativity laws:

(ψ ∗ ϕ) ∗ a = ψ ∗ (ϕ ∗ a),
(a ∗ ψ) ∗ ϕ = a ∗ (ψ ∗ ϕ),
(ϕ ∗ a) ∗ ψ = ϕ ∗ (a ∗ ψ),
(ϕ ∗ χ) ∗ ψ = ϕ ∗ (χ ∗ ψ).

In these formulae a ∈ A and ϕ, χ, ψ ∈ A∗.

Throughout the paper, the concept of a right invariant weight on a C∗-bialgebra plays an
essential role. In brief, h is right invariant if (h⊗ id)δ(a) = h(a) 1.

Definition 1.4. Let (A, δ) be a C∗-bialgebra and h be a locally finite, lower semicontinuous weight
on A. We say that h is right invariant if for any a ∈ A+ such that h(a) <∞ and any ϕ ∈ A∗+ we
have

h(ϕ ∗ a) = ϕ(1)h(a).

We shall use standard notation: For any weight h we set:

Nh = {a ∈ A : h(a∗a) <∞} ,

Mh = {a ∈ A+ : h(a) <∞}linear span

= {a∗b : a, b ∈ Nh}linear span

It is known that h extends uniquely to a linear functional on Mh.

Assume that h is right invariant. For any ϕ ∈ A∗+ the mapping a 7→ ϕ ∗ a = (idA ⊗ ϕ)(δ(a)) is
completely positive. Hence, by the Kadison inequality

{ϕ ∗ a}∗{ϕ ∗ a} ≤ ϕ(1){ϕ ∗ (a∗a)} .

Now, using the right invariance we see that

(1.2) h((ϕ ∗ a)∗(ϕ ∗ a)) ≤ ϕ(1)2h(a∗a) <∞ .
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for any a ∈ Nh. Remembering that any ϕ ∈ A∗ can be written by a linear combination of four
positive functionals we conclude that ϕ ∗ a ∈ Nh for any a ∈ Nh and ϕ ∈ A∗. Therefore for any
a, b ∈ Nh and any ϕ,ψ ∈ A∗ the products (ϕ∗ ∗ a)∗b = (ϕ ∗ a∗)b and a∗(ψ ∗ b) belong to Mh and
expressions h((ϕ ∗ a∗)b) and h(a∗(ψ ∗ b)) make sense. We shall use them in our main definition.

The object which we study in this paper is defined as follows.

Definition 1.5. Let (A, δ) with A separable be a proper C∗-bialgebra with the cancellation property.
We say that (A, δ) is a weighted Hopf C∗-algebra if there exist a closed densely defined linear map
κ acting on A (called antipode) and a locally finite strictly faithful lower semicontinuous right
invariant weight h on A (called Haar weight) such that

(1) The operator κ admits the following polar decomposition:

(1.3) κ = Roτi/2

where τi/2 is the analytic generator of a one parameter group τ = {τt}t∈R of automorphisms
of the C∗-algebra A (called scaling group) and R is an involutive antiautomorphism of A
(called unitary antipode) commuting with automorphisms τt for all t ∈ R.

(2) The weight h is relatively invariant under {τt}t∈R : there exists a positive scalar λ such
that hoτt = λth for all t ∈ R.

(3) (Strong right invariance) For any ϕ ∈ A∗ with ϕoκ ∈ A∗ we have

h((ϕ ∗ a∗)b) = h(a∗((ϕoκ) ∗ b))
for all a, b ∈ Nh.

It should be noted that the scaling constant λ is 1 for the most examples of quantum groups
constructed so far. The first examples with λ 6= 1 appeared in [36, 37] (cf. [27]). This possibility
was foreseen for the first time in [15].

It is understood that the group τ is pointwise norm continuous: for any a ∈ A, ‖τt(a)− a‖ → 0
when t→ 0. We refer to Appendix F for the definition of the analytic generator. Clearly, κ2 = τi.
Performing the holomorphic continuation in the formula τt(ab) = τt(a)τt(b) we see that D(τi/2)
is a subalgebra in A and τi/2(ab) = τi/2(a)τi/2(b) for any a, b ∈ D(τi/2). Similarly performing
the holomorphic continuation in the formula τt(a∗) = τt(a)∗ we see that D(τi/2)∗ = D(τ−i/2) and
τ−i/2(a∗) = τi/2(a)∗ for all a ∈ D(τi/2). Therefore (τi/2D(τi/2))∗ = D(τi/2) and τi/2(τi/2(a)∗)∗ = a
for any a ∈ D(τi/2). Remembering that R is an involutive antiautomorphism of A commuting with
τt we conclude that

κ(ab) = κ(b)κ(a),

κ(κ(a)∗)∗ = a

for any a, b ∈ D(κ). In other words the mapping a 7→ κ(a)∗ is a conjugate linear multiplicative
involution acting on D(κ).

Remark 1.6. The polar decomposition (1.3) is unique. The scaling group and the unitary antipode
are determined by κ. Indeed τi = κ2 and using Corollary F.4 we obtain the uniqueness of τ . In
particular τi/2 is unique and the uniqueness of R follows immediately from (1.3).

Remark 1.7. We have to point out that the automorphism τt was denoted in [19] by τt/2 and
called the deformation automorphism. However, in this paper, we call it the scaling automorphism
following the terminology of [34].

Remark 1.8. The strong right invariance is a condition which establishes the connection between
comultiplication and antipode: it replaces the well known formula

(1.4) m(id⊗ κ)δ(a) = m(κ⊗ id)δ(a) = e(a)1

of the usual theory of Hopf algebras. This means the following. If A is a Hopf algebra, then
the linear mapping W : A ⊗ A → A ⊗ A defined by a ⊗ c 7→ δ(a)(1 ⊗ c) (where a, c ∈ A) is
bijective due to the existence of the explicit inverse V : b⊗ d 7→ (idA ⊗ κ)(δ(b))(1⊗ d). The proof
that V = W−1 uses (1.4). On the Hilbert space level W should unitary. Therefore we require the
equality W ∗ = V , i.e.

(h⊗ h)((1⊗ c∗)δ(a∗)(b⊗ d)) = (h⊗ h)((a∗ ⊗ c∗)(id⊗ κ)(δ(b))(1⊗ d)).

This is the strong right invariance with ϕ(x) = h(c∗xd).

Some of our main assertions in this paper are summarized as follows:
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Theorem 1.9. Let (A, δ) be a weighted Hopf C∗-algebra. Then
(1) The unitary antipode R, the scaling group {τt}t∈R and the Haar weight h are uniquely

determined.
(2) The coproduct δ commute with the unitary antipode and the scaling group :

δoR = σo(R⊗R)oδ, δoτt = (τt ⊗ τt)oδ, t ∈ R,
where σ is the flip automorphism on A⊗A.

(3) There exists a pointwise norm continuous one parameter ∗-automorphism group {σt}t∈R
of A such that

h(σi/2(a)σi/2(a)∗) = h(a∗a)
for any a ∈ D(σi/2). The group {σt}t∈R is the modular automorphism related to the Haar
weight h. Clearly, the above formula is the KMS-condition for h.

(4) For any t ∈ R we have
δoσt = (σt ⊗ τt)oδ.

(5) There exists a strictly positive element ρ affiliated with the C∗-algebra A such that for any
a ∈ A+ with h(a) <∞ and any ϕ ∈ A∗+ we have

h(a ∗ ϕ) = ϕ(ρ)h(a),

where by definition ϕ(ρ) = lim
n→∞

ϕ( nρ
n1+ρ ). Moreover we have : δ(ρ) = ρ⊗ ρ, τt(ρ) = ρ and

R(ρ) = ρ−1.
(6) The composition hL = hoR is the left Haar weight on A. The Connes’ Radon-Nikodym

cocycle is of the form (
DhL : Dh

)
t
= λ−it

2/2ρit,

where λ is the constant appearing in Definition 1.5. Moreover σt(ρ) = λ−tρ.

The strong right invariance plays an essential role in our theory. We end this Section with a
number of equivalent formulations of this condition. By the way we introduce Hilbert space objects
that will be used throughout of the paper. The most important one is the Kac-Takesaki operator
W (in other words the right regular representation of the considered quantum group). In this (and
the next) section the matrix elements of W are defined and their properties are investigated. The
operator itself will be introduced in Section 3.

Till the end of this section we shall deal with a proper C∗-bialgebra (A, δ) with the cancellation
property equipped with a faithful locally finite, lower semicontinuous right-invariant weight h and
with a closed densely defined linear map κ satisfying the first two conditions of Definition 1.5.
Therefore our results will be independent of the strong right invariance condition and the strict
faithfulness of the weight h.

Using the GNS construction we obtain a Hilbert space H and a representation π of A acting
on H. Since h is faithful, so is π and we shall identify A with its π-image: A ⊂ L(H). The
corresponding GNS map will be denoted by η. It is a densely defined closed linear mapping from
A into H with the domain D(η) = Nh = {a ∈ A : h(a∗a) <∞} such that

(η(c) aη(b)) = h(c∗ab), a ∈ A, b, c ∈ D(η),

The GNS mapping η plays a crucial role in the entire paper. It is closed with respect to the strong
topology on A and the norm topology in H. The separability of A implies that of the Hilbert space
H. See Appendices B and C for the details.

We start with some technicalities which we use throughout this paper. For any x, y ∈ H, ωx,y
will denote the functional on L(H) such that

ωx,y(a) = (x ay)

for a ∈ L(H). It is clear that the set of all such functionals is linearly dense in the predual L(H)∗
of L(H). In general, if A is a C∗-algebra acting on H then A is endow with the σ-weak topology
coming from L(H). In what follows A∗ will denote the set of all σ-weakly continuous functionals
on A. It is known that

A∗ = {ϕ|A : ϕ ∈ L(H)∗} .
Consequently we set A∗+ = A∗ ∩A+.

We already know (see the paragraph containing formula (1.2)) that

(1.5) ϕ ∗ a ∈ D(η)
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for any a ∈ D(η) and any ϕ ∈ A∗.

Proposition 1.10. For any ϕ ∈ A∗, there exists Wϕ ∈ L(H) such that

(1.6) Wϕη(a) = η(ϕ ∗ a)
for any a ∈ D(η). The mapping A∗ 3 ϕ 7→Wϕ ∈ L(H) is injective, linear and bounded. Moreover,

(1.7) WϕWψ = Wϕ∗ψ

for all ϕ, ψ ∈ A∗.

Proof. Formula (1.6) defines Wϕ on a dense linear subset of H. We have to show that Wϕ is
bounded. If ϕ is positive then using (1.2) we get ‖η(ϕ ∗ a)‖ ≤ ϕ(1)‖η(a)‖ and ‖Wϕ‖ ≤ ϕ(1).
For general ϕ we have ‖Wϕ‖ ≤ 4‖ϕ‖. This is because any continuous linear functional on A is a
linear combination of four positive functionals with norms not larger than the norm of the original
functional.

If Wϕ = 0 then ϕ ∗ a = 0 for all a ∈ A. Hence (id ⊗ ϕ)
(
(b⊗ 1)δ(a)

)
= b(ϕ ∗ a) = 0 for all

a, b ∈ A and using the cancellation property we get ϕ = 0. It shows that the mapping ϕ 7→Wϕ is
injective.

Formula (1.7) follows immediately from the associativity of the convolution product. �

Proposition 1.11. For every x, y ∈ H, there exists a unique element W (x, y) ∈ A such that

(1.8) ϕ(W (x, y)) = (x Wϕy)

for any ϕ ∈ A∗. Furthermore, W (x, y) is sesquilinear in (x, y) and ‖W (x, y)‖ ≤ 4‖x‖‖y‖.

Proof. The uniqueness, the sesquilinearity and the estimate follow from the formula. It is enough
to prove the existence of operators W (x, y) for a dense set of vectors x, y. We shall use the
commutant η′ of the GNS map η (see Appendix B). For any a ∈ D(η), a′ ∈ D(η′) and x ∈ H we
put :

W (a′∗x, η(a)) := a ∗ ωx,η′(a′).
Then for any ϕ ∈ A∗ we have

ϕ(W (a′∗x, η(a))) = ϕ(a ∗ ωx,η′(a′)) = (x (ϕ ∗ a)η′(a′))

= (x a′η(ϕ ∗ a)) =
(
a′
∗
x Wϕη(a)

)
,

where the second equality due to the cyclic property of the convolution product. This proves the
assertion. �

Proposition 1.12. The set {W (x, y) : x, y ∈ H} is linearly dense in A.

Proof. Suppose ϕ ∈ A∗ satisfies ϕ(W (x, y)) = 0 for all x, y ∈ H. Then (x η(ϕ ∗ a)) =
(x Wϕη(a)) = ϕ(W (x, η(a))) = 0 and ϕ ∗ a = 0 for all a ∈ D(η). Therefore SWϕ = 0 and
hence ϕ = 0. This proves the assertion. �

Theorem 1.13. Let (A, δ) be a proper C∗-bialgebra with the cancellation property, h be a faithful
locally finite, lower semicontinuous right invariant weight on A and κ be a closed densely defined
linear map acting on A. Assume that the first two conditions of Definition 1.5 are satisfied. Then
the following statements are equivalent :

1. The strong right invariance (Condition 3 of Definition 1.5).

2. For all ϕ ∈ A∗ such that ϕoκ ∈ A∗ we have

(1.9) Wϕ∗ = (Wϕoκ)
∗
.

3. Formula (1.9) holds for all ϕ from a weakly∗ dense subset D0 of A∗ such that ψoτt ∈ D0 for
all ψ ∈ D0 and t ∈ R.

4. For any x, y ∈ H, the element W (x, y) is in the domain of κ and κ(W (x, y)) = W (y, x)∗.

Proof. Assume that the strong right invariance holds. Then for any ϕ ∈ A∗ with ϕoκ ∈ A∗ and
any a, b ∈ D(η) we have

(Wϕ∗η(a) η(b)) = (η(ϕ∗ ∗ a) η(b)) = h((ϕ ∗ a∗)b)

= h(a∗((ϕoκ) ∗ b)) = (η(a) η((ϕoκ) ∗ b)) = (η(a) Wϕoκη(b)) ,
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where we used the equality ϕ∗a∗ = (ϕ∗ ∗a)∗ for the second equality. Remembering that the range
of η is dense in H, we obtain relation (1.9). It shows that Statement 1 implies Statement 2.

Clearly Statement 2 implies Statement 3. Assume that Statement 3 holds. Then for any x, y ∈ H
and any ϕ ∈ D0 we have

(ϕoκ)(W (x, y)) = (x|Wϕoκy) = (Wϕ∗x|y)

= (y|Wϕ∗x) = ϕ∗(W (y, x)) = ϕ(W (y, x)∗).

Inserting ϕoτt instead of ϕ, multiplying the both sides by e−t
2
, integrating over t ∈ R and remem-

bering that κ commutes with τt, we obtain

(ϕoκ)
(
Rτ (W (x, y)

)
= ϕ

(
Rτ (W (y, x)∗)

)
,

where Rτ is a linear operator acting on A introduced by the formula

Rτ (a) =
1√
π

∫ ∞

−∞
e−t

2
τt(a) dt

for any a ∈ A. It is known (cf. Appendix F) that the range of Rτ is contained in D(τi/2) = D(κ).
Therefore (ϕoκ)

(
Rτ (W (x, y)

)
= ϕ

(
κ
(
Rτ (W (x, y)

))
. Remembering that ϕ runs over a weakly∗

dense subset D0 ⊂ A∗ we obtain

κ
(
Rτ (W (x, y))

)
= Rτ (W (y, x)∗).

Theorem F.7 shows now that W (x, y) ∈ D(κ) and that κ(W (x, y)) = W (y, x)∗. This shows that
Statement 3 implies Statement 4.

To complete the proof we have to show that Statement 4 implies the strong right invariance.
Let a, b ∈ Nh. Inserting x = η(a) and y = η(b) in Statement 4, we see that W (η(a), η(b)) ∈ D(κ)
and κ(W (η(a), η(b))) = W (η(b), η(a))∗. Therefore for any ϕ ∈ A∗ with ϕoκ ∈ A∗ we have

h((ϕ ∗ a∗)b) = (η(ϕ∗ ∗ a) η(b)) = (η(b) Wϕ∗η(a)) = ϕ∗(W (η(b), η(a)))

= ϕ
(
W (η(b), η(a))∗

)
= ϕ (κ(W (η(a), η(b))))

= (ϕoκ)
(
W (η(a), η(b))

)
= (η(a) Wϕoκη(b))

= (η(a) η((ϕoκ) ∗ b)) = h(a∗((ϕoκ) ∗ b)).
�

2. Matrix elements of Kac-Takesaki operator

In this Section we derive the simplest consequences of axioms listed in Definition 1.5. Let (A, δ)
be a weighted Hopf C∗-algebra. We shall use the notation and results of the previous Section. In
particular all four Statements of Theorem 1.13 hold.

We assumed that the weight h satisfies the relative invariance condition: hoτt = λth for t ∈ R.
Therefore D(η) is {τt}t∈R invariant and there exists a positive self-adjoint operator Q on H with
ker(Q) = {0} such that

(2.1) Q2itη(a) := λ−t/2η(τt(a)), a ∈ D(η).

In [19] the operator Q2 was denoted by H. For any a ∈ A and b ∈ D(η) we have

Q2itaη(b) = Q2itη(ab) = λ−t/2η(τt(ab)) = λ−t/2τt(a)η(τt(b)) = τt(a)Q2itη(b).

Therefore

(2.2) τt(a) = Q2itaQ−2it

for all t ∈ R and a ∈ A.

By Lemma C.5, the strict faithfulness of h implies that the mapping η(a) 7→ η(a∗) (where a
runs over D(η) ∩D(η)∗) is a closable conjugate linear involution. We denote by S its closure. Let
F := S∗. Then there exist an involutive antiunitary J and a strictly positive self-adjoint operator
∆ such that S = J∆1/2 and F = J∆−1/2 by the fact that S2 = 1 on D(∆1/2).

Taking into account (2.1) we see that the set {η(a) : a ∈ D(η) ∩ D(η)∗} is a
{
Qit
}
t∈R - invariant

core of S. Moreover for any x = η(a) in this set we have

Q2itSx = Q2itη(a∗) = λ−t/2η(τt(a∗)),

SQ2itx = λ−t/2Sη(τt(a)) = λ−t/2η(τt(a)∗)
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and the right hand sides of the above equalities coincide. Therefore Q2itSQ−2it = S for any t ∈ R.
By the uniqueness of the polar decomposition, we have

(2.3) Q2it∆Q−2it = ∆,

Q2itJQ−2it = J.

The first equation means that ∆ strongly commutes with Q. The second one is equivalent to the
formula

(2.4) JQJ = Q−1.

The operators Q and ∆ play an essential role in all our considerations.

Lemma 2.1. Let x ∈ D(∆1/2) and y ∈ D(∆−1/2). Then W (J∆−1/2y, J∆1/2x) = W (y, x)∗.

Proof. Since η(D(η)∩D(η)∗) is a core for ∆1/2, it is sufficient to prove the statement for x = η(a)
where a ∈ D(η) ∩ D(η)∗. For any ϕ ∈ A∗, we have

ϕ(W (J∆−1/2y, J∆1/2x)) = (J∆−1/2y|Wϕη(a∗))

= (J∆−1/2y|η(ϕ ∗ a∗)) = (J∆−1/2y|J∆1/2η(ϕ∗ ∗ a))

= (η(ϕ∗ ∗ a)|y) = (y|Wϕ∗η(a))

= ϕ∗(W (y, η(a))) = ϕ(W (y, η(a))∗).

�

Combining Statement 4 of Theorem 1.13 with Lemma 2.1, we get

(2.5) κ(W (x, y)) = W (J∆−1/2y, J∆1/2x)

for all x ∈ D(∆1/2) and y ∈ D(∆−1/2).

Proposition 2.2. For any x, y ∈ H, we have
(1) τt(W (x, y)) = W (∆itx,∆ity) for t ∈ R.
(2) R(W (x, y)) = W (Jy, Jx).

Remark 2.3. This proposition shows that the unitary antipode and the scaling group are uniquely
determined by the Haar weight. So is κ. Unfortunately the proof of the uniqueness of the Haar
weight requires the prior knowledge of the uniqueness of κ. See the proof of Theorem 4.10.

Proof. Let x ∈ D(∆) and y ∈ D(∆−1). Then using twice (2.5), we get

W (∆x,∆−1y) = W (J∆−1/2J∆1/2x, J∆1/2J∆−1/2y)

= κ(W (J∆−1/2y, J∆1/2x))

= κ2(W (x, y)) = τi(W (x, y))

It shows that W (x, y) ∈ D(τi) and

τi(W (x, y)) = W (∆x,∆−1y).

Using now Theorem F.3, we obtain the first statement. Moreover, for any x ∈ D(∆1/2) and
y ∈ D(∆−1/2), the element W (x, y) ∈ D(τi/2) and

τi/2(W (x, y)) = W (∆1/2x,∆−1/2y).

Combining this with (2.5), we see that R(W (∆1/2x,∆−1/2y)) = W (J∆−1/2y, J∆1/2x) for x ∈
D(∆1/2) and y ∈ D(∆−1/2). Now the continuity of W shows that the second statement holds in
full generality. �

By the above proposition the set {W (x, y) : x, y ∈ H} is R and {τt}t∈R invariant. By Proposition
1.12 this set is linearly dense in A. Using Theorem F.5 we obtain

Corollary 2.4. The linear span of the set
{
W (x, y) : x, y ∈ H

}
is a core for κ.

Proposition 2.5. For any ϕ ∈ A∗, we have
(1) WϕoR = J(Wϕ)∗J .
(2) Wϕoτt = ∆−itWϕ∆it.
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Proof. Ad 1. For x, y ∈ H and ϕ ∈ A∗, we have

(x|WϕoRy) = ϕoR(W (x, y)) = ϕ(W (Jy, Jx))

= (Jy|WϕJx) = (JWϕJx|y) ,

where we used Proposition 2.2 for the second equality. This proves the equality J(Wϕ)∗J = WϕoR.
Ad 2. Similarly, we have

(x|Wϕoτt
y) = ϕoτt(W (x, y))

= ϕ(W (∆itx,∆ity)) = (∆itx|Wϕ∆ity).

This proves the equality ∆−itWϕ∆it = Wϕoτt . �

Proposition 2.6.

(1) δoR = σo(R⊗R)oδ, where σ is the flip automorphism on A⊗A.
(2) δoτt = (τt ⊗ τt)oδ.

Proof. Ad 1. By Proposition 2.5, for any ϕ, ψ ∈ A∗ we have

W(ϕ∗ψ)oR = J(Wϕ∗ψ)∗J = J(WϕWψ)∗J

= J(Wψ)∗JJ(Wϕ)∗J = WψoRWϕoR.

By Proposition 1.10 , Wϕ = 0 implies ϕ = 0. Therefore (ϕ ∗ ψ)oR = (ψoR) ∗ (ϕoR) and hence we
obtain (ϕ⊗ ψ)oδoR = (ϕ⊗ ψ)oσo(R⊗R)oδ for ϕ, ψ ∈ A∗. This proves Assertion 1.

Ad 2. By Proposition 2.5, we have

W(ϕoτt)∗(ψoτt) = WϕoτtWψoτt = (∆−itWϕ∆it)(∆−itWψ∆it)

= ∆−itWϕWψ∆it = ∆−itWϕ∗ψ∆it = W(ϕ∗ψ)oτt
.

We then have (ϕoτt) ∗ (ψoτt) = (ϕ ∗ ψ)oτt and hence we obtain

(ϕ⊗ ψ)((τt ⊗ τt)oδ) = ((ϕoτt)⊗ (ψoτt))oδ

= (ϕoτt) ∗ (ψoτt) = (ϕ ∗ ψ)oτt = (ϕ⊗ ψ)oδoτt

for all ϕ, ψ ∈ A∗. This proves Assertion 2. �

Corollary 2.7. δoκ = σo(κ⊗ κ)oδ on D(κ).

Proof. By Assertion 2 of Proposition 2.6, a ∈ D(τi/2) if and only if δ(a) ∈ D(τi/2 ⊗ τi/2). Since
D(κ) = D(τi/2) and D(κ ⊗ κ) = D(τi/2 ⊗ τi/2), our statement is immediate from Proposition
2.6. �

Lemma 2.8.

(1) Q2itWϕQ
−2it = Wϕoτ−t

for ϕ ∈ A∗ and t ∈ R.
(2) For any x, y ∈ H, we have τt(W (x, y)) = W (Q2itx,Q2ity) for t ∈ R.

Proof. Ad 1. Let ϕ ∈ A∗ and a ∈ D(η). Then

τ−t(ϕ ∗ τt(a)) = τ−to(idA ⊗ ϕ)oδ(τt(a))

= (idA ⊗ ϕoτt)oδ(a) = (ϕoτt) ∗ a

and applying η to the both sides, we get

Q−2itWϕQ
2itη(a) = Wϕoτt

η(a) .

Ad 2. For x, y ∈ H and ϕ ∈ A∗, we have

ϕ(τt(W (x, y))) = (x|Wϕoτty)

= (x|Q−2itWϕQ
2ity) = ϕ(W (Q2itx,Q2ity))

by Assertion 1. This completes the proof. �

Proposition 2.9. Let ϕ, ψ ∈ A∗. Assume that W ∗
ϕ = Wψ. Then ψ = ϕ∗oκ.
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Proof. We have to show that ψ(a) = ϕ∗(κ(a)) for any a ∈ D(κ). By Corollary 2.4 we may assume
that a = W (x, y), where x, y ∈ H. Now we compute

ψ(W (x, y)) = (x|Wψy) = (Wϕx|y) = (y|Wϕx) = ϕ(W (y, x))

= ϕ∗(W (y, x)∗) = ϕ∗(κ(W (x, y))).

�

3. Pentagonal equation and manageability

In this section, we construct the Kac-Takesaki operator W and prove that this operator is a
multiplicative unitary. We also prove that W is manageable in the sense of [34].

We start with a lemma of Dini type.

Lemma 3.1. Let {an}n∈N be an increasing sequence of elements in A+.
(1) If a ∈ A and for any ψ ∈ A∗+, the sequence {ψ(an)}n∈N converges to ψ(a), then the

sequence {an}n∈N converges in norm to a.

(2) If for any ω ∈ A∗+, the sequence {ω(an)}n∈N converges to ‖ω‖, then the sequence {an}n∈N
converges strictly to the unit 1 of M(A).

Proof. Ad 1. We put Λ :=
{
ψ ∈ A∗+ : ‖ψ‖ ≤ 1

}
. Then Λ is a compact subset of A∗ with respect to

the weak∗ topology. By the assumption, {ψ(a)− ψ(an)}n∈N is a decreasing sequence converging
to zero. By the Dini’s Theorem this convergence is uniform on Λ. Therefore we have

‖a− an‖ = sup
ψ∈Λ

|ψ(a)− ψ(an)| → 0 .

as n goes to infinity and the assertion follows.
Ad 2. Since ω(an) ≤ ‖ω‖ for all ω ∈ A∗+, an satisfies 0 ≤ an ≤ 1. Let b ∈ A. Then the sequence

{b∗anb}n∈N is increasing and for any ψ ∈ A∗+, ψ(b∗anb) = (bψb∗)(an) → ‖bψb∗‖ = (bψb∗)(1) =
ψ(b∗b) when n→∞. Using Assertion 1 we see that b∗anb converges in norm to b∗b. Therefore

‖(1− an)1/2b‖2 = ‖b∗(1− an)b‖ = ‖b∗anb− b∗b‖ → 0

and
‖(1− an)b‖ ≤ ‖(1− an)1/2‖‖(1− an)1/2b‖ → 0,

for ‖(1− an)1/2‖ ≤ 1 for all n. It shows that anb converges to b in norm.

Similarly, we get a proof that the sequence {ban}n∈N converges to b in norm. This proves the
strict convergence of the sequence {an}n∈N to 1 ∈M(A). �

The following proposition is a consequence of the right invariance of the Haar weight.

Proposition 3.2. Let {en}n∈N be an orthonormal basis of the Hilbert space H. Then for any x, y
belonging to the range of the GNS-mapping η, we have

(3.1)
∞∑
n=1

W (en, x)∗W (en, y) = (x|y)1 ,

where the series converges with respect to the strict topology on M(A) .

Proof. Let ω ∈ A∗+ and (Hω, πω,Ωω) be the GNS-triple associated with ω. To proceed our
computation we choose an orthonormal basis {ζn}n∈N in Hω. Then for any x ∈ H we have

ω(W (en, x)∗W (en, x)) = ‖πω(W (en, x))Ωω‖2 =
∞∑
k=1

|(ζk|πω(W (en, x))Ωω)|2

=
∞∑
k=1

|ϕk(W (en, x))|2 =
∞∑
k=1

|(en|Wϕk
x)|2 ,

where ϕk are linear functionals on A introduced by the formula

ϕk(a) := (ζk|πω(a)Ωω)

for all a ∈ A and k ∈ N. Summing over n = 1, 2, . . . , N and setting N →∞, we obtain

lim
N→∞

ω

(
N∑
n=1

W (en, x)∗W (en, x)

)
=

∞∑
n=1

∞∑
k=1

|(en|Wϕk
x)|2 =

∞∑
k=1

‖Wϕk
x‖2.
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Assume now that x = η(a), where a ∈ D(η). Then the right hand side of the above relation
equals to

∞∑
k=1

‖Wϕk
x‖2 =

∞∑
k=1

‖η(ϕk ∗ a)‖2 =
∞∑
k=1

h((ϕk ∗ a)∗(ϕk ∗ a))

= lim
K→∞

h

(
K∑
k=1

(ϕk ∗ a)∗(ϕk ∗ a)

)
.

It turns out below (see the last part of the proof) that

(3.2)

∥∥∥∥∥
K∑
k=1

(ϕk ∗ a)∗(ϕk ∗ a)− ω ∗ (a∗a)

∥∥∥∥∥→ 0 as K →∞.

Using the lower semicontinuity and the right invariance of h, we obtain

lim
N→∞

ω

(
N∑
n=1

W (en, x)∗W (en, x)

)
= h(ω ∗ (a∗a))

= ‖ω‖h(a∗a) = ‖ω‖(x|x).
This result holds for any ω ∈ A∗+. By Assertion 2 of Lemma 3.1 we see that the series∑∞
n=1W (en, x)∗W (en, x) is strictly converging to (x|x)1. To obtain (3.1) in full generality, we

apply the polarization argument.

To end the proof we have to show (3.2). Let ψ ∈ A∗+, (Hψ, πψ,Ωψ) be the GNS-triple associated
with ψ and {ξm}m∈N be an orthonormal basis in Hψ. Then

ψ(ω ∗ (a∗a)) = (ψ ⊗ ω)(δ(a∗a)) = ‖(πψ ⊗ πω)(δ(a))(Ωψ ⊗ Ωω)‖2

=
∞∑

m,k=1

|(ξm ⊗ ζk|(πψ ⊗ πω)(δ(a))(Ωψ ⊗ Ωω))|2

=
∞∑

m,k=1

|(ξm|πψ((id⊗ ϕk)(δ(a))Ωψ)|2 =
∞∑
k=1

‖πψ(ϕk ∗ a)Ωψ‖2

=
∞∑
k=1

ψ((ϕk ∗ a)∗(ϕk ∗ a)) = lim
K→∞

ψ

(
K∑
k=1

(ϕk ∗ a)∗(ϕk ∗ a)

)
.

Now (3.2) follows from Assertion 1 of Lemma 3.1. �

Proposition 3.3. Let {en}n∈N be an orthonormal basis of the Hilbert space H. Then for any x, y
such that Jx and Jy belong to the range of η, we have

(3.3)
∞∑
n=1

W (x, en)W (y, en)∗ = (x|y)1

with respect to the strict topology.

Proof. Replacing in the previous Proposition {en}n∈N, x and y by {Jen}n∈N, Jy and Jx respec-
tively, we obtain

∞∑
n=1

W (Jen, Jy)∗W (Jen, Jx) = (Jy|Jx)1 = (x|y)1.

The unitary antipode R can be extended to the multiplier algebra M(A) and the extension denoted
by the same symbol is continuous with respect to the strict topology. Remembering that the above
series is strictly converging, we have

∞∑
n=1

R(W (Jen, Jx))R(W (Jen, Jy))∗ = (x|y)1.

Thus (3.3) follows. (cf. Second formula of Proposition 2.2) �

Remark 3.4. In what follows, relations (3.1) and (3.3) will be used to prove the unitarity of the
Kac-Takesaki operator. For this purpose, it is sufficient to know that the series (3.1) and (3.3)
converge weakly. However to prove (3.3) by using (3.1) we have to use strict topology ; at the
moment the continuity of R with respect to the weak operator topology is not established yet.
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The Kac-Takesaki operator W is introduced by the following theorem. It plays a role of the right
regular representation for the ”quantum group” associated with the weighted Hopf C∗-algebra. We
recall that, for any x, y ∈ H, ωx,y denotes the linear functional on L(H) defined by ωx,y(a) =
(x|ay).

Theorem 3.5. There exists a unique unitary operator W acting on H⊗H such that

(3.4) (x⊗ z|W (y ⊗ u)) = (z|W (x, y)u),

(3.5) (ωx,y ⊗ id)(W ) = W (x, y),

(3.6) (id⊗ ϕ)W = Wϕ

for any x, y, z, u ∈ H and ϕ ∈ L(H)∗. On the right hand side of the last relation ϕ ∈ A∗ denotes
the restriction of ϕ ∈ L(H)∗ to A. Each of the above equations determines W uniquely.

Proof. Clearly (3.4) and (3.5) are equivalent. The computation

(z (id⊗ ωy,x)(W ) u) = (z ⊗ y|W (u⊗ x)) = (y|W (z, u)x) = (z|Wωy,x
u)

shows the equivalence of (3.4) and (3.6). The uniqueness of W is obvious.

Let D0 be the range of the GNS-mapping η and D1 = JD0. Then D0 and D1 are dense linear
subsets of H. We choose an orthonormal basis {en}n∈N in H. For any y ∈ D0, x ∈ D1, z, u ∈ AH
we set

W (y ⊗ u) :=
∞∑
n=1

en ⊗W (en, y)u

and

W †(x⊗ z) :=
∞∑
n=1

en ⊗W (x, en)∗z.

Using (3.1) and (3.3) one can easily show that the series on the right hand sides are norm converging
in H⊗H. Clearly the above formulae introduce linear mappings W : D0 ⊗alg AH → H⊗H and
W † : D1 ⊗alg AH → H⊗H. Using (3.1) and (3.3) once more, we can show that these mappings
are isometries. Extending these mappings by continuity, we obtain isometric operators W and W †

defined on the whole H⊗H.
To show that W is unitary, it is sufficient to prove that the adjoint W ∗ is an isometry. We claim

that W ∗ = W †. Indeed, for any y ∈ D0, x ∈ D1, z, u ∈ AH, we have

(x⊗ z|W (y ⊗ u)) =
∞∑
n=1

(x⊗ z|en ⊗W (en, y)u) =
∞∑
n=1

(x|en)(z|W (en, y)u)

=

(
z W

( ∞∑
n=1

en(en|x), y

)
u

)
= (z|W (x, y)u)

and

(W †(x⊗ z)|y ⊗ u) =
∞∑
n=1

(en ⊗W (x, en)∗z|y ⊗ u)

=
∞∑
n=1

(en|y)(z|W (x, en)u)

=

(
z W

(
x,

∞∑
n=1

en(en|y)

)
u

)
= (z|W (x, y)u).

By the way we proved (3.4). �

We shall use the leg numbering notation [1], for example:

(x1 ⊗ x2 ⊗ x3|W13(y1 ⊗ y2 ⊗ y3)) = (x1 ⊗ x3|W (y1 ⊗ y3))(x2|y2)

for xj , yj ∈ H for j = 1, 2, 3. We shall also use an exact vector presentation (see Appendix B)
of the GNS map η:

η(a) =
∑
n∈N

aΩn
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for any a ∈ D(η), where Ωn ∈ H for n = 1, 2, . . . , AΩn ⊥ AΩm whenever n 6= m and D(η) coincides
with the set of all a ∈ A such that the above series is convergent. Moreover

∑
n∈N AΩn is norm

dense in H, this is because the range of η is dense.

In the following Proposition we collect basic properties of the Kac-Takesaki operator.

Proposition 3.6.
(1) The coproduct δ is implemented by W :

(3.7) δ(a) = W (a⊗ 1)W ∗

for any a ∈ A.
(2) The pentagonal equation W12W13W23 = W23W12 holds. In other words

(3.8) (id⊗ δ)W = W12W13 .

(3) The operator W commutes with the operators Q⊗Q and ∆⊗Q2:

(3.9) W ∗(Q⊗Q)W = Q⊗Q ,

(3.10) W ∗(∆⊗Q2)W = ∆⊗Q2 .

Proof.
Ad 1. For any x, y, z ∈ H and a ∈ D(η) we have

(x⊗ z|W (η(a)⊗ y)) = (x|(id⊗ ωz,y)(W )η(a)) = (x|Wωz,yη(a))

= (x|η(ωz,y ∗ a)) =
∑
n∈N

(x|(ωz,y ∗ a)Ωn).

Let pn be the projection onto the closure of AΩn. Then pn ∈ A′ and
∑
n∈N pn = 1. Replacing x

by pnx, we obtain:

(x⊗ z|(pn ⊗ 1)W (η(a)⊗ y)) = (x|(ωz,y ∗ a)Ωn)

= (x|((id⊗ ωz,y)(δ(a)))Ωn) = (x⊗ z|δ(a)(Ωn ⊗ y)).

Therefore
(pn ⊗ 1)W (η(a)⊗ y) = δ(a)(Ωn ⊗ y).

It shows that

(3.11) W (η(a)⊗ y) =
∑
n∈N

δ(a)(Ωn ⊗ y),

where the right hand side converges in norm.
Now for any a ∈ A, b ∈ D(η) and y ∈ H we have

δ(a)W (η(b)⊗ y) = δ(a)
∑
n∈N

δ(b)(Ωn ⊗ y)

=
∑
n∈N

δ(ab)(Ωn ⊗ y) = W (η(ab)⊗ y) = W (a⊗ 1)(η(b)⊗ y).

Therefore δ(a)W = W (a⊗ 1) and δ(a) = W (a⊗ 1)W ∗.

Ad 2. Let ϕ, ψ ∈ L(H)∗. For any a ∈ L(H) we set

ρ(a) = (ϕ⊗ ψ)(W (a⊗ 1)W ∗).

Then ρ ∈ L(H)∗. Moreover

(3.12) (id⊗ ρ)(W ) = (id⊗ ϕ⊗ ψ)(W23W12W
∗
23).

If a ∈ A, then by the previous assertion ρ(a) = (ϕ ⊗ ψ)(δ(a)) = (ϕ ∗ ψ)(a). It shows that the
restriction of ρ to A coincides with ϕ ∗ ψ. Using the first assertion we have

(id⊗ ρ)(W ) = Wϕ∗ψ = WϕWψ = (id⊗ ϕ⊗ ψ)(W12W13).

Comparing this with (3.12), we see that W23W12W
∗
23 = W12W13 and the pentagonal equation

follows. Taking into account (3.7), we obtain (3.8).

Ad 3. Let ϕ ∈ L(H)∗, t ∈ R and ϕt(a) := ϕ(Q2itaQ−2it) for any a ∈ L(H). By (2.2), ϕt
restricted to A coincides with ϕoτt. Therefore

(id⊗ ϕ)((1⊗Q2it)W (1⊗Q−2it)) = (id⊗ ϕt)(W ) = Wϕoτt
.
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Using now Proposition 2.5 and Lemma 2.8, we obtain:

Wϕoτt
= ∆−itWϕ∆it = (id⊗ ϕ)((∆−it ⊗ 1)W (∆it ⊗ 1))

Wϕoτt
= Q−2itWϕQ

2it = (id⊗ ϕ)((Q−2it ⊗ 1)W (Q2it ⊗ 1)).
Comparing these with the previous relation, we get

(1⊗Q2it)W (1⊗Q−2it) = (∆−it ⊗ 1)W (∆it ⊗ 1)

= (Q−2it ⊗ 1)W (Q2it ⊗ 1).

It shows that ∆it ⊗Q2it and Q2it ⊗Q2it commute with W and our statement follows. �

Combining (1.9) with (3.6) we obtain

(3.13) (id⊗ ϕoκ)W = (id⊗ ϕ)(W ∗)

for any ϕ ∈ A∗ such that ϕoκ ∈ A∗.

Let us recall the basic setup of the theory of multiplicative unitaries discussed in [1, 34]. Let
H be a separable Hilbert space. A unitary operator W acting on H⊗H is called a multiplicative
unitary if it satisfies the pentagonal equation W23W12 = W12W13W23. Let J be a conjugate linear
bijection H 3 x 7→ Jx ∈ H with (Jx|Jy) = (y|x). A multiplicative unitary W is said to be
manageable if there exist a strictly positive self-adjoint operator Q acting on H and a unitary
operator W̃ acting on H⊗H such that

(1) W ∗(Q⊗Q)W = Q⊗Q,
(2) (x1 ⊗ x2|W (y1 ⊗ y2)) = (Jy1 ⊗Qx2|W̃ (Jx1 ⊗Q−1y2)) for all x1, y1 ∈ H, x2 ∈ D(Q) and

y2 ∈ D(Q−1).
Clearly the definition and the operator Q are independent of the choice of J .

Proposition 3.7. The Kac-Takesaki operator W is manageable.

Proof. Let J be the involutive antiunitary introduced in the paragraph preceding Lemma 2.1. We
shall prove that the above two conditions are satisfied by the operator Q introduced in (2.1) and
W̃ = W ∗. We already know that Q is strictly positive and that Q⊗Q commutes with W .

Let x, y ∈ H. By Proposition 2.4, W (x, y) ∈ D(κ) and κ(W (x, y)) = W (y, x)∗. Taking into
account the definition of κ and using the second formula of Proposition 2.2, we see that W (x, y) ∈
D(τi/2) and

τi/2(W (x, y)) = R(W (y, x)∗) = W (Jx, Jy)∗.
Let z, u ∈ H. Then for any t ∈ R we have:

(Q2itz|τt(W (x, y))Q2itu) = (z|Q−2itτt(W (x, y))Q2itu)

= (z|W (x, y)u).

Assume that z ∈ D(Q) and u ∈ D(Q−1). Making the holomorphic continuation up to the point
t = i/2, we obtain

(Qz|W (Jx, Jy)∗Q−1u) = (z|W (x, y)u).
Therefore

(3.14)
(x⊗ z|W (y ⊗ u)) = (z|W (x, y)u) = (Q−1u|W (Jx, Jy)Qz)

= (Jx⊗Q−1u|W (Jy ⊗Qz)) = (Jy ⊗Qz|W ∗(Jx⊗Q−1u)).

�

Let us recall the properties of manageable multiplicative unitaries obtained in [1, 34].

Theorem 3.8. Let H be a Hilbert space and W be a manageable multiplicative unitary on H⊗H.
We set:

(3.15) A =
{

(ϕ⊗ id)(W ) : ϕ ∈ L(H)∗
}norm closure

,

(3.16) Â =
{

(id⊗ ϕ)(W ∗) : ϕ ∈ L(H)∗
}norm closure

.

Then
(1) A and Â are C∗-algebras acting non degenerately on H.
(2) The operator W is an element of the multiplier algebra M(Â⊗A).
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(3) There exists a unique δ ∈ Mor(A,A⊗A) such that (id⊗δ)(W ) = W12W13. The pair (A, δ)
is a proper C∗-bialgebra with the cancellation property. The comultiplication is given by
the formula

(3.17) δ(a) = W (a⊗ 1)W ∗

for all a ∈ A.
(4) There exists a unique closed linear mapping κ : A → A (A is treated as a Banach space)

for which the set {(ϕ⊗ id)(W ) : ϕ ∈ L(H)∗} is a core and

(3.18) κ((ϕ⊗ id)(W )) = (ϕ⊗ id)(W ∗)

for any ϕ ∈ L(H)∗. Furthermore the set D(κ) is a subalgebra of A and the mapping κ :
D(κ) → A is antimultiplicative. Moreover, κ(D(κ)) = {a : a∗ ∈ D(κ)} and κ(κ(a)∗)∗ = a
for a ∈ D(κ).

(5) The operator κ admits the following polar decomposition :

κ = Roτi/2,

where τi/2 is the analytic generator of a one parameter group {τt}t∈R of automorphisms of
the C∗-algebra A and R is an involutive antiautomorphism of A commuting with τt for all
t ∈ R. In particular, D(κ) = D(τi/2). In this case R and {τt}t∈R are uniquely determined.

(6) We have
δoτt = (τt ⊗ τt)oδ for t ∈ R; δoR = σo(R⊗R)oδ.

(7) R is normal, i.e. continuous with respect to the σ-weak topology on A.
(8) Let W̃ and Q be the operators in the definition of manageability for W . Then they satisfy

τt(a) = Q2itaQ−2it for t ∈ R and W>⊗R = W̃ ∗, where b> = Jb∗J .

We shall apply this theorem to the Kac-Takesaki operator W introduced in Theorem 3.5. We
know that the set {ωx,y : x, y ∈ H} is linearly dense in L(H)∗. Inserting in (3.15) ϕ = ωx,y and
using (3.5) we obtain

(3.19) A =
{
W (x, y) : x, y ∈ H

}closed linear envelope

.

Now Proposition 1.12 shows that the algebra (3.15) coincides with the original algebra A that we
started with. Comparing (3.17) with (3.7), we see that new δ coincides with the original one.

Inserting in (3.18) ϕ = ωx,y for x, y ∈ H, we obtain

κ(W (x, y)) = κ((ωx,y ⊗ id)(W )) = (ωx,y ⊗ id)(W ∗)

= (ωy,x ⊗ id)(W )∗ = W (y, x)∗.

Comparing now Statement 4 of Theorem 1.13 and Corollary 2.4 with Assertion 4 of the above
theorem, we see that new κ coincides with the old one (they have the same core on which they
act in the same way). By the uniqueness of the polar decomposition, we see that the new R and
τ coincide with the old ones.

Now we are ready to construct the dual weighted Hopf C∗-algebra (Â, δ̂) associated with our
weighted Hopf C∗-algebra (A, δ). Let Σ ∈ L(H ⊗ H) be the flip map : Σ(x ⊗ y) = y ⊗ x for all
x, y ∈ H. According to the general theory [1, 34], the operator

(3.20) Ŵ = ΣW ∗Σ

is a manageable multiplicative unitary. We shall apply Theorem 3.8 to Ŵ . Clearly, replacing W
by Ŵ , we interchange the roles of A and Â. The comultiplication δ̂ ∈ Mor(Â, Â⊗ Â) related to Ŵ
satisfies the relation (id⊗ δ̂)Ŵ = Ŵ12Ŵ13 and is given by the formula δ̂(b) = Ŵ (b⊗ 1)Ŵ ∗ where
b runs over Â. Using (3.20), we obtain

(3.21) (δ̂ ⊗ id)W ∗ = W ∗
13W

∗
23

and
δ̂(b) = ΣW ∗(1⊗ b)WΣ.

By Theorem 3.8, (Â, δ̂) is a proper C∗-bialgebra with the cancellation property. It will be proved
in Section 7 that (Â, δ̂) is a weighted Hopf C∗-algebra. We say that (Â, δ̂) is the dual of (A, δ).
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Assertion 4 of Theorem 3.8 provide us with the closed linear mapping κ̂ acting on Â such that
the set {(id⊗ ϕ)(W ∗) : ϕ ∈ L(H)∗} is core for κ̂ and

κ̂((id⊗ ϕ)(W ∗)) = (id⊗ ϕ)(W ).

Clearly, κ̂ is the antipode related to (Â, δ̂). By Assertion 5,

κ̂ = R̂oτ̂i/2,

where {τ̂t}t∈R is a one parameter group of automorphisms of Â and R̂ is an involutive antiauto-
morphism of Â which commutes with τ̂t for t ∈ R. Clearly, {τ̂t}t∈R and R̂ are the scaling group
and the unitary antipode related to (Â, δ̂).

According to Statement 3 of Proposition 1.4 of [34], Ŵ is manageable. Inspecting the proof of

this statement, we see that the operators Q̂ and ˜̂W entering the definition of the manageability
are given by the formulae

Q̂ = Q,
˜̂
W = (ΣW̃ ∗Σ)>⊗>.

We know (cf. the proof of Proposition 3.7) that W̃ = W ∗. Therefore˜̂
W = (ΣWΣ)>⊗> = (J ⊗ J)ΣW ∗Σ(J ⊗ J).

Using now Assertion 8 of Theorem 3.8, we obtain

(3.22) τ̂t(b) = Q2itbQ−2it

for any t ∈ R and b ∈ Â and
Ŵ>⊗ bR = (J ⊗ J)ΣWΣ(J ⊗ J).

Applying the flip and *-conjugation to both sides, we obtain

W
bR⊗> = (J ⊗ J)W ∗(J ⊗ J) = W>⊗>.

Therefore

(3.23) W
bRo>⊗id = W.

Let (A, δ) be a C∗-bialgebra. In concrete cases one of the difficult task is to show that a given
weight h on A is right invariant and that the strong right invariance holds. To this end we shall
use the following

Theorem 3.9. Let (A, δ) be a proper C∗-bialgebra with the cancellation property, κ be a closed
operator acting on the Banach space A admitting the polar decomposition

κ = Roτi/2,

where τi/2 is the analytic generator of a one parameter group {τt}t∈R of automorphisms of the
C∗-algebra A and R is an involutive antiautomorphism of A commuting with τt for all t ∈ R and
let h be a strictly faithful locally finite lower semicontinuous weight on A such that hoτt = λth for
some fixed λ > 0 and for all t ∈ R. We shall use the GNS triple (H, π, η) related to h and identify
A with π(A) ⊂ L(H).

Assume that a unitary element W ∈M(K(H)⊗A) satisfies the following two conditions:

1. For any a ∈ D(η) and any ϕ ∈ A∗ we have:

(3.24)
ϕ ∗ a ∈ D(η) and

η(ϕ ∗ a) = (id⊗ ϕ)Wη(a),

}
2. For any ϕ ∈ A∗ such that ϕoκ ∈ A∗ we have:

(3.25) (id⊗ ϕoκ)W = (id⊗ ϕ)(W ∗).

Then (A, δ) is a weighted Hopf C∗-algebra and h,R, τ and W coincide with the right Haar weight,
the unitary antipode, the scaling group and the Kac-Takesaki operator related to (A, δ).

Proof. We have to show that h is right invariant and that the strong right invariance holds. We
shall follow the proof of Assertion 1 of Proposition 3.6. Let

η(b) =
∑
n∈N

bΩn
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be an exact vector presentation of the GNS map η. Then

h(b) =
∑
n∈N

(Ωn bΩn)

for any b ∈ A+. Take x, y, z ∈ H and a ∈ D(η). Then, by (3.24), we have

(3.26)

(x⊗ z W η(a)⊗ y) = (x (id⊗ ωz,y)W η(a)) = (x η((id⊗ ωz,y)δ(a)))

=
∑
n∈N

(x (id⊗ ωz,y)δ(a) Ωn) =
∑
n∈N

(x⊗ z δ(a) Ωn ⊗ y).

Therefore

(3.27) W (η(a)⊗ y) =
∑
n∈N

δ(a)(Ωn ⊗ y).

Computing the norm of the both sides, we obtain:

ωy,y(1)h(a∗a) = ‖y‖2h(a∗a) =
∑
n∈N

‖δ(a)(Ωn ⊗ y)‖2 =
∑
n∈N

(Ωn ⊗ y δ(a∗a) Ωn ⊗ y)

=
∑
n∈N

(Ωn ωy,y ∗ (a∗a) Ωn) = h(ωy,y ∗ (a∗a)).

In this way we proved that ψ(1)h(a∗a) = h(ψ ∗ (a∗a)) for all ψ of the form ωy,y (y ∈ H) i.e. for all
ψ ∈ A∗+. We have to show that this formula holds for all ψ ∈ A∗+.

Let pn be the projection onto the closure of AΩn. Then pn ∈ A′ and
∑
n∈N pn = 1. Replacing

in (3.26), x by pnx, we obtain:

(x⊗ z (pn ⊗ 1)W η(a)⊗ y) = (x⊗ z δ(a) Ωn ⊗ y) .

Therefore
(ωx,η(a) ⊗ id) [(pn ⊗ 1)W ] = (ωx,Ωn ⊗ id)δ(a) ∈ A.

Let π′ be a representation of A acting on a Hilbert space H′. Then

(ωx,η(a) ⊗ π′) [(pn ⊗ 1)W ] = (ωx,Ωn
⊗ π′)δ(a)

and for any z′, y′ ∈ H′ we have

(x⊗ z′ (pn ⊗ 1)(id⊗ π′)W η(a)⊗ y′) = (x⊗ z′ (id⊗ π′)δ(a) Ωn ⊗ y′) .

This way we showed that

(pn ⊗ 1)(id⊗ π′)W (η(a)⊗ y′) = (id⊗ π′)δ(a)(Ωn ⊗ y′)

and summing over n we obtain

(id⊗ π′)W (η(a)⊗ y′) =
∑
n

(id⊗ π′)δ(a)(Ωn ⊗ y′)

with the norm convergent sum on the right hand side. This relation holds for any a ∈ D(η).
Computing the square of the norm of both sides, we obtain:

(3.28) (η(a) η(a)) (y′ y′) =
∑
n

(Ωn ⊗ y′ (id⊗ π′)δ(a∗a) Ωn ⊗ y′) .

For any b ∈ A we set:

(3.29) ψ(b) = (y′ π′(b)y′) .

Then formula (3.28) takes the form

h(a∗a)ψ(1) =
∑
n

(Ωn (id⊗ ψ)δ(a∗a) Ωn) = h(ψ ∗ (a∗a)).

To end the proof of the right invariance we notice that any positive functional ψ on A is of the
form (3.29) by the GNS construction.

We pass to the strong right invariance. It follows immediately from Theorem 1.13 (Equivalence
of Statements 1 and 2). Therefore (A, δ) is a weighted Hopf C∗-algebra. Formula (3.27) is identical
with (3.11). It shows that W is the Kac-Takesaki operator related to (A, δ). �

The reader should notice that Assumption (3.24) was used only with ϕ of the form ωz,y where
z, y ∈ H. On the other hand the set of pairs (ϕ, a) ∈ A∗ × D(η) satisfying (3.24) is closed with
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respect to the norm topology on A∗ and the graph topology on D(η). This observation leads to
the following

Remark 3.10. It is sufficient to verify condition (3.24) for all ϕ in a norm dense subset of A∗ and
for all a in a core of η.

Taking into account the equivalence of Statements 2 and 3 of Theorem 1.13 , we obtain

Remark 3.11. It is sufficient to verify condition (3.25) for all ϕ from a weakly∗ dense τ -invariant
subset of A∗.

4. Modular Structure for Haar Weight

In what follows W always denotes the Kac-Takesaki operator for (A, δ), and A∗ denotes the set
of all σ-weakly continuous functionals on A. In this section, we investigate the Connes’ Radon-
Nikodym cocycle of the left invariant Haar weight hL := hoR with respect to the right invariant
Haar weight h. For this purpose, we have to work on the von Neumann algebra M = A′′ which
is the weak closure of the C∗-algebra A acting on the GNS Hilbert space H. By (2.2) and (3.7),
the scaling automorphisms τt and the comultiplication δ are weakly continuous with respect to the
weak operator topology, so they admit weakly continuous extensions to M . Clearly

δ(a) = W (a⊗ 1)W ∗, τt(a) = Q2itaQ−2it

for any element a ∈M . By Theorem 3.8 the unitary antipode R is normal (i.e. weakly continuous),
so it admits a weakly continuous extension to an involutive antiautomorphism acting on M . If
necessary, we shall use the notations δM , RM and τM for them. The involutivity of the unitary
antipode and the commutativity of the unitary antipode and the scaling group follow immediately.

The scaling group τM =
{
τMt
}
t∈R is no longer (pointwise) norm continuous so the theory

presented in Appendix F can not be applied. Nevertheless one may speak about the analytic
generator of this group in the weak sense: an element a ∈ M belongs to the domain of τMi/2 and
b = τMi/2(a) if and only if for any x, y ∈ H there exists a continuous function Fx,y defined on the strip
{z ∈ C : 0 ≤ =z ≤ 1/2} holomorphic on the interior of this strip, such that Fx,y(t) =

(
x τMt (a)y

)
for all t ∈ R and Fx,y(i/2) = (x by). The antipode κM on M is defined by

κM = τMi/2oRM .

In a sense τMi/2 is a closure of τi/2. If a ∈ D(τMi/2) and b = τMi/2(a) then there exists a net {aε}ε>0 of
elements of D(τi/2) converging to a such that τi/2(aε) → b when ε → 0 (both convergence in the
sense of σ-weak topology). Indeed aε = 1√

πε

∫
e−t

2/ετt(a) dt does the job. In the same sense κM

is the closure of κ.

Let η be the GNS-map associated with the right invariant weight h on the C∗-algebra A. By
the theory presented in Appendix B the double commutant η′′ is an extension of η and D(η) is a
core for η′′. It is a GNS-map defined on the von Neumann algebra M .

Using (2.1) one can easily show that D(η′′) is τM - invariant and

(4.1) Q2itη′′(a) = λ−t/2η′′(τMt (a))

for all a ∈ D(η′′).

Proposition 4.1. Let a ∈ D(η′′) ∩ D(τMi/2) and η′′(a) ∈ D(Q−1). Then τMi/2(a) ∈ D(η′′) and

(4.2) η′′
(
τMi/2(a)

)
= λi/4Q−1η′′(a).

Proof. Let b ∈ D(η′) and x ∈ H. Applying b to the both sides of (4.1) and using (B.3), we obtain:

bQ2itη′′(a) = λ−t/2τMt (a)η′(b)

and (
x bQ2itη′′(a)

)
= λ−t/2

(
x τMt (a)η′(b)

)
for any t ∈ R. Remembering that a ∈ D(τMi/2) and η′′(a) ∈ D(Q−1), we see that both sides of
the above formula admit continuations to continuous functions on the strip {t ∈ C : 0 ≤ =t ≤ 1/2}
holomorphic on the interior of this strip. Inserting t = i/2 we obtain(

x bQ−1η′′(a)
)

= λ−i/4
(
x τMi/2(a)η

′(b)
)
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and bQ−1η′′(a) = λ−i/4τMi/2(a)η
′(b). Therefore (cf. (B.3)) τMi/2(a) ∈ D(η′′) and (4.2) follows. �

Let τ ′t(b) = Q2itbQ−2it for b ∈ A′. Since the scaling group {τt}t∈R on A is implemented by{
Q2it

}
t∈R, {τ ′t}t∈R is a one parameter group of automorphisms of A′. Let b ∈ D(η′). Then for any

a ∈ D(η) we have

τ ′t(b)η(a) = λt/2Q2itbη(τ−t(a)) = λt/2Q2itτ−t(a)η′(b) = λt/2aQ2itη′(b).

Hence τ ′t(b) ∈ D(η′) and

(4.3) η′(τ ′t(b)) = λt/2Q2itη′(b).

Proposition 4.2. The set
{
c ∈ D(η′) : η′(c) ∈ D(Q−1) ∩ D(Q)

}
is a core for η′.

Proof. For c ∈ A′ we put

Rε(c) =
1√
πε

∫
R
e−t

2/ετ ′t(c)dt.

Let c ∈ D(η′). The mapping t 7→ τ ′t(c) is strongly continuous and the mapping t 7→ η′(τ ′t(c)) =
λt/2Q2itη′(c) is norm continuous. Since η′ is closed, we find that Rε(c) ∈ D(η′) and

η′(Rε(c)) =
1√
πε

∫
R
e−t

2/εη′(τ ′t(c))dt

=
1√
πε

∫
R
λt/2e−t

2/εQ2itdt η′(c) = e−ε(logQ−i log λ/4)
2
η′(c).

Using this formula one can easily verify that η′ (Rε(c)) ∈ D(Q−1) ∩ D(Q). Clearly η′(Rε(c))
converges in norm to η′(c) as ε tends to 0. One can also easily verify that Rε(c) converges strongly
to c. Therefore the set

{
c ∈ D(η′) : η′(c) ∈ D(Q−1) ∩ D(Q)

}
is a core for η′. �

One can easily verify that the right hand sides of (1.1) make sense for a ∈M and ϕ,ψ ∈ A∗. In
other words the convolution products ϕ ∗ a and a ∗ψ (with ϕ,ψ ∈ A∗) defined originally for a ∈ A
admit strongly continuous extension to a ∈M .

Using (1.6) and remembering that D(η) is a core for η′′, we see that ϕ ∗ a ∈ D(η′′) and

(4.4) Wϕη
′′(a) = η′′(ϕ ∗ a).

for any a ∈ D(η′′) and ϕ ∈ A∗.

In what follows, we denote by the same letter h the natural extension of the right Haar weight
to M . By definition h is the semifinite normal weight on M related to the GNS map η′′ via formula
(C.8). By the strict faithfulness of the Haar weight, h is faithful. Remembering that R is normal
we conclude that hL := hoR is also a faithful semifinite normal weight on M . This is the left Haar
weight. Let {σt}t∈R and

{
σLt
}
t∈R be the modular automorphism groups of M associated with h

and hL.

Lemma 4.3. The following four formulae hold on the von Neumann algebra M .

(1) RoσtoR = σL−t for t ∈ R.
(2) δoσt = (σt ⊗ τt)oδ for t ∈ R.
(3) δoσLs = (τ−s ⊗ σLs )oδ for s ∈ R.
(4) σtoσLs = σLs oσt for t, s ∈ R.

Proof.
Ad 1. Follows immediately from Proposition D.8.
Ad 2. Using (3.10) we compute:

δ(σt(a)) = AdW oAd∆it⊗Q2it(a⊗ 1)

= Ad∆it⊗Q2itoAdW (a⊗ 1)

= (σt ⊗ τt)oδ(a).

Ad 3. We know (cf. (2.3)) that Q and ∆ strongly commute. Therefore scaling automorphisms
τt commute with modular automorphisms σs. Furthermore τt commute with R. Using Assertion
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1 we see that τt commute with σLs . The rest is a matter of computation. Denoting by σ the flip
automorphism acting on A⊗A and using twice the first formula of Proposition 2.6, we obtain

δoσLt = δoRoσ−toR

= σo(R⊗R)oδoσ−toR

= σo((Roσ−t)⊗ (Roτ−t))oδoR

= σo((Roσ−toR)⊗ (Roτ−toR))oσoδ

= (τ−t ⊗ σLt )oδ.

Ad 4. We already know that the scaling automorphisms commute with the modular automor-
phisms. Therefore (τ−t ⊗ σLt )o(σs ⊗ τs) = (σs ⊗ τs)o(τ−t ⊗ σLt ) and

δoσLt oσs = (τ−t ⊗ σLt )oδoσs = (τ−t ⊗ σLt )o(σs ⊗ τs)oδ

= (σs ⊗ τs)o(τ−t ⊗ σLt )oδ = (σs ⊗ τs)oδoσLt = δoσsoσ
L
t .

Now, using the injectivity of the comultiplication we obtain σLt oσs = σsoσ
L
t . �

Corollary 4.4. If h is a trace then κ coincides with the unitary antipode R.

Proof. Let t ∈ R. If h is a trace then σt = id and by Statement 2, id⊗τt coincides with the identity
on δ(A). It follows that id ⊗ τt coincides with the identity on (A ⊗ 1)δ(A). By the cancellation
property the latter set is linearly dense in A⊗A. Hence τt = id for all t ∈ R. Formula (1.3) shows
now that κ = R. �

We now consider the relative modular operator determined by h and hL = hoR. Let h′ be the
weight on M ′ associated with the commutant η′ of the GNS-mapping η (see Appendices C and B)
and let ∆rel denote the spatial derivative dhL/dh′ in the sense of Connes [3] (see Appendix D).
Then ∆rel is a strictly positive self-adjoint operator with a core

{
η′′(a) : a ∈ D(η′′), hL(aa∗) <∞

}
,

such that

hL(aa∗) =


∥∥∥∆1/2

rel η
′′(a)

∥∥∥2

if η′′(a) ∈ D(∆1/2
rel ),

+∞ otherwise

for any a ∈ D(η′′). It is known that the modular automorphism group σL is implemented by ∆rel:

σLt (a) = ∆it
rela∆

−it
rel

for any a ∈M and t ∈ R. Moreover the Connes’ Radon-Nikodym cocycle (DhL : Dh)t is expressed
by the formula

(4.5) (DhL : Dh)t = ∆it
rel∆

−it ∈M.

Proposition 4.5. There exist a strictly positive self-adjoint operator γ affiliated with the center
of the von Neumann algebra M and a strictly positive self-adjoint operator ρ affiliated with the von
Neumann algebra M such that

(4.6) (DhL : Dh)t = γit
2/2ρit

for all t ∈ R. Operators ρ and γ are uniquely determined by the above formula. They satisfy the
following commutation relations:

(4.7) ∆itρ∆−it = γtρ, ∆itγ∆−it = γ,

(4.8) QitρQ−it = ρ, QitγQ−it = γ.

for all t ∈ R.

Proof. For any t, s ∈ R, we set

(4.9) γ(t, s) := ∆it∆is
rel∆

−it∆−is
rel .

Clearly Adγ(t,s)
∣∣
M

= σtσ
L
s σ−tσ

L
−s. By Assertion 4 of Lemma 4.3, the latter automorphism coin-

cides with the identity on M . Therefore γ(t, s) commutes with all elements of M : γ(t, s) ∈ M ′.
On the other hand one can easily verify that

γ(t, s) = Ad∆it(∆is
rel∆

−is)
(
∆is

rel∆
−is)∗ = σt

(
(DhL : Dh)s

)
(DhL : Dh)∗s.
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Therefore γ(t, s) ∈M . This way we showed that the unitary γ(t, s) belongs to the center of M . It is
known that central elements are invariant under the action of modular automorphisms. Therefore
γ(t, s) commutes with ∆it and ∆is

rel.

Rewriting now (4.9) in the form γ(t, s)∆is
rel = ∆it∆is

rel∆
−it one can easily show that γ(t, s+s′) =

γ(t, s)γ(t, s′) for all t, s, s′ ∈ R. Similarly using the formula ∆−itγ(t, s) = ∆is
rel∆

−it∆−is
rel one can

easily show that γ(t+ t′, s) = γ(t, s)γ(t′, s) for all t, t′, s ∈ R.

By the above results γ(t, s) is of the form

γ(t, s) = γist,

where γ is a strictly positive self-adjoint operator affiliated with the center of M . Clearly γ strongly
commutes with ∆ and ∆rel. Therefore the second formula of (4.7) holds.

Let t, s ∈ R. Then (4.9) shows that ∆−it∆is
rel = γ−its∆is

rel∆
−it. Therefore

γ−it
2/2∆it

rel∆
−itγ−is

2/2∆is
rel∆

−is = γ−it
2/2−its−is2/2∆it+is

rel ∆−it−is

= γ−i(t+s)
2/2∆i(t+s)

rel ∆−i(t+s).

It shows that
{
γ−it

2/2∆it
rel∆

−it
}
t∈R

is a one parameter group of unitaries. By (4.5) these unitaries

belong to M . Therefore there exists a strictly positive self-adjoint operator ρ affiliated with the
von Neumann algebra M such that

ρit = γ−it
2/2∆it

rel∆
−it

for all t ∈ R. Clearly (4.6) is equivalent to the above formula.

Inserting t
n instead of t and taking the n-th power of the both sides we get

ρit = γit
2/2n

(
∆it/n

rel ∆−it/n
)n

.

Letting n→∞ we obtain

(4.10) ρit = s-lim
n→∞

(
∆it/n

rel ∆−it/n
)n

.

This formula shows the uniqueness of ρ (and γ).

To prove (4.8) we notice that τt scales h and hL by the same factor λt (this is because τt
and R commute). Therefore the Connes’ Radon-Nikodym cocycle (4.5) is τt invariant. Using the
uniqueness of ρ and γ we obtain: τt(ρ) = ρ, τt(γ) = γ and (4.8) follows.

By (4.6), ∆it
rel = γit

2/2ρit∆it. Therefore for any t, s ∈ R we have:

γi(t+s)
2/2ρi(t+s)∆i(t+s) = γit

2/2ρit∆itγis
2/2ρis∆is.

By simple computation this formula reduces to

(4.11) γitsρis∆it = ∆itρis.

Therefore (γtρ)is = ∆itρis∆−it and the first formula of (4.7) follows. �

Formulae (4.7) and (4.8) show that

(4.12) σt(ρ) = γtρ, σt(γ) = γ,

(4.13) τt(ρ) = ρ, τt(γ) = γ.

for all t ∈ R.

Proposition 4.6. The operators ρ and γ satisfy R(ρit) = ρ−it and R(γit) = γit for t ∈ R. In
other words R(ρ) = ρ−1 and R(γ) = γ.

Proof. Inserting h1 = hL in Assertion 2 of Proposition D.8 we obtain

(DhL : Dh)t = R
(
(DhL : Dh)−t

)
= R

(
γit

2/2ρ−it
)

= R(γ)it
2/2R(ρ)−it.

Using the uniqueness of ρ and γ we get: R(ρ) = ρ−1 and R(γ) = γ. �

Formula (4.11) shows that one parameter groups
{
ρit
}
t∈R,

{
∆it
}
t∈R and

{
γit
}
t∈R generate a

unitary representation of the Heisenberg group. Using the formula ∆it
rel = γit

2/2ρit∆it we see that
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∆it

rel

}
t∈R is an another one parameter group appearing in this representation. Its infinitesimal

generator log ∆rel = log ∆ + log ρ. Then (4.10) is the Trotter product formula corresponding to
the relation log ρ = log ∆rel − log ∆. (cf. [25]).

Inserting s = t in (4.11) we obtain γit
2
ρit∆it = ∆itρit. Combining (4.6) with (4.5) we get

(4.14) ∆it
rel = γit

2/2ρit∆it = γ−it
2/2∆itρit

for t ∈ R. Now we put t := −i/2 to obtain

(4.15) ∆1/2
rel = γ−i/8ρ1/2o∆1/2 = γi/8∆1/2oρ1/2 .

In particular D(ρ1/2o∆1/2) ⊂ D(∆1/2
rel ). In these formulae X denotes the closure of an oper-

ator X and XoY denotes the composition of operators X and Y . By definition D(XoY ) =
{x ∈ D(Y ) : Y x ∈ D(X)}.

The following result plays an important role in the paper.

Proposition 4.7.
1. If a ∈M and δ(a) = 1⊗ a then a ∈ C1.
2. If a ∈M and δ(a) = a⊗ 1 then a ∈ C1.
3. M ∩ Â′ = C1.

Proof.
Ad 1. By Proposition 2.6, δ commutes with the scaling group. Therefore the set

{a ∈M : δ(a) = 1⊗ a}

is τ invariant and we may assume that a is an entire analytical element for τ . Using Statement 2 of
Lemma 4.3 we have: δ(σt(a)) = (σt⊗ τt)(1⊗ a) = 1⊗ τt(a). It shows that a is an entire analytical
element for the modular automorphism group. Hence (see Theorem D.7), for any b ∈ D(η) we
have ba ∈ D(η′′). Therefore for any x ∈ H we have

W (η′′(ba)⊗ x) =
∞∑
n=1

δ(ba)(Ωn ⊗ x) =
∞∑
n=1

δ(b)(Ωn ⊗ ax)

= W (η(b)⊗ ax).

Hence η′′(ba)⊗ x = η(b)⊗ ax and for any c ∈ D(η′) we have:

baη′(c)⊗ x = cη′′(ba)⊗ x = cη(b)⊗ ax = bη′(c)⊗ ax.

It shows that a⊗ 1 = 1⊗ a and a must be a scalar multiples of the identity.

Ad 2. Using the first Statement of Proposition 2.6 we have:

δ(RM (a)) = σo(RM ⊗RM )δ(a) = σo(RM ⊗RM )(a⊗ 1) = 1⊗RM (a).

Therefore, by Statement 1, RM (a) ∈ C1 and finally a ∈ C1.

Ad 3. We know that W ∈M(Â⊗A). Formula (3.7) shows that δ(a) = a⊗1 for any a ∈M ∩ Â′
and Statement 3 follows immediately from Statement 2. �

Let LS (‘LS’ stays for left shifts) be the set of all automorphisms α of the von Neumann algebra
M such that

(4.16) δoα = (α⊗ id)oδ.

We shall use the u-topology (cf. [23, Section 2.23]) on the set of automorphisms of M . By definition
a net αn is u-convergent to α∞ if for any ϕ ∈ M∗, the net of functionals ϕoαn converges in norm
to ϕoα∞. One can easily verify that LS endowed with the u-topology is a topological group. In
particular α−1

n → α−1
∞ if αn → α∞.

Let t ∈ R. Combining Statement 2 of Proposition 2.6 with Statement 2 of Lemma 4.3, one can
easily verify that δoσtoτ−t = (σtoτ−t ⊗ id)oδ. It shows that

(4.17) σtoτ−t ∈ LS

It is easy to see that the mapping R 3 t 7→ σtoτ−t is u-continuous.
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Proposition 4.8. Let a ∈ A. Then α(a) ∈ A for any α ∈ LS. Moreover the mapping

LS 3 α 7−→ α(a) ∈ A
is norm continuous (we use u-topology on LS).

Proof. It is sufficient to prove this statement for a running over a linearly dense subset of A. Let
α ∈ LS. Using (3.8) and (4.16), one can easily verify that

(4.18) (id⊗ δ)
(
(id⊗ α)(W )W ∗) =

(
(id⊗ α)(W )W ∗)⊗ 1.

Indeed
(id⊗ δ)

(
(id⊗ α)(W )W ∗) = (id⊗ δoα)W (id⊗ δ)W ∗ = (id⊗ α⊗ id)(id⊗ δ)W (id⊗ δ)W ∗

=
(
(id⊗ α⊗ id)W12W13

)(
W12W13

)∗
=
(
(id⊗ α)(W )W ∗)

12

and (4.18) follows. Using now Statement 2 of Proposition 4.7 we conclude that (id⊗ α)(W )W ∗ is
of the form v ⊗ 1, where v ∈ L(H). Hence

(id⊗ α)(W ) = (v ⊗ 1)W.

Clearly v is unitary. Passing from H⊗H to H⊗H⊗H we obtain:

(id⊗ α⊗ id)(W12) = (v ⊗ 1⊗ 1)W12,

(id⊗ id⊗ α)(W13) = (v ⊗ 1⊗ 1)W13.

Eliminating (v ⊗ 1⊗ 1) we get:

(id⊗ α⊗ α) (W ∗
12W13) = W ∗

12W13

and finally

(4.19) (id⊗ id⊗ α) (W ∗
12W13) = (id⊗ α−1 ⊗ id) (W ∗

12W13) .

Let x, y ∈ H and µ ∈M∗. Applying ωx,y ⊗ µ∗ ⊗ id to the both sides of (4.19) we obtain:

α
(
W (Wµx, y)

)
= W

(
Wµoα−1x, y

)
.

The reader should notice that the right hand side of the above formula belongs to A and depends
continuously on α. This way our statement is proved for all a of the form a = W (Wµx, y). To
end the proof we recall that Â act on H in a nondegenerate way. Therefore the set of vectors
{Wµx : µ ∈ L(H)∗, x ∈ H} is dense in H. Proposition 1.12 shows now that the set

{W (Wµx, y) : µ ∈ L(H)∗;x, y ∈ H}
is linearly dense in A. �

We shall use Proposition 4.8 with α replaced by (4.17). It shows that σtoτ−t acts within A and
that for any a ∈ A, σtoτ−t(a) depends on t ∈ R in a norm continuous way. Combining this result
with the known properties of the scaling group, we obtain

Proposition 4.9. The modular automorphism group {σt}t∈R of M associated with the Haar weight
h may be restricted to A. It defines the pointwise norm continuous one parameter group of auto-
morphisms of A.

In this way we have shown Assertion 3 of Theorem 1.9. Restricting the second formula of Lemma
4.3 to A, we obtain Assertion 4 of Theorem 1.9.

The end of this Section is devoted to the proof of the uniqueness of the antipode and the Haar
weight.

Theorem 4.10. Let (A, δ) be a weighted Hopf C∗-algebra with the Haar weight h and antipode
κ. Assume that we have another antipode κ1 with corresponding Haar weight h1 satisfying all the
requirements of Definition 1.5. Then κ1 = κ and h1 = µh for some positive scalar µ.

Proof. Let (H1, π1, η1) be the GNS triple related to h1. Then we have another Kac-Takesaki
operator W1 ∈ L(H1 ⊗ H1) that gives rise to (A, δ). By a Theorem in [35] we may assume that
H1 = H and π1 = π. Combining the formula (id⊗ δ)(W1) = (W1)12(W1)13 with (3.7) we obtain:
W23(W1)12W ∗

23 = (W1)12(W1)13. It means that W1 is adapted to W in the sense of [34, Defini-
tion 1.3]. Statement 4 of Theorem 1.6 of the same reference shows now that κ1 ⊂ κ. Interchanging
the roles of W and W1 we obtain the converse inclusion. Therefore

(4.20) κ1 = κ.



A C∗-ALGEBRAIC FRAMEWORK FOR QUANTUM GROUPS 27

We shall use the relative conjugate linear Tomita-Takesaki operators S̃ = F̃ ∗. By definition the
set {η(a) : a ∈ D(η) ∩ D(η1)∗} is a core for S̃ and

(4.21) S̃η(a) = η1(a∗)

for any a ∈ D(η) ∩ D(η1)∗. For any a ∈ D(η) ∩ D(η1)∗ and ϕ ∈ A∗ we have ϕ∗ ∗ a ∈ D(η) and
ϕ ∗ a∗ ∈ D(η1). Therefore for any z ∈ D(F̃ ) we have

ϕ(W1(z, η1(a∗))) = (z|(W1)ϕη1(a∗)) = (z|η1(ϕ ∗ a∗))

= (z|S̃η(ϕ∗ ∗ a)) = (F̃ z|Wϕ∗η(a))

= ϕ∗(W (F̃ z, η(a))) = ϕ(W (F̃ z, η(a))∗).

Hence we have W1(z, η1(a∗)) = W (F̃ z, η(a))∗. Remembering that {η(a) : a ∈ D(η) ∩ D(η1)∗} is a
core for S̃, we conclude that W1(z, S̃x) = W (F̃ z, x)∗ for any x ∈ D(S̃). Setting y = F̃ z we get

(4.22) W1(F̃−1y, S̃x) = W (y, x)∗.

This formula holds for any x ∈ D(S̃) and y ∈ D(F̃−1).

Let S̃ = J̃∆̃1/2 be the polar decomposition of S̃. Then F̃ = ∆̃1/2J̃−1. For any x ∈ D(∆̃) and
y ∈ D(∆̃−1), we have S̃x ∈ D(F̃ ) and F̃−1y ∈ D(S̃−1). Using (4.22) and (4.20) and Proposition
2.4 we get

κ2(W (x, y)) = κ(W (y, x)∗) = κ(W1(F̃−1y, S̃x)) = κ1(W1(F̃−1y, S̃x))

= W1(S̃x, F̃−1y)∗ = W (F̃ S̃x, S̃−1F̃−1y) = W (∆̃x, ∆̃−1y).

Remembering that κ2 = τi and using Theorem F.3 , we obtain

τt(W (x, y)) = W (∆̃itx, ∆̃ity).

for all t ∈ R. On the other hand, τt(W (x, y)) = W (∆itx,∆ity) by Proposition 2.2. Therefore
W (∆̃itx, ∆̃ity) = W (∆itx,∆ity) and ∆̃−it∆it commutes with Wϕ for all ϕ ∈ A∗. Hence it belongs
to the commutant of Â. On the other hand the Radon-Nikodym cocycle (Dh1 : Dh)−t = ∆̃−it∆it ∈
M . Therefore by Proposition 4.7, it must be a scalar multiple of the identity and there exists a
positive scalar µ such that ∆̃it = µit∆it for all t ∈ R. Hence ∆̃ = µ∆. In particular D(S̃) =
D(∆̃1/2) = D(∆1/2).

The reader should notice that D(η)∗ is a right ideal and D(η1) is a left ideal in A. Therefore
D(η)∗D(η1) ⊂ D(η)∗∩D(η1). Using the norm density of D(η)∗ one can easily show that D(η)∗D(η1)
is a core for η1. So is D(η)∗ ∩ D(η1). Let a ∈ D(η)∗ ∩ D(η1). Then (cf. (4.21)) η(a∗) ∈ D(S̃) =
D(∆1/2) and using Theorem D.5 we see that a ∈ D(η). Moreover

(4.23) η1(a) = J̃∆̃1/2η(a∗) =
√
µ J̃∆1/2η(a∗) =

√
µ J̃Jη(a).

Remembering that D(η)∗ ∩ D(η1) is a core for η1 we see that D(η1) ⊂ D(η) and that the above
formula holds for all a ∈ D(η1). Interchanging the roles of η and η1 we obtain the converse inclusion.
Hence D(η1) = D(η). Formula (4.23) shows now that h1(a∗a) = µh(a∗a) for any a ∈ A. �

5. Modular Structure for the Dual

We now go into the discussion on the density theorem. Combining (2.4) and (4.8), we know
that Jρ−1J and Q are strongly commuting strictly positive self-adjoint operators. Therefore the
operator

(5.1) ∆̂ := Jρ−1JoQ2

is also strictly positive and self-adjoint. This section is devoted to the proof of the following
theorem. It contains the inverse of the square root of (5.1).

Theorem 5.1. Let

(5.2) D0 =
{
b ∈ D(η′′) ∩ D(κM ) : κM (b)∗ ∈ D(η′′)

}
.

Then the set {η′′(b) : b ∈ D0} is a core for ∆̂−1/2 and

(5.3) ‖∆̂−1/2η′′(b)‖ = ‖η′′(κM (b)∗)‖
for any element b ∈ D0.
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We shall use the notation introduced in the previous section.

Lemma 5.2. Let a be an element in D(η′′). If η′′(a) ∈ D(∆1/2
rel ), then R(a) ∈ D(η′′) and

(5.4) ‖η′′(R(a))‖ = ‖∆1/2
rel η

′′(a)‖.

Proof. If a is an element in D(η′′) satisfying η′′(a) ∈ D(∆1/2
rel ), then h(R(a)∗R(a)) = hL(aa∗) =

‖∆1/2
rel η

′′(a)‖2 <∞. Hence we obtain R(a) ∈ D(η′′) and ‖η′′(R(a))‖ = ‖∆1/2
rel η

′′(a)‖. �

Lemma 5.3. Let a be an element in D(η′′) with η′′(a) ∈ D(∆1/2). If η′′(a) ∈ D(Jρ1/2J), then
R(a)∗ ∈ D(η′′) and

(5.5) ‖η′′(R(a)∗)‖ = ‖Jρ1/2Jη′′(a)‖.

Proof. Since η′′(a) ∈ D(∆1/2), we have a∗ ∈ D(η′′) (cf. Theorem D.5) and

η′′(a∗) = J∆1/2η′′(a) = ∆−1/2Jη′′(a);

hence, η′′(a∗) ∈ D(∆1/2) and ∆1/2η′′(a∗) = Jη′′(a). Assume that η′′(a) ∈ D(Jρ1/2J). Then
Jη′′(a) ∈ D(ρ1/2) and η′′(a∗) ∈ D(ρ1/2∆1/2) ⊂ D(∆1/2

rel ). Now we apply Lemma 5.2 with a
replaced by a∗ to obtain R(a)∗ = R(a∗) ∈ D(η′′) and

‖η′′(R(a)∗)‖ = ‖η′′(R(a∗))‖ = ‖∆1/2
rel η

′′(a∗)‖
= ‖ρ1/2∆1/2η′′(a∗)‖ = ‖ρ1/2Jη′′(a)‖ = ‖Jρ1/2Jη′′(a)‖.

�

Next we have an improved version of the above statement, which plays the fundamental role in
the subsequent argument.

Proposition 5.4. Let a be an element in D(η′′). If η′′(a) ∈ D(Jρ1/2J), then R(a)∗ ∈ D(η′′) and

(5.6) ‖η′′(R(a)∗)‖ = ‖Jρ1/2Jη′′(a)‖.

Proof. For any b ∈ D(η′′), b∗a ∈ D(η′′) and η′′(b∗a) ∈ D(∆1/2). Moreover due to the assumption
η′′(a) ∈ D(Jρ1/2J) and the operator inclusion Jρ1/2Jb∗ ⊃ b∗Jρ1/2J , we have η′′(b∗a) = b∗η′′(a) ∈
D(Jρ1/2J). Therefore the element b∗a satisfies the conditions of the previous Lemma and hence
we have R(b)R(a)∗ = R(b∗a)∗ ∈ D(η′′) and ‖η′′(R(b∗a)∗)‖ = ‖Jρ1/2Jb∗η′′(a)‖. Therefore we have

‖η′′(R(b)R(a)∗)‖ = ‖b∗Jρ1/2Jη′′(a)‖ ≤ ‖b‖ ‖Jρ1/2Jη′′(a)‖.

Now we shall use an exact vector presentation (see Definition B.6 and Theorem B.7):

η(a) =
∑
n∈N

aΩn

of the GNS mapping η. Then η′′(R(b∗a)∗) =
∑
n∈N R(b)R(a∗)Ωn, so for any natural k and any

b ∈ D(η′′) with ‖b‖ ≤ 1 we have
k∑

n=1

‖R(b)R(a∗)Ωn‖2 ≤ ‖Jρ1/2Jη′′(a)‖2.

The set {b ∈ A′′ : b ∈ D(η′′), ‖b‖ ≤ 1} is weakly dense in the unit ball of the von Neumann algebra
A′′. It follows that for any natural k,

k∑
n=1

‖R(a∗)Ωn‖2 ≤ ‖Jρ1/2Jη′′(a)‖2.

and the series
∑
n∈N ‖R(a∗)Ωn‖2 is convergent. Remembering that our vector presentation is exact

we see that R(a∗) ∈ D(η′′). Now by taking elements b in the unit ball of D(η′′), we obtain

‖η′′(R(a∗))‖ = sup
‖b‖≤1

‖R(b)η′′(R(a∗))‖

= sup
‖b‖≤1

‖b∗Jρ1/2Jη′′(a)‖ = ‖Jρ1/2Jη′′(a)‖

�
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Let

(5.7) D1 =

{
a ∈ D(η′′) ∩ D(κM ) :

η′′(a) ∈ D(Q−1) ∩ D(Jρ1/2J)
and Q−1η′′(a) ∈ D(Jρ1/2J)

}
.

Proposition 5.5. D1 ⊂ D0 and

(5.8) ‖η′′(κM (a)∗)‖ = ‖Jρ1/2JQ−1η′′(a)‖ for a ∈ D1.

Proof. Suppose that a ∈ D1. We know (cf. Proposition 4.1) that τMi/2(a) ∈ D(η′′) and
η′′(τMi/2(a)) = λi/4Q−1η′′(a). By our assumption, Q−1η′′(a) ∈ D(Jρ1/2J). Applying Proposi-
tion 5.4 to the element τMi/2(a) instead of a, we see that κM (a)∗ = R(τMi/2(a))

∗ ∈ D(η′′). In this
case equality (5.6) converts into (5.8). �

Up to this point, it is not clear whether the sets D0 and D1 are not trivial. To show that they
are large enough, we have to tame unbounded operators that appear in our theory. In order to
tame ρ and γ, for any ε > 0 we introduce two elements in A′′ as follows:

(5.9)
Γε := exp

{
−ε
(
(log ρ)2 + 1

4 (log γ)2
)}
,

Γ′ε := exp
{
−ε
(
(log ρ)2 − i(log ρ)(log γ)

)}
.

Notice that 0 ≤ Γε ≤ 1 and Γ′ε is bounded. Moreover, Γε and Γ′ε converges strongly to 1 as ε tends
to 0.

Lemma 5.6. Let a be an element in D(η′′). Then aΓε ∈ D(η′′) and η′′(aΓε) = JΓ′εJη
′′(a).

Proof. Using (4.7), we can easily check that

σht (Γε) = ∆itΓε∆−it = exp
{
−ε
(

(log γtρ)2 +
1
4
(log γ)2

)}
.

The right hand side admits the holomorphic continuation for t running over all C. It means that
Γε ∈ D(σhi/2) and setting in the above formula t = i/2 we obtain

σi/2(Γε) = exp

{
−ε

((
log ρ+

i

2
log γ

)2

+
1
4
(log γ)2

)}
=
(
Γ′ε
)∗
.

Now our statement follows immediately from Theorem D.7. �

In order to tame the effects coming from the unboundedness of logQ, for any ε > 0 and any
a ∈M we set

(5.10) Rε(a) =
1√
επ

∫
R
τMt (aΓε)λ−t/2e−t

2/εdt.

Remark 5.7. By (4.8), ρ and γ are {τt}t∈R invariant. So is Γε. Therefore Γε ∈ D(τi/2) and
τi/2(Γε) = Γε. Applying R to the both sides, we conclude that Γε ∈ D(κM ) and κM (Γε) = R(Γε) =
Γε. The latter equality follows from Proposition 4.6. Since D(κM ) is a subalgebra and that κM

is antimultiplicative, we see that aΓε ∈ D(κM ) and κM (aΓε)∗ = κM (a)∗Γε for any a ∈ D(κM ).
Using this result together with the closedness of κM , one can easily show that Rε(a) ∈ D(κM ) and

(5.11) Rε(κM (a)∗) = κM (Rε(a))∗

for any a ∈ D(κM ).

Lemma 5.8.
1. For any a ∈M , Rε(a) converges strongly to a when ε −→ 0.

2. Let a ∈ D(η′′) and ε > 0. Then Rε(a) ∈ D1 and

(5.12) η′′(Rε(a)) = exp
{
−ε(logQ)2

}
JΓ′εJη

′′(a).

In particular η′′(Rε(a)) converges in norm to η′′(a) when ε −→ 0.

3. The set D1 is a core for η′′.

Proof. Ad 1. One can easily verify that

δε(t) =
1√
επ
λ−t/2e−t

2/ε
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is a δ-like sequence when ε → 0. More precisely: δε(t) > 0 for all t ∈ R and ε > 0,
∫

R δε(t)dt = 1
and for any neighborhood O of 0 in R,

∫
R\O δε(t)dt −→ 0 when ε→ 0. Therefore for any continuous

bounded function ϕ on R we have

(5.13) lim
ε→0

∫
R
ϕ(t)δε(t)dt = ϕ(0).

Let x ∈ H. Then

‖Rε(a)x− ax‖ =
∥∥∥∥∫

R

(
τMt (a)Γεx− ax

)
δε(t)dt

∥∥∥∥
≤
∫

R

∥∥τMt (a) (Γεx− x)
∥∥ δε(t)dt+

∫
R

∥∥τMt (a)x− ax
∥∥ δε(t)dt

≤ ‖a‖ ‖Γεx− x‖+
∫

R

∥∥τMt (a)x− ax
∥∥ δε(t)dt

The first term on the right hand side converges to 0 as ε goes to 0. Inserting in (5.13), ϕ(t) =∥∥τMt (a)x− ax
∥∥ we see that also the second term converges to 0. It shows that Rε(a)x converges

in norm to ax.

Ad 2. Assume that a ∈ D(η′′). We already know by Lemma 5.6 that aΓε ∈ D(η′′) and
η′′(aΓε) = JΓ′εJη

′′(a). By (4.1), τMt (aΓε) ∈ D(η′′) and η′′(τMt (aΓε)) = λt/2Q2itJΓ′εJη
′′(a).

Therefore
1√
επ

∫
R
η′′(τMt (aΓε))λ−t/2e−t

2/εdt =
1√
επ

∫
R
Q2ite−t

2/εJΓ′εJη
′′(a)dt

= e−ε(logQ)2JΓ′εJη
′′(a).

Remembering that η′′ is closed, we conclude that

(5.14) Rε(a) =
1√
επ

∫
R
τMt (aΓε)λ−t/2e−t

2/εdt ∈ D(η′′)

and η′′(Rε(a)) = e−ε(logQ)2JΓ′εJη
′′(a). Due to the dumping factor e−ε(logQ)2JΓ′εJ , the vector

η′′(Rε(a)) belongs to D(Q−1) and the vectors η′′(Rε(a)) and Q−1η′′(Rε(a)) belong to D(Jρ1/2J).

One can easily verify that Rε(a) is an entire analytic element for the scaling group. Therefore
Rε(a) ∈ D(τMi/2) = D(κM ). It means that Rε(a) ∈ D1.

Ad 3. Follows immediately from the first two assertions. �

Now we recall a fact concerning a core for positive self-adjoint operators

Lemma 5.9. Let H be a strictly positive self-adjoint operator on H. Let K be a bounded operator
such that KH is dense in H, KH ⊂ D(H), HK ∈ L(H) and HKx = KHx for x ∈ D(H). Then,
for any dense linear subset D of H, KD is a core for H.

Proof. It suffices to show that the set (H + 1)KD is dense in H. Suppose that y is orthogonal
to the above set. Then (y|(H + 1)Kx) = 0 holds for any vector x in D. Since HK ∈ L(H) , it
holds for x in H. Therefore (y|K(H + 1)x) = (y|(H + 1)Kx) = 0 holds for any x ∈ D(H). Since
(H + 1)D(H) = H and K has a dense range, it follows that y = 0. �

Now we shall use the operator ∆̂ introduced by (5.1). Clearly, ∆̂−1/2 = Jρ1/2JoQ−1.

Proposition 5.10. The set {η′′(b) : b ∈ D1} is a core for ∆̂−1/2.

Proof. At first we notice that {η′′(b) : b ∈ D1} ⊂ D(∆̂−1/2) by (5.7). We use the previous lemma
with H = ∆̂−1/2 = Jρ1/2JoQ−1, K = JΓ′1Je

−(logQ)2 and D = {η′′(a) : a ∈ D(η′′)}. It is clear
that K is bounded and the range is dense in H. Let x ∈ D(H). There exists a sequence {xn}n∈N
in D(Jρ1/2JoQ−1) such that xn → x and Hxn → Hx in norm. For xn we see that

KHxn = JΓ′1Je
−(logQ)2Jρ1/2JQ−1xn = Jρ1/2Γ′1Je

−(logQ)2Q−1xn

= Jρ1/2Γ′1JQ
−1e−(logQ)2xn = Jρ1/2JQ−1JΓ′1Je

−(logQ)2xn = HKxn.

Since Kxn → Kx and HKxn = KHxn → KHx, the closedness of H implies that Kx ∈ D(H)
and HKx = KHx. Hence KH is contained in the domain of H and the operator HK is bounded
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on H. Thus above lemma tells us that KD is a core for ∆̂−1/2. On the other hand, according to
Lemma 5.8 (with ε = 1), KD is contained in the set {η′′(b) : b ∈ D1} and assertion follows. �

We are now ready to prove the main theorem of this section.

Proof of Theorem 5.1. First we prove that

(5.15) {η′′(b) : b ∈ D0} ⊂ D(∆̂−1/2)

Let b ∈ D0. Then, Lemma 5.8 shows that Rε(b) ∈ D1 for any ε > 0. Inserting a = Rε(b)−Rε′(b)
in (5.8) and using (5.11), we get

(5.16) ‖∆̂−1/2η′′(Rε(b))− ∆̂−1/2η′′(Rε′(b))‖ = ‖η′′(Rε(κM (b))∗)− η′′(Rε′(κM (b))∗)‖,
for any ε, ε′ > 0. According to Assertion 2 of Lemma 5.8, η′′(Rε(b)) and η′′(Rε(κM (b)∗))
converge in norm to η′′(b) and η′′(κM (b)∗) respectively as ε tends to 0. By the Cauchy crite-
rion, ∆̂−1/2η′′(Rε(b)) has a norm limit when ε tends to 0. Since ∆̂−1/2 is closed, we see that
η′′(b) ∈ D(∆̂−1/2) and (5.15) follows.

The rest is easy. Remembering that D1 ⊂ D0 (cf. Proposition 5.5) and using Proposition 5.10,
we see that the set {η′′(b) : b ∈ D0} is a core for ∆̂−1/2. Let b ∈ D0. Replacing a in (5.8) by Rε(b)
and setting ε→ 0, we obtain the norm equality (5.3).

�

Now, we shall consider the conjugate linear operator

(5.17) Ĵ : ∆̂−1/2η′′(b) 7→ η′′(κM (b)∗),

where b runs over D0. By Theorem 5.1, Ĵ is a densely defined isometry. By the same letter we
denote its continuous extension on the whole H. Let

(5.18) F̂ = Ĵ∆̂−1/2.

Then

(5.19) F̂ η′′(b) = η′′(κM (b)∗)

for all b ∈ D0. Moreover the set {η′′(b) : b ∈ D0} is a core for F̂ , because it is a core for ∆̂−1/2. In
other words, F̂ is the closure of the mapping

η′′(b) 7→ η′′(κM (b)∗)

where b runs over D0.
The mapping b 7→ κM (b)∗ is an involution acting on D0. Therefore F̂ is also an involution.

Clearly (5.18) is the polar decomposition of F̂ . Now the relation F̂−1 = F̂ implies that

(5.20) Ĵ2 = 1 and Ĵ∆̂Ĵ = ∆̂−1.

It means that the operator Ĵ is an antiunitary involution.

Theorem 5.11. We have:

(5.21) R(a) = Ĵa∗Ĵ ,

(5.22) (J ⊗ Ĵ)W (J ⊗ Ĵ) = W ∗,

(5.23) JÂJ = Â.

The first formula holds for all a ∈ A.

Proof. Ad (5.21). Let a ∈ D(κ) and b ∈ D0. Using (5.2), one can easily check that ab ∈ D0.
Therefore aη′′(b) = η′′(ab) ∈ D(∆̂−1/2) and replacing b in (5.17) by ab, we get

Ĵ∆̂−1/2aη′′(b) = Ĵ∆̂−1/2η′′(ab) = η′′(κM (ab)∗)
= η′′(κ(a)∗κM (b)∗) = κ(a)∗Ĵ∆̂−1/2η′′(b).

Since {η′′(b) : b ∈ D0} is a core for ∆̂−1/2, we see that

(5.24) Ĵκ(a)∗Ĵ∆̂−1/2 ⊂ ∆̂−1/2a.

On the other hand, using (2.2), one can show that τi/2(a)Q−1 ⊂ Q−1a. For x ∈ D(Jρ1/2JQ−1)
we see that

τi/2(a)Jρ1/2JQ−1x = Jρ1/2Jτi/2(a)Q−1x = Jρ1/2JQ−1ax = ∆̂−1/2ax.
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Hence τi/2(a)∆̂−1/2 ⊂ ∆̂−1/2a. Comparing this inclusion with (5.24), we obtain

Ĵκ(a)∗Ĵ = τi/2(a).

Replacing a by κ−1(a), we get
Ĵa∗Ĵ = R(a)

for all a in the range of κ. To end the proof we notice that the range of κ equal to D(κ)∗ is dense
in A.

Ad (5.22). Remembering that R(W (x, y)) = W (Jy, Jx) (cf. Assertion 2 of Proposition 1.11)
and R(a) = Ĵa∗Ĵ , we compute(

Jx⊗ Ĵz W (Jy ⊗ Ĵu)
)

=
(
Ĵz W (Jx, Jy)Ĵu

)
=
(
Ĵz R(W (y, x))Ĵu

)
=
(
Ĵz ĴW (y, x)∗u

)
= (u W (y, x)z)

= (y ⊗ u W (x⊗ z)) =
(
Jx⊗ Ĵz (J ⊗ Ĵ)W ∗(y ⊗ u)

)
.

Thus we have W (J ⊗ Ĵ) = (J ⊗ Ĵ)W ∗.

Ad (5.23). By (3.16) it follows immediately from (5.22). �

Remark 5.12. By definitions (5.1) and (5.17), we see that Qit commute with ∆̂ and Ĵ for all
t ∈ R. It implies that Q and ∆̂ strongly commute and

(5.25) ĴQĴ = Q−1.

In Section 3 we used the transpose mapping acting on L(H). It was defined in the following
way :

m> = Jm∗J

for any m ∈ L(H). Formula (5.23) shows that this transpose maps Â onto itself. Remembering
that > is an involution, we have W>>⊗id = W . Comparing this formula with (3.23), we see that
R̂ = >. More explicitly

(5.26) R̂(b) = Jb∗J

for all b ∈ Â.

Proposition 5.13. Let ηL be a linear mapping from A to H with the domain D(ηL) = R(D(η)∗) =
{a ∈ A : R(a∗) ∈ D(η)} defined by the formula

(5.27) ηL(a) = Ĵη(R(a∗)).

Then ηL is a closed GNS-mapping and the weight corresponding to ηL coincides with hL = hoR.

Proof. Let a ∈ D(ηL) and b ∈ A. Then R(a∗) ∈ D(η) and R((ba)∗) = R(b∗)R(a∗) ∈ D(η).
Therefore ba ∈ D(ηL) and using (5.21) in the last step, we obtain

ηL(ba) = Ĵη(R(b∗)R(a∗)) = ĴR(b∗)Ĵ Ĵη(R(a∗)) = bηL(a).

It shows that ηL is a GNS-mapping. The closedness of ηL follows from that of η. To show the last
statement we notice that

(hoR)(a∗a) <∞⇔ h(R(a)R(a∗)) <∞⇔ R(a∗) ∈ D(η) ⇔ a ∈ D(ηL).

Moreover, in this case

(hoR)(a∗a) = ‖η(R(a∗))‖2 = ‖Ĵη(R(a∗))‖2 = ‖ηL(a)‖2.
�

Let

(5.28) η(a) =
∑
k

⊕
aΩk,

where a ∈ D(η), be a vector presentation of the GNS map η (see Definition B.4 and Theorem B.7).
Then for any a ∈ D(ηL) we have:

ηL(a) = Ĵη(R(a)∗) = Ĵ
∑
k

⊕
R(a)∗Ωk = Ĵ

∑
k

⊕
ĴaĴΩk =

∑
k

⊕
aĴΩk.
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Clearly

(5.29) ηL(a) =
∑
k

⊕
aĴΩk,

is a vector presentation of the GNS map ηL. If (5.28) is exact, so is (5.29).

Proposition 5.14. For any a ∈ D(η′′) we have

(5.30)
(
a ∈ D(η′′L)

)
⇐⇒

(
η′′(a) ∈ D(Jρ1/2J)

)
.

If this is the case, then

(5.31) η′′L(a) = λ−i/4Jρ1/2Jη′′(a).

Furthermore D(η′′) ∩ D(η′′L) is a core for η′′ and η′′L.

Proof. We know that R is normal. Passing to the weak closures in (5.27), we obtain D(η′′L) =
{a ∈M : R(a)∗ ∈ D(η′′)} and

η′′L(a) = Ĵη′′(R(a)∗).
Using Proposition 5.4, we see that(

η′′(a) ∈ D(Jρ1/2J)
)

=⇒

(
a ∈ D(η′′L) and

‖η′′L(a)‖ = ‖Jρ1/2Jη′′(a)‖.

)
Therefore there exists a linear isometry V such that

(5.32) η′′L(a) = V Jρ1/2Jη′′(a)

for any a ∈ D(η′′) such that η′′(a) ∈ D(Jρ1/2J). We have to show that V = λ−i/41.

Let b ∈ D1 (cf. (5.7)). Then τi/2(b) ∈ D(η′′) and η′′(τi/2(b)) = λi/4Q−1η′′(b) ∈ D(Jρ1/2J).
Replacing a in (5.32) by τi/2(b) and using (5.1), we obtain

(5.33) η′′L(τi/2(b)) = λi/4V Jρ1/2JQ−1η′′(b) = λi/4V ∆̂−1/2η′′(b).

On the other hand
η′′L(τi/2(b)) = Ĵη′′((Roτi/2(b))∗) = Ĵη′′(κM (b)∗).

We know that Ĵ is an involution. Combining the above formula with (5.17), we get η′′L(τi/2(b)) =
∆̂−1/2η′′(b). Therefore from (5.33) we have V ∆̂−1/2η′′(b) = λ−i/4∆̂−1/2η′′(b).

By Proposition 5.10 the set {η′′(b) : b ∈ D1} is a core for ∆̂−1/2. Hence
{

∆̂−1/2η′′(b) : b ∈ D1

}
is dense in H, V = λ−i/41 and (5.31) follows.

Assume now that a ∈ D(η′′). By Lemma 5.6, we see that aΓε ∈ D(η′′) and

η′′(aΓε) = JΓ′εJη
′′(a) ∈ D(Jρ1/2J).

Using the part of the proposition proved so far, we obtain aΓε ∈ D(η′′L) and

η′′L(aΓε) = λ−i/4Jρ1/2JJΓ′εJη
′′(a).

If moreover a ∈ D(η′′L), then R(a)∗ ∈ D(η′′) and

η′′L(aΓε) = Ĵη′′(R(aΓε)∗) = Ĵη′′(R(a)∗Γε)

= ĴJΓ′εJη
′′(R(a)∗) = ĴJΓ′εJĴη

′′
L(a).

It shows that
ĴJΓ′εJĴη

′′
L(a) = λ−i/4Jρ1/2JJΓ′εJη

′′(a).

When ε→ 0, then JΓ′εJη
′′(a) → η′′(a) and ĴJΓ′εJĴη

′′
L(a) → η′′L(a). Since Jρ1/2J is closed, we see

that η′′(a) ∈ D(Jρ1/2J). The proof of (5.30) is complete.

By Lemma 5.8 the set D1 is a core for η′′. According to definition (5.7), η′′(a) ∈ D(Jρ1/2J) for
any a ∈ D1. Using (5.30), we see that D1 ⊂ D(η′′L). Therefore D1 ⊂ D(η′′) ∩ D(η′′L) and hence
D(η′′) ∩ D(η′′L) is a core for η′′. By the symmetry it is also a core for η′′L. �

With the vector presentations (5.28) and (5.29), formula (5.31) takes the form:∑
k

⊕
aĴΩk = λ−i/4Jρ1/2J

∑
k

⊕
aΩk.

We shall need the following extended version of this formula:
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Proposition 5.15. Let H1 be a Hilbert space, c ∈ M ⊗ L(H1) and y ∈ H1. Assume that the
vector presentation (5.28) is exact, the series

∑⊕
k c(Ωk ⊗ y) is norm convergent and that

(5.34)
∑
k

⊕
c(Ωk ⊗ y) ∈ D(Jρ1/2J ⊗ 1).

Then

(5.35)
∑
k

⊕
c(ĴΩk ⊗ y) = λ−i/4

(
Jρ1/2J ⊗ 1

)∑
k

⊕
c(Ωk ⊗ y),

where the series on the left hand side is norm convergent.

Proof. We choose an orthonormal basis {es}s=1,2,... inH1. Then there exists a sequence {cs}s=1,2,...

of elements of M such that

(5.36) c(x⊗ y) =
∑
s

⊕
csx⊗ es

for all x ∈ H. Inserting x = Ωk and summing over k we get a norm converging double series∑
k

⊕
c(Ωk ⊗ y) =

∑
s

⊕
(∑

k

⊕
csΩk ⊗ es

)
.

In particular for all s the series
∑⊕
k csΩk are norm convergent. Therefore (cf. Definition B.6)

cs ∈ D(η′′) and ∑
k

⊕
c(Ωk ⊗ y) =

∑
s

⊕
η′′(cs)⊗ es.

Assumption (5.34) shows now that η′′(cs) ∈ D(Jρ1/2J) and cs ∈ D(η′′L) for all s. Now we have:(
λ−i/4Jρ1/2J ⊗ 1

)∑
k

⊕
c(Ωk ⊗ y) =

∑
s

⊕
λ−i/4Jρ1/2Jη′′(cs)⊗ es =

∑
s

⊕
η′′L(cs)⊗ es

=
∑
s

⊕∑
k

⊕
csĴΩk ⊗ es =

∑
k

⊕
c(ĴΩk ⊗ y),

where in the last step we used (5.36). �

We end this section with the following interesting

Theorem 5.16. The correspondence

(a⊗ 1)δ(b) 7−→ δ(a)(b⊗ 1),

where a, b ∈ A, extends to a closed linear mapping acting on A⊗A.

Proof. The statement follows immediately from the formula

(5.37) (x⊗ z (a⊗ 1)δ(b) W (y ⊗ u)) =
(
W (x⊗ ĴQ−1u) δ(a)(b⊗ 1) y ⊗ ĴQz

)
,

that holds for all a, b ∈ A, x, y ∈ H, z ∈ D(Q) and u ∈ D(Q−1) (the reader should notice that
each of the vectors x⊗ z, W (y⊗ u), W (x⊗ ĴQ−1u) and y⊗ ĴQz run over a linearly dense subset
of H⊗H).

To prove (5.37) we start with the formula (3.14) proving the manageability of the Kac-Takesaki
operator. The right hand side may be rewritten in the following way:

(x⊗ z W (y ⊗ u)) =
(
Jy ⊗Qz W ∗(Jx⊗Q−1u)

)
=
(
(J ⊗ Ĵ)(y ⊗ ĴQz) W ∗(Jx⊗Q−1u)

)
=
(
(J ⊗ Ĵ)W ∗(Jx⊗Q−1u) y ⊗ ĴQz

)
=
(
W (J ⊗ Ĵ)(Jx⊗Q−1u) y ⊗ ĴQz

)
=
(
x⊗ ĴQ−1u W ∗(y ⊗ ĴQz)

)
,

where in the fourth step we used (5.22). Replacing in the above formula x by a∗x and y by by we
obtain

(x⊗ z (a⊗ 1)W (b⊗ 1) y ⊗ u) =
(
x⊗ ĴQ−1u (a⊗ 1)W ∗(b⊗ 1) y ⊗ ĴQz

)
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and (5.37) follows (cf. (3.7)).
�

6. A GNS-Mapping on Â

One of the aim of this paper is to show that (Â, δ̂) is a weighted Hopf C∗-algebra. To this
end we have to introduce a right invariant weight ĥ on Â. It will be related to a GNS-mapping
η̂ : Â→ H. However the definition of η̂ is not simple. We start with the following technical result,
in which the commutant η′ of the GNS mapping η is used.

Proposition 6.1. Let z ∈ D(F̂ ). Then for any a, b ∈ D(η′) and x, y ∈ H we have :

(6.1) (z ⊗ y W (a∗x⊗ η′(b))) =
(
b∗y ⊗ η′(a) W ∗(F̂ z ⊗ x)

)
.

Proof. We may assume that z = η′′(c) for some c ∈ D0. Then F̂ z = η′′(κM (c)∗) by Proposition
4.3. Furthermore, we may assume that x, y ∈ D(Q) and η′(a), η′(b) ∈ D(Q−1). For any d ∈ A
we set

ϕ1(d) = (x|dη′(a)), ϕ2(d) = (Q−1η′(a)|R(d)Qx)

ψ1(d) = (y|dη′(b)), ψ2(d) = (Q−1η′(b)|R(d)Qy).
Then ϕ1, ϕ2, ψ1, ψ2 ∈ A∗, ϕ2 = ϕ∗1oκ, ψ2 = ψ∗1oκ and hence by (1.9) W ∗

ϕ1
= Wϕ2 and W ∗

ψ1
= Wψ2 .

With this notation, the left hand side of (6.1)

LHS = (η′′(c)|Wψ1a
∗x) = (Wψ2η

′′(c)|a∗x) = (η′′(ψ2 ∗ c)|a∗x)
= (aη′′(ψ2 ∗ c)|x) = ((ψ2 ∗ c)η′(a)|x) = ϕ1(ψ2 ∗ c)
= (ϕ1 ∗ ψ2)(c),

where ϕ1 ∗ ψ2 ∈ A∗. Replacing in the above computation x, y, a, b, c by y, x, b, a, κM (c)∗

respectively, we see that ψ1 ∗ ϕ2 ∈ A∗ and the complex conjugate of the right hand side of (6.1)
equals (ψ1 ∗ ϕ2)(κM (c)∗). For the proof of (6.1) it remains to show that

(ψ1 ∗ ϕ2)(κM (c)∗) = (ϕ1 ∗ ψ2)(c).

Since
(Wψ1∗ϕ2)

∗ = (Wψ1Wϕ2)
∗ = W ∗

ϕ2
W ∗
ψ1

= Wϕ1Wψ2 = Wϕ1∗ψ2 ,

we have ϕ1 ∗ ψ2 = (ψ1 ∗ ϕ2)∗oκ by Proposition 2.9. Hence (ψ1 ∗ ϕ2)∗oκM |A = (ψ1 ∗ ϕ2)∗oκ is
σ-weakly continuous. It shows that

(ψ1 ∗ ϕ2)(κM (c)∗) = (ψ1 ∗ ϕ2)∗(κM (c)) = ((ψ1 ∗ ϕ2)∗oκM )(c)

= (ψ1 ∗ ϕ2)∗oκ(c) = (ϕ1 ∗ ψ2)(c)

and (6.1) follows. �

Relation (6.1) may be rewritten in the following way :

(y|W (z, a∗x)η′(b)) =
(
b∗y W ∗

ωx,η′(a)
F̂ z
)

It shows that
W (z, a∗x)η′(b) = bW ∗

ωx,η′(a)
F̂ z.

This relation holds for all b ∈ D(η′). Therefore

W (z, a∗x) ∈ D(η′′) and η′′(W (z, a∗x)) = W ∗
ωx,η′(a)

F̂ z.

Remembering that W (z, a∗x) ∈ A and η′′|A = η, we obtain

Proposition 6.2. Let z ∈ D(F̂ ), a ∈ D(η′) and x ∈ H. Then W (z, a∗x) ∈ D(η) and

η(W (z, a∗x)) = W ∗
ωx,η′(a)

F̂ z.

It should be remarked that the vectors on the right hand side form a dense subset of H. Indeed,
the range of F̂ is dense in H, the set of operators W ∗

ωx,η′(a)
is dense in Â and Â is a non degenerate

C∗-algebra acting on H.

Let Φ be the set :
Φ = {(x, y) ∈ H ×H : W (x, y) ∈ D(η)} .
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By Proposition 6.2 and the above remark, Φ is dense in H × H and {η(W (x, y)) : (x, y) ∈ Φ} is
dense in H. Therefore the relation

(6.2) (y|ax) = (η(W (x, y))|z) for all (x, y) ∈ Φ.

gives a one to one correspondence between elements a ∈ Â and vectors z ∈ H. This correspondence
will be denoted by η̂ : we write

z = η̂(a),

if the relation (6.2) holds. Clearly η̂ is a linear mapping from Â to H and the domain D(η̂) consists
of all elements a ∈ Â such that there exists z ∈ H satisfying (6.2).

Let ϕ ∈ A∗. We say that ϕ is L2-bounded if there exists zϕ ∈ H such that

ϕ(a) = (zϕ|η(a))

for all a ∈ D(η).

Proposition 6.3. Let ϕ ∈ A∗ be an L2-bounded functional. Then ϕ is σ-weakly continuous.

Proof. At first we notice that for any b ∈ D(η) the functional bϕ is σ-weakly continuous. Indeed
for any a ∈ A, ab ∈ D(η) and

(bϕ)(a) = ϕ(ab) = (zϕ|η(ab)) = (zϕ|aη(b)).

The set of σ-weakly continuous functionals is norm closed. Inserting b = eα (where {eα} is an
approximate identity for A) and using Appendix A, we see that ϕ is σ-weakly continuous. �

Remark that the set of all L2-bounded functionals is norm dense in A∗ (cf. the proof of Assertion
1 of Proposition 6.5).

Theorem 6.4.
(1) The domain D(η̂) is dense in Â and the range of η̂ is dense in H.
(2) The set D(η̂) is a left ideal in Â and η̂(ba) = bη̂(a) for all b ∈ Â and a ∈ D(η̂).
(3) The mapping η̂ of Â to H is injective and closed with respect to the strong topology on Â

and the norm topology on H.
(4) Let ϕ be an L2-bounded functional on A. Then W ∗

ϕ ∈ D(η̂) and η̂(W ∗
ϕ) = zϕ.

Proof.
Ad 4. Using Proposition 6.3 we see that ϕ ∈ A∗ and hence Wϕ ∈ Â. For any (x, y) ∈ Φ we have

(y|W ∗
ϕx) = (x|Wϕy) = ϕ(W (x, y))

= (zϕ|η(W (x, y))) = (η(W (x, y))|zϕ).

It shows that W ∗
ϕ ∈ D(η̂) and η̂(W ∗

ϕ) = zϕ.

Ad 1. Now, let y ∈ H, c ∈ D(η′) and

(6.3) ϕ(b) = (y|bη′(c)) for b ∈ A.

Then ϕ ∈ A∗ and for any b ∈ D(η), ϕ(b) = (c∗y|η(b)). By Assertion 4, W ∗
ϕ ∈ D(η̂) and η̂(W ∗

ϕ) =
c∗y. The set of functionals ϕ of the form (6.3) is linearly dense in A∗. Therefore D(η̂) is dense in
Â. Moreover, the set of vectors of the form c∗y (where c ∈ D(η′) and y ∈ H) is dense in H. So is
the range of η̂.

Ad 2. Let (x, y) ∈ Φ and ϕ ∈ A∗. Then for any ψ ∈ A∗ we have

ψ(ϕ ∗W (x, y)) = (ψ ∗ ϕ)(W (x, y)) = (x|Wψ∗ϕy)
= (x|WψWϕy) = ψ(W (x,Wϕy)).

It shows that ϕ ∗W (x, y) = W (x,Wϕy). Since W (x, y) ∈ D(η), we see that W (x,Wϕy) ∈ D(η).
Hence (x,Wϕy) ∈ Φ. We also have

η(W (x,Wϕy)) = Wϕη(W (x, y)).

Let a ∈ D(η̂). Then for any (x, y) ∈ Φ we have (η(W (x, y))|η̂(a)) = (y|ax). Replacing (x, y) by
(x,Wϕy) we obtain

(Wϕη(W (x, y))|η̂(a)) = (Wϕy|ax).
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Therefore (η(W (x, y))|W ∗
ϕη̂(a)) = (y|W ∗

ϕax). It shows that W ∗
ϕa ∈ D(η̂) and η̂(W ∗

ϕa) = W ∗
ϕη̂(a).

Remembering that
{
W ∗
ϕ : ϕ ∈ A∗

}
= {(id⊗ ϕ)(W ∗) : ϕ ∈ L(H)∗} is dense in Â (cf. (3.16)), we

obtain Assertion 2 in full generality.

Ad 3. It follows immediately from (6.2). �

In this way we have shown that η̂ : Â→ H is a closed, densely defined GNS-mapping. In what
follows η̂′ : Â′ → H will denote the commutant of η̂.

If ϕ ∈ A∗ is L2-bounded, then according to Assertion 4, W ∗
ϕ ∈ D(η̂) and ϕ(b) = (η̂(W ∗

ϕ)|η(b))
for any b ∈ D(η). Remembering that ϕ is σ-weakly continuous (the same letter will denote its
σ-weakly continuous extension to A′′) and that η′′ is the extension of η with D(η) being a core for
η′′ (cf. Theorem B.2), we obtain

(6.4) ϕ(b) = (η̂(W ∗
ϕ)|η′′(b))

for any b ∈ D(η′′). Let

(6.5) Â0 =
{
W ∗
ϕ : ϕ, ϕ∗oκ ∈ A∗ and ϕ, ϕ∗oκ are L2-bounded

}
and

(6.6) Â1 =
{
W ∗
ϕ : ϕ, ϕ∗oκ ∈ A∗ and ϕ is L2-bounded

}
.

Proposition 6.5.
(1) Â0 is a norm dense linear subset of Â.
(2) Â0 is a ∗-subalgebra of L(H).
(3) Â0 ⊂ D(η̂) and η̂(Â0) is dense in H.
(4) If a ∈ Â0, then η̂(a) ∈ D(F̂ ∗) and F̂ ∗η̂(a) = η̂(a∗).

Proof. Clearly Â0 ⊂ Â1. Assume that ϕ, ψ are L2-bounded functionals in A∗ such that ϕ∗oκ,
ψ∗oκ ∈ A∗. Then using (1.7) and (1.9) we obtain

WϕW
∗
ψ = (WψWϕ∗oκ)∗ = W ∗

ψ∗(ϕ∗oκ) ,

WϕW
∗
ψ = WϕWψ∗oκ = Wϕ∗(ψ∗oκ).

Let ρ = ψ ∗ (ϕ∗oκ). Using Proposition 2.9, we see that ρ∗oκ = ϕ ∗ (ψ∗oκ) ∈ A∗. We shall prove
that ρ and ρ∗oκ are L2-bounded. Let a ∈ D(η). Then (cf. (1.5)) (ϕ∗oκ) ∗ a ∈ D(η) and

ρ(a) = (ψ ∗ (ϕ∗oκ))(a) = ψ((ϕ∗oκ) ∗ a) = (zψ|η((ϕ∗oκ) ∗ a))
= (zψ|Wϕ∗oκη(a)) = (Wϕzψ|η(a)).

Hence ρ is L2-bounded. Exchanging the role of ϕ and ψ in the above argument, we see that ρ∗oκ

is L2-bounded. Hence WϕW
∗
ψ = W ∗

ρ ∈ Â0. In this way we showed that

(6.7) Â∗1Â1 ⊂ Â0 ⊂ Â1.

Ad 1. Let y ∈ D(Q) and c ∈ D(η′) such that η′(c) ∈ D(Q−1) and ϕ = ωy,η′(c). Then for any
a ∈ D(η) we have

(6.8) ϕ(a) = (y|aη′(c)) = (y|cη(a)) = (c∗y|η(a)).
It shows that ϕ is L2-bounded. On the other hand, ϕ∗ = ωη′(c),y and

ϕ∗oκ = ωη′(c),yoτi/2oR = ωQ−1η′(c),QyoR ∈ A∗.

Therefore W ∗
ωy,η′(c)

∈ Â1. One can easily check that the set of functionals ωη′(b),η′(c) (where b and

c satisfy the above condition) is linearly dense in L(H)∗ by Proposition 4.2. Hence Â1 is dense in
Â (cf. (3.16)). The first inclusion in (6.7) shows now that Â0 is dense in Â.

Ad 2. If W ∗
ϕ ∈ Â0, then W ∗

ϕ∗oκ ∈ Â0 and Wϕ = W ∗
ϕ∗oκ by (1.9). Hence Â0 is invariant under

the involution. Formula (6.7) shows now that Â0 is a subalgebra.

Ad 3. Statement 4 of Theorem 6.4 shows that Â1 ⊂ D(η̂). Let y, c and ϕ be as in the proof of
Assertion 1. Using Assertion 4 of Theorem 6.4 and formula (6.8) we see that

(6.9) η̂(W ∗
ωy,η′(c)

) = c∗y.

Using Proposition 4.2, we find that η̂(Â1) is dense in H. So is η̂(Â0); by (6.7), η̂(Â0) contains
η̂(Â∗1Â1) = Â∗1η̂(Â1).
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Ad 4. If a ∈ Â0, then a = W ∗
ϕ and a∗ = W ∗

ψ, where ϕ, ψ are bounded and L2-bounded
functionals on A such that ψ = ϕ∗oκ. Remembering that ψ and ϕ∗ are σ-weakly continuous and
that κM is a closure of κ, we see that ψ(b) = ϕ∗oκM (b) for any b ∈ D(κM ).

Let b ∈ D0 (cf. (5.2)). Then b, κM (b)∗ ∈ D(η′′) and using (6.4), we have

(η′′(κM (b)∗)|η̂(a)) = ϕ(κM (b)∗) = ϕ∗(κM (b))
= ψ(b) = (η̂(a∗)|η′′(b)).

Since {η′′(b) : b ∈ D0} is a core for F̂ and F̂ η′′(b) = η′′(κM (b)∗), we obtain η̂(a) ∈ D(F̂ ∗) and
F̂ ∗η̂(a) = η̂(a∗). �

Remark 6.6. To show that Â0H is dense inH we suppose that x ∈ H is orthogonal toW ∗
ωη′(b),η′(c)

H
for all b, c ∈ D(η′) with η′(b) ∈ D(Q) and η′(c) ∈ D(Q−1). Then

(η′(b)|W (y, x)η′(c)) = (W ∗
ωη′(b),η′(c)

y|x) = 0

and hence W (y, x) = 0 for all y ∈ H. Using Proposition 3.2 we see that

‖x‖21 =
∑
n∈N

W (en, x)∗W (en, x) = 0

and x = 0. Thus Â0H is dense in H and hence Â0η̂(Â0) is dense in η̂(Â0).

Proposition 6.7. Let â ∈ L(H) and z ∈ H. Then the following three conditions are equivalent :
(1) â ∈ D(η̂′) and η̂′(â) = z.
(2) For any b̂ ∈ Â0,

(6.10) b̂z = âη̂(̂b).

(3) (z, x) ∈ Φ and η(W (z, x)) = â∗x for all x ∈ H.

Proof. Ad 1 ⇒ 2. It is clear.
Ad 2 ⇒ 3. Let y, c and ϕ be as in the proof of Assertion 1 of Proposition 6.5. Then W ∗

ϕ ∈ Â.
Moreover, ϕ(a) = (c∗y|η(a)) for all a ∈ D(η) and η̂(W ∗

ϕ) = c∗y by (6.9). Replacing b̂ by W ∗
ϕ in

(6.10), we obtain
W ∗
ϕz = âc∗y.

Let x ∈ H. Then

(y|W (z, x)η′(c)) = ϕ(W (z, x)) = (W ∗
ϕz|x) = (âc∗y|x) = (y|câ∗x)

for all y ∈ D(Q). Therefore W (z, x)η′(c) = câ∗x for any c ∈ D(η′) such that η′(c) ∈ D(Q−1).
Using Proposition 4.2, we see that W (z, x) ∈ D(η′′) (hence (z, x) ∈ Φ) and η′′(W (z, x)) = â∗x.
Since W (z, x) ∈ A and η′′|A = η, we see that W (z, x) ∈ D(η) and η(W (z, x)) = â∗x for all x ∈ H.

Ad 3 ⇒ 1. Assume that (z, x) ∈ Φ and η(W (z, x)) = â∗x for all x ∈ H. Let b̂ ∈ D(η̂). Then

(x|âη̂(̂b)) = (â∗x|η̂(̂b)) = (η(W (z, x))|η̂(̂b)) = (x|̂bz),

and hence we have b̂z = âη̂(̂b) for all b̂ ∈ D(η̂). Thus â ∈ Â′, â ∈ D(η̂′) and η̂′(â) = z. �

Corollary 6.8. The set Â0 is a core for η̂ (resp. η̂′′ ) with respect to the strong topology in Â

(resp. Â′′ ) and the norm topology in H.

Proof. Let η̂0 = η̂| bA0
. By Proposition 6.7 (equivalence of the first two conditions), the commutant

of η̂0 coincides with η̂′. Therefore η̂′′0 = η̂′′. By Theorem B.2, Â0 = D(η̂0) is a core for η̂′′.
Consequently it is a core for η̂. �

Now we shall show that the operator ∆̂ introduced in (5.1) is the dual modular operator. Let
a, b ∈ D(η̂′). By Proposition 6.7, W (η̂′(a), η̂′(b)) ∈ D(η) and

η(W (η̂′(a), η̂′(b))) = a∗η̂′(b).

Exchanging a and b, we see that W (η̂′(b), η̂′(a)) ∈ D(η) and η(W (η̂′(b), η̂′(a))) = b∗η̂′(a). More-
over, by Proposition 2.4, W (η̂′(a), η̂′(b)) ∈ D(κ) and κ(W (η̂′(a), η̂′(b)))∗ = W (η̂′(b), η̂′(a)). Let D0

be the subset of A′′ introduced in (5.2). Then W (η̂′(a), η̂′(b)) ∈ D0, and using (5.19), we see that
a∗η̂′(b) ∈ D(F̂ ) and

(6.11) F̂ a∗η̂′(b) = b∗η̂′(a).
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We shall use the Tomita-Takesaki theory for the von Neumann algebra Â′′ and the GNS-mapping
η̂′′. In particular, ŜT and F̂T (the subscript T refers to Tomita-Takesaki) will denote the left and
the right involution operators, respectively. By definition, the linear span of

{
b̂∗η̂(â) : â, b̂ ∈ D(η̂)

}
is a core for ŜT and

(6.12) ŜT b̂
∗η̂(â) = â∗η̂(̂b).

Similarly the linear span of {b∗η̂′(a) : a, b ∈ D(η̂′)} is a core for F̂T and

(6.13) F̂T b
∗η̂′(a) = a∗η̂′(b).

It is known that F̂T = Ŝ∗T . Formula (6.11) shows that F̂T ⊂ F̂ .

Theorem 6.9. The operator F̂ introduced by (5.19) coincides with F̂T .

Proof. We have to show that F̂ ⊂ F̂T . Let x ∈ D(F̂ ). Let us consider linear operators

(6.14)
T : η̂(a) 7−→ ax,

T [ : η̂(b) 7−→ bF̂x,

where a and b run over Â0. By Statement 3 of Proposition 6.5, the domains D(T ) = D(T [) are
dense in H.

According to Assertion 2 of Proposition 6.5 a∗b, b∗a ∈ Â0 for any a, b ∈ Â0. Using Assertion
4 of the same proposition, we have

(η̂(b)|T η̂(a)) = (η̂(b)|ax) = (η̂(a∗b)|x) = (F̂ ∗η̂(b∗a)|x)

= (F̂ x|η̂(b∗a)) = (bF̂x|η̂(a)) = (T [η̂(b)|η̂(a)).

It shows that T [ ⊂ T ∗. Therefore T ∗ is densely defined and T is closable. In what follows T will
denote the closure of the first operator in (6.14). Replacing a by b∗a in (6.14), we obtain

Tb∗η̂(a) = T η̂(b∗a) = b∗ax = b∗T η̂(a)

for any a, b ∈ Â0. It shows that b∗T ⊂ Tb∗. Using this formula, one can easily show that T is
affiliated with the von Neumann algebra Â′.

Let f be a continuous function on R+ such that
{
tf(t2) : t ∈ R+

}
is bounded, and Tf =

Tf(T ∗T ). Then Tf ∈ Â′, Tfy = f(TT ∗)Ty for any y ∈ D(T ), and T ∗f z = f(T ∗T )T ∗z for
any z ∈ D(T ∗). Replacing y by η̂(a), we obtain

Tf η̂(a) = f(TT ∗)ax = af(TT ∗)x.

This formula holds for all a ∈ Â0. Then Proposition 6.7 shows now that Tf ∈ D(η̂′) and η̂′(Tf ) =
f(TT ∗)x. Similarly, replacing z by η̂(b), we obtain

T ∗f η̂(b) = f(T ∗T )bF̂x = bf(T ∗T )F̂ x.

This formula holds for all b ∈ Â0. Then Proposition 6.7 shows now that T ∗f ∈ D(η̂′) and η̂′(T ∗f ) =
f(T ∗T )F̂ x. Combining the two results, we see that f(TT ∗)x ∈ D(F̂T ) and

F̂T f(TT ∗)x = f(T ∗T )F̂ x.

Making f converge to the constant function 1, we see that x ∈ D(F̂T ) and F̂Tx = F̂ x. Thus we
have F̂ ⊂ F̂T . The converse inclusion F̂T ⊂ F̂ has already been known. �

Theorem 6.10. The operators ∆̂ and Ĵ (introduced by (5.1) and (5.17) respectively) coincide with
the modular operator and the modular conjugation operator related to the GNS-mapping η̂. In
particular,

ĴÂ′′Ĵ = Â′,

∆̂itÂ′′∆̂−it = Â′′

hold for all t ∈ R.

Proof. See formula (5.18). �

Proposition 6.11. A′′ ∩ Â′′ = C1.

Proof. We know that ĴÂ′′Ĵ = Â′ and ĴA′′Ĵ = A′′ (cf. (5.21)). Therefore Ĵ(A′′ ∩ Â′′)Ĵ = A′′ ∩ Â′
and our assertion reduces to Statement 3 of Proposition 4.7. �
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Proposition 6.12.

(1) ρit ∈M(A) for t ∈ R and the mapping t ∈ R 7→ ρit ∈M(A) is strictly continuous.
(2) δ(ρit) = ρit ⊗ ρit for t ∈ R.
(3) The operator γ in Proposition 4.5 is a scalar multiple of the identity.

Proof. Ad 1 and 2. At first we shall prove that

(6.15) δM (ρit) = ρit ⊗ ρit.

Since ∆̂it = JρitJQ2it for t ∈ R and JÂJ = Â by (5.23), it follows that ρit = J∆̂itQ−2itJ

implements an action of R on Â′′ : ρ−itÂ′′ρit ⊂ Â′′. Therefore the right hand side of the equation

(6.16) (ρ−it ⊗ 1)δM (ρit) = (ρ−it ⊗ 1)W (ρit ⊗ 1)W ∗,

commutes with Â′ ⊗ 1. The left hand side clearly commutes with A′ ⊗ 1. Since A′′ ∩ Â′′ = C1
by Proposition 6.11, the element in (6.16) is of the form 1 ⊗ vt for some unitary vt. Hence
δM (ρit) = ρit ⊗ vt. It is easy to see that {vt}t∈R is a strongly continuous one parameter unitary
group. Now we use a formula δM oRM = σo(RM ⊗RM )oδM . Since RM (ρit) = ρ−it by Proposition
4.6, we find that δM (ρit) = RM (v−t)⊗ ρit. Thus ρit⊗ vt = RM (v−t)⊗ ρit. Therefore vt is a scalar
multiple of ρit. Hence there exists a positive scalar µ with vt = µitρit. Inserting this vt to the last
formula, we get µ−it = µit for all t ∈ R. Hence we see that µ = 1 and vt = ρit.

Now formula (6.16) takes the form 1 ⊗ ρit = (ρ−it ⊗ 1)W (ρit ⊗ 1)W ∗. All the factors on the
right hand side belong to M(K(H) ⊗ A) and depend continuously on t ∈ R with respect to the
strict topology. Therefore ρit ∈ M(A) and the mapping t 7→ ρit is continuous with respect to the
strict topology. At this moment one can erase the superscript M in (6.15).

Ad 3. Due to (4.12) and (4.13) we have: σs(ρit) = γistρit and τs(ρit) = ρit for all t, s ∈ R.
Taking into account Assertion 2 of Lemma 4.3 we compute:

δ(γist)δ(ρit) = δ(γistρit) = δ(σs(ρit))

= (σs ⊗ τs)(δ(ρit)) = σs(ρit)⊗ τs(ρit)

= γistρit ⊗ ρit = (γist ⊗ 1)δ(ρit).

Thus we get δ(γist) = γist⊗1. Using Proposition 4.7 we get γist ∈ C1. Hence γ is a positive scalar
multiple of the identity. �

In short, Assertion 1 of Proposition 6.12 means that ρ and ρ−1 are affiliated to the C∗-algebra
A. Assertion 2 says that δ(ρ) = ρ⊗ ρ. In other words

(6.17) W (ρ⊗ 1)W ∗ = ρ⊗ ρ.

Proposition 6.13. We have

(6.18) γ = λ−1 1,

where λ is the constant appearing in Definition 1.5.

Proof. We shall use the first formula of (4.12). It shows that σs(ρit) = γistρit for any s, t ∈ R.
Therefore ρit is entire analytic for {σs}s∈R and σi/2(ρit) = γ−t/2ρit. By Theorem D.7, bρit ∈ D(η)
and

γt/2η(bρit) = J
(
ρit
)∗
Jη(b) = Jρ−itJη(b)

for any b ∈ D(η). Now we have:

∆̂−itη(b) = Q−2itJρ−itJη(b) = γt/2Q−2itη(bρit) = (λγ)t/2η(τ−t(bρit)),

where in the last step we used (2.1).

Let ϕ ∈ A∗ be L2-bounded. Taking into account (6.4) we get:(
∆̂itη̂(W ∗

ϕ) η(b)
)

=
(
η̂(W ∗

ϕ) ∆̂−itη(b)
)

= (λγ)t/2
(
η̂(W ∗

ϕ) η(τ−t(bρit))
)

= (λγ)t/2ϕ(τ−t(bρit)) = (λγ)t/2(ρitϕoτ−t)(b).

This formula holds for all b ∈ D(η). It shows that ρitϕoτ−t is L2-bounded and that

∆̂itη̂(W ∗
ϕ) = (λγ)t/2η̂(W ∗

ρitϕoτ−t
).
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On the other hand, according to the Tomita-Takesaki theory (Statement 1 of Theorem D.6),
∆̂itη̂(W ∗

ϕ) = η̂(σ̂t(W ∗
ϕ)), where σ̂ is the modular automorphism group related to the weight ĥ

associated with η̂ (see (7.1) in the next section). Since η̂ is injective, we get

σ̂t(W ∗
ϕ) = (λγ)t/2W ∗

ρitϕoτ−t
.

Remembering that σ̂t and τt are implemented by ∆̂it and Q2it we obtain

(id⊗ ϕ)((∆̂it ⊗ 1)W (∆̂−it ⊗ 1)) = (λγ)t/2(id⊗ (ρitϕoτ−t))(W )

= (λγ)t/2(id⊗ ϕ)((1⊗Q−2it)W (1⊗Q2itρit)).
Hence we have

(∆̂it ⊗ (λγ)−t/2Q2it)W = W (∆̂it ⊗Q2itρit).
In this formula, all entries except (λγ)−t/2 are unitary operators. Therefore |(λγ)−t/2| = 1 and
γ = λ−1 1. �

Remark 6.14. Notice that the last formula of the above proof reduces now to

(6.19) (∆̂it ⊗Q2it)W = W (∆̂it ⊗Q2itρit).

At the end of this section we investigate the behavior of the right invariant Haar weight with
respect to left translations. In the following proposition we use a vector presentation of the GNS
map η:

η(a) =
∑
k

⊕
aΩk

for any a ∈ D(η). Then (cf. (3.11)), W (η′′(a) ⊗ y) =
∑
k
⊕
δ(a)(Ωk ⊗ y) for any a ∈ D(η′′) and

y ∈ H.

Proposition 6.15. Let a ∈ D(η′′) and x ∈ D
(
ρ1/2

)
. Then

(6.20)
∑
k

⊕
δ(a)(x⊗ Ωk) = (Ĵ ⊗ Ĵ)Ŵ ∗(Ĵ ⊗ Ĵ)

(
ρ1/2x⊗ η′′(a)

)
.

Proof. We may assume that a ∈ D(η′′) ∩ D(η′′L) (by Proposition 5.14, the latter set is a core for
η′′). Using (5.31) we obtain:

W
(
η′′L(a)⊗ Ĵρ1/2x

)
= W

(
λ−i/4Jρ1/2Jη′′(a)⊗ Ĵρ1/2x

)
= λ−i/4(J ⊗ Ĵ)W ∗ (ρ1/2 ⊗ ρ1/2

)
(Jη′′(a)⊗ x)

= λ−i/4(J ⊗ Ĵ)
(
ρ1/2 ⊗ 1

)
W ∗(Jη′′(a)⊗ x)

=
(
λ−i/4Jρ1/2J ⊗ 1

)
W (η′′(a)⊗ Ĵx)

=
(
λ−i/4Jρ1/2J ⊗ 1

)∑
k

⊕
δ(a)(Ωk ⊗ Ĵx) =

∑
k

⊕
δ(a)(ĴΩk ⊗ Ĵx).

In this computation we used in the second and fourth steps formula (5.22) and in the third step
formula (6.17). At the end we used Proposition 5.15. It shows that the last series is convergent.

Replacing in the above formula a by R(a)∗ we obtain

W
(
Ĵη′′(a)⊗ Ĵρ1/2x

)
=
∑
k

⊕
δ(R(a)∗)(ĴΩk ⊗ Ĵx).

and
Ŵ ∗

(
Ĵρ1/2x⊗ Ĵη′′(a)

)
=
∑
k

⊕
σoδ(R(a)∗)(Ĵx⊗ ĴΩk),

where σ denotes the flip acting on A⊗A. Using Assertion 1 of Proposition 2.6 and formula (5.21)
we obtain:

σoδ(R(a)∗) = (R⊗R)δ(a∗) = (Ĵ ⊗ Ĵ)δ(a)(Ĵ ⊗ Ĵ).
Therefore

Ŵ ∗
(
Ĵρ1/2x⊗ Ĵη′′(a)

)
=
∑
k

⊕
(Ĵ ⊗ Ĵ)δ(a)(x⊗ Ωk)

and (6.20) follows.
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�

Proposition 6.16. Let ϕ ∈ A∗+ and b ∈ A+. Assume that ϕ(ρ) <∞ and h(b) <∞. Then

(6.21) h(b ∗ ϕ) = ϕ(ρ)h(b).

It shows that ρ is an analogue of the modular function on the group. It says, how the right
invariant Haar measure transforms under left shifts.

Proof. Let a = b1/2. Computing the norm of the both sides of (6.20) we obtain:∑
k

‖δ(a)(x⊗ Ωk)‖2 =
∥∥∥ρ1/2x

∥∥∥2

h(a∗a) = ωx,x(ρ)h(b).

On the other hand∑
k

‖δ(a)(x⊗ Ωk)‖2 =
∑
k

(x⊗ Ωk δ(a∗a) x⊗ Ωk) =
∑
k

(Ωk b ∗ ωx,x Ωk) = h(b ∗ ωx,x).

So we proved (6.21) for all ϕ of the form ωx,x (x ∈ D(ρ1/2)) i.e. for all ϕ ∈ A∗+ with ϕ(ρ) <∞.

Let ϕ ∈ A∗+. By the GNS construction one may assume that ϕ(b) = (Ωϕ π(b)Ωϕ) for any b ∈ A.
In this formula π is a representation of A acting on a Hilbert space and Ωϕ is an element of this
space. Applying the method developed in the proof of Theorem 3.9 to formula (6.20), one may
show that∑

k

⊕
(π ⊗ id)δ(a)(Ωϕ ⊗ Ωk) = (π ⊗ id)(Ĵ ⊗ Ĵ)Ŵ ∗(Ĵ ⊗ Ĵ)

(
π(ρ1/2)Ωϕ ⊗ η′′(a)

)
.

Computing the norm of the both sides we obtain (6.21) in full generality. The details are left to
the reader. �

7. Dual weighted Hopf C∗-algebra and Duality

In Section 3, applying Theorem 3.8 to the multiplicative unitary Ŵ , we introduced the proper
C∗-bialgebra (Â, δ̂) with cancellation property together with the unitary antipode R̂ and the scaling
group {τ̂t}t∈R acting on Â. In Section 6 we constructed the closed densely defined GNS map η̂

from Â into H. Let ĥ be the locally finite lower semicontinuous weight on Â related to the GNS
map η̂ by Theorem C.3: for any b ∈ Â we have

(7.1) ĥ(b∗b) =

{
(η̂(b) η̂(b)) if b ∈ D(η̂)

+∞ otherwise.

Let a ∈ D(η̂′′) and η̂′′(a) = 0. Then there exists a sequence {an}n∈N of elements of D(η̂)
converging strongly to a such that the sequence {η̂(an)}n∈N converges in norm 0. Taking into
account (6.2) we obtain: (y ax) = (η(W (x, y)) z) = 0 for all (x, y) ∈ Φ. Remembering that Φ is
dense in H×H we see that a = 0. It shows that η̂′′ is injective. Taking into account Lemma C.5
we conclude that ĥ is strictly faithful.

We shall prove that (Â, δ̂) is a weighted Hopf C∗-algebra with ĥ playing the role of the right
Haar weight. To this end we shall use Theorem 3.9 with A, δ,R, τ, h and W replaced by Â, δ̂, R̂, τ̂ , ĥ
and Ŵ = ΣW ∗Σ respectively. With this replacement formulae (3.24) and (3.25) take the form:

(7.2) η̂
(
(id⊗ ϕ)δ̂(b)

)
=
(
(id⊗ ϕ)Ŵ

)
η̂(b)

and

(7.3) (id⊗ ϕoκ̂)Ŵ = (id⊗ ϕ)(Ŵ ∗).

We have also to verify that for all t ∈ R,

(7.4) ĥoτ̂t = λ̂tĥ,

where λ̂ > 0 is a fixed number independent of t.

Lemma 7.1. Let ϕ ∈ Â∗ and b ∈ D(η̂). Then (id⊗ ϕ)δ̂(b) ∈ D(η̂) and formula (7.2) holds.
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Proof. According to Corollary 6.8, the set Â0 (cf. (6.5)) is a core for η̂. Therefore we may assume
that b = W ∗

ψ where ψ is a L2-bounded functional on A∗. Applying id⊗ id⊗ ψ∗ to the both sides
of (3.21) we get δ̂(b) = (id⊗ id⊗ ψ∗) (W ∗

13W
∗
23). Setting d = (ϕ⊗ id)(W ∗) ∈M(A) we obtain

(id⊗ ϕ)δ̂(b) = (id⊗ ϕ⊗ ψ∗)(W ∗
13W

∗
23)

= (id⊗ ψ∗)(W ∗(1⊗ d))

= (id⊗ dψ∗)(W ∗) = W
∗
ψd∗ .

We have to show that

(7.5) W
∗
ψd∗ ∈ D(η̂) and η̂

(
W
∗
ψd∗

)
= dη̂(b).

We shall use formula (6.4). For any a ∈ D(η), we have

(ψd∗)(a) = ψ(d∗a) = (η̂(W ∗
ψ)|η(d∗a)) = (dη̂(W ∗

ψ)|η(a)).

Now, (7.5) follows immediately from Assertion 4 of Theorem 6.4. �

Lemma 7.2. Formula (7.3) holds for any ϕ ∈ Â∗ such that ϕoκ̂ ∈ Â∗.

Proof. Let ψ ∈ L(H)∗. Formula (3.18) applied to the manageable multiplicative unitary Ŵ shows
that (ψ ⊗ id)(Ŵ ) ∈ D(κ̂) and

κ̂((ψ ⊗ id)(Ŵ )) = (ψ ⊗ id)(Ŵ ∗).

Therefore we have

ψ((id⊗ ϕoκ̂)(Ŵ )) = (ϕoκ̂)((ψ ⊗ id)(Ŵ ))

= ϕ((ψ ⊗ id)(Ŵ ∗)) = ψ((id⊗ ϕ)(Ŵ ∗))

and (7.3) follows. �

Formula (7.4) with λ̂ = λ−1 follows immediately from the following

Proposition 7.3. Let b ∈ D(η̂). Then τ̂t(b) ∈ D(η̂) and

η̂(τ̂t(b)) = λ−t/2Q2itη̂(b)

for all t ∈ R.

Proof. Assume that b ∈ D(η̂). Then

(7.6) (y|bx) = (η(W (x, y))|η̂(b))

for all (x, y) ∈ Φ. Let t ∈ R. According to the second assertion of Lemma 2.8, τ−t(W (x, y)) =
W (Q−2itx,Q−2ity). Formula (2.2) shows now that (Q−2itx,Q−2ity) ∈ Φ and

η(W (Q−2itx,Q−2ity)) = λ−t/2Q−2itη((W (x, y)).

Replacing (x, y) in (7.6) by (Q−2itx,Q−2ity), we obtain

(y|τ̂t(b)x) = (η(W (x, y))|λ−t/2Q2itη̂(b))

for all (x, y) ∈ Φ. It shows that τ̂t(b) ∈ D(η̂) and η̂(τ̂t(b)) = λ−t/2Q2itη̂(b). �

Using now Theorem 3.9 we get

Theorem 7.4. The C∗-bialgebra (Â, δ̂) is a weighted Hopf C∗-algebra with antipode κ̂, Haar weight
ĥ and scaling constant λ̂ equal to the inverse of the corresponding constant λ for (A, δ).

By definition (Â, δ̂) is the dual of the weighted Hopf C∗-algebra (A, δ). It is easy to see that
the passage W 7−→ Ŵ is involutive:̂̂

W = ΣŴ ∗Σ = Σ (ΣW ∗Σ)∗ Σ = W.

Therefore we have the following

Theorem 7.5 (Duality). The dual of the dual of a weighted Hopf C∗-algebra is isomorphic to the
original weighted Hopf C∗-algebra.
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Developing the theory of weighted Hopf C∗-algebras we constructed a number of objects related
to a given weighted Hopf C∗-algebra (A, δ). We list some of them in order of appearance:

κ, h, τ, R, λ, H, η, Q, ∆, J, W, Â, δ̂, R̂, τ̂ , ∆̂, Ĵ and η̂.

Clearly the corresponding objects related to the dual weighted Hopf C∗-algebra (Â, δ̂) equals:

κ̂, ĥ, τ̂ , R̂, λ̂ = λ−1, H, η̂, Q, ∆̂, Ĵ , Ŵ = ΣW ∗Σ, A, δ, R, τ, ∆, J and η.

The objects dual to ρ and γ will be denoted by ρ̂ and γ̂, respectively. Many of the formulae appear-
ing in the paper form dual pairs. The examples are: ((3.8),(3.21)), ((5.25),(2.4)), ((5.26),(5.21)),
etc. The formulae (5.22), (3.9), (7.7), etc. are selfdual.

Proposition 7.6. Let ∆̂rel be the relative modular operator determined by the weight ĥ and the
weight ĥ ◦ R̂ (∆̂rel is the object dual to ∆rel). Then

(7.7) ∆̂rel ⊗∆ = W (∆̂⊗∆rel)W ∗.

Proof. We start with formula (6.17). Applying to the both sides AdJ⊗ bJ and using (5.22) we obtain

W ∗(JρJ ⊗ 1)W = JρJ ⊗ ĴρĴ .

Combining Proposition 4.6 with (5.21) we see that ĴρĴ = ρ−1. Therefore

(7.8) W ∗(JρJ ⊗ 1)W = JρJ ⊗ ρ−1.

We shall also use the dual formula

Ŵ ∗(Ĵ ρ̂Ĵ ⊗ 1)Ŵ = Ĵ ρ̂Ĵ ⊗ ρ̂−1.

By easy computation it reduces to

(7.9) W ∗(ρ̂−1 ⊗ Ĵ ρ̂Ĵ)W = 1⊗ Ĵ ρ̂Ĵ .

Let t ∈ R. Rising both sides of (7.8) and (7.9) to the power −it and multiplying side by side the
two equations we obtain

W ∗(JρitJρ̂it ⊗ Ĵ ρ̂itĴ)W = JρitJ ⊗ ρitĴ ρ̂itĴ .

Remembering that W commutes with Q⊗Q we get

(7.10) W ∗(JρitJρ̂itQ2it ⊗ Ĵ ρ̂itĴQ2it)W = JρitJQ2it ⊗ ρitĴ ρ̂itĴQ2it.

Formula (5.1) shows that JρitJQ2it = ∆̂it. By duality Ĵ ρ̂itĴQ2it = ∆it. Consequently,
by (4.14) and (6.18) we have ρitĴ ρ̂itĴQ2it = ρit∆it = γ−it

2/2∆it
rel = λit

2/2∆it
rel. By duality

ρ̂itJρitJQ2it = λ−it
2/2∆̂it

rel. Replacing t by −t and taking hermitian conjugation we obtain
JρitJQ2itρ̂it = λit

2/2∆̂it
rel. We know (cf. (4.13)) that ρ is τt-invariant. Therefore it commutes

with Q. So does ρ̂ (duality!). Therefore JρitJρ̂itQ2it = λit
2/2∆̂it

rel. Inserting these data into (7.10)
we obtain:

W ∗(∆̂it
rel ⊗∆it)W = ∆̂it ⊗∆it

rel

and (7.7) follows. �

We end this Section with an explicit formula for the relative Tomita-Takesaki operator Srel. By
definition Srel is a closed conjugate linear operator acting on H such that

Srelb
∗η(a) = a∗ηL(b)

for any a ∈ D(η′′) and b ∈ D(η′′L). The self-adjoint part of the polar decomposition of Srel, denoted
by ∆1/2

rel , has been already investigated in Section 4. Let Jrel be the antiunitary part of this
decomposition:

Srel = Jrel∆
1/2
rel .

We shall prove that Jrel = λ−i/8J . Let a ∈ D(η′′) and b ∈ D(η′′L) ∩ D(η′′). Then we have

JJ∗rela
∗η′′L(b) = JJ∗relSrelb

∗η′′(a) = J∆1/2
rel b

∗η′′(a)

= γi/8Jρ1/2∆1/2b∗η′′(a) = γi/8Jρ1/2Ja∗η′′(b)

= γi/8λi/4η′′L(a∗b) = λi/8a∗η′′L(b),

where we used (4.15) in the third step, (5.31) in the fifth step and (6.18) in the last step.
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Now we notice that due to the last statement of Proposition 5.14, a∗η′′L(b) runs over a dense
subset of H. Therefore JJ∗rel = λi/81, Jrel = λ−i/8J . In this way we showed that

(7.11) Srel = λ−i/8J∆1/2
rel .

8. Quantum Codouble

In [22] P. Podleś and the third author of the present paper have introduced the so called ‘double
group construction’. It was the construction dual to the quantum double of Drinfeld [6]. In this
section we describe this construction within the framework of weighted Hopf C∗-algebras. The
weighted Hopf C∗-algebra (B, δB) arising with this construction is built of a weighted Hopf C∗-
algebra (A, δ) and its dual (Â, δ̂). We shall call (B, δB) the quantum codouble of (A, δ). The
theory presented in [22] deals with the case of compact (Â, δ̂) (and discrete (A, δ)).

A weighted Hopf C∗-algebra is said to be unimodular, if the right Haar weight is left invariant.
Then hoR = h.

Let (A, δ) be a weighted Hopf C∗-algebra, (Â, δ̂) be its dual and W ∈ M(Â ⊗ A) be the Kac-
Takesaki operator related to (A, δ). We shall consider the twisted flip σW acting from Â ⊗ A to
A⊗ Â defined by

σW = σoAdW∗ = AdŴ oσ,

where σ is the flip map: σ(b⊗a) = a⊗ b for any a ∈ A and b ∈ Â. Then σW ∈ Mor(Â⊗A,A⊗ Â).

The quantum codouble of (A, δ) is by definition the pair (B, δB), where

B = Â⊗A

δB = (id⊗ σW ⊗ id)o(δ̂ ⊗ δ).

In the second formula δ̂ ⊗ δ ∈ Mor(Â ⊗ A, Â ⊗ Â ⊗ A ⊗ A) = Mor(B, Â ⊗ Â ⊗ A ⊗ A) and
id ⊗ σW ⊗ id ∈ Mor(Â ⊗ Â ⊗ A ⊗ A, Â ⊗ A ⊗ Â ⊗ A) = Mor(Â ⊗ Â ⊗ A ⊗ A,B ⊗ B). Therefore
δB ∈ Mor(B,B ⊗B). We start with the following

Proposition 8.1. The pair (B, δB) is a proper C∗-bialgebra with the cancellation property.

Proof. Clearly B is a separable C∗-algebra. Using formulae (3.8) and (3.21) one can easily verify
that

(8.1)
(δ ⊗ id)σW = (id⊗ σW )(σW ⊗ id)(id⊗ δ),

(id⊗ δ̂)σW = (σW ⊗ id)(id⊗ σW )(δ̂ ⊗ id).

Now the coassociativity of δB follows from a simple computation. For details see [22, the proof of
Theorem 4.1].

For any subset E ⊂ M(B ⊗ B) we denote by CLS {E} the norm-closed linear span of E. To
prove the properness and the cancellation property we have to show that CLS

{
δB(B)(1⊗B)

}
=

CLS
{
(B ⊗ 1)δB(B)

}
= B ⊗B.

We know that the set δ(A)(1⊗A) is a linearly dense subset of A⊗A. Therefore

CLS
{
δB(B)(1⊗B)

}
= Σ23CLS

{
W ∗

23

(
δ̂(Â)⊗ δ(A)

)
W23(1⊗ Â⊗ 1⊗A)

}
Σ23

= Σ23CLS
{
W ∗

23

(
δ̂(Â)⊗ δ(A)(1⊗A)

)
W23(1⊗ Â⊗ 1⊗ 1)

}
Σ23

= Σ23CLS
{
W ∗

23

(
δ̂(Â)⊗A⊗A

)
W23(1⊗ Â⊗ 1⊗ 1)

}
Σ23

= Σ23CLS
{
W ∗

23Ŵ12

(
Â⊗ 1⊗A⊗A

)
Ŵ ∗

12W23(1⊗ Â⊗ 1⊗ 1)
}

Σ23,

where in the last step we used the formula δ̂(b) = Ŵ (b⊗ 1)Ŵ ∗. The pentagonal equation implies
that Ŵ ∗

12W23 = W13Ŵ
∗
12W

∗
13. Therefore using in the second step the formula (Â⊗A)W = (Â⊗A)

we obtain

CLS
{
δB(B)(1⊗B)

}
= Σ23CLS

{
W ∗

23Ŵ12

(
Â⊗ 1⊗A⊗A

)
W13Ŵ

∗
12W

∗
13(1⊗ Â⊗ 1⊗ 1)

}
Σ23

= Σ23CLS
{
W ∗

23Ŵ12

(
Â⊗ 1⊗A⊗A

)
Ŵ ∗

12W
∗
13(1⊗ Â⊗ 1⊗ 1)

}
Σ23

= Σ23W
∗
23CLS

{
(δ̂(Â)⊗A⊗A)(1⊗ Â⊗ 1⊗ 1)

}
W ∗

13Σ23.



46 T. MASUDA, Y. NAKAGAMI, AND S. L. WORONOWICZ

We know that the set δ̂(Â)(1⊗ Â) is a linearly dense subset of Â⊗ Â. Therefore

CLS
{
δB(B)(1⊗B)

}
= Σ23W

∗
23(Â⊗ Â⊗A⊗A)W ∗

13Σ23

= Σ23(Â⊗ Â⊗A⊗A)Σ23

= Â⊗A⊗ Â⊗A = B ⊗B.

In the similar way one can show that CLS
{
(B ⊗ 1)δB(B)

}
= B ⊗B. �

Let η, η̂ and ηL be the GNS maps considered in previous sections. We shall also use the GNS
map η̂L defined on Â, introduced by the formula

(8.2) η̂L(b) = Jη̂(R̂(b∗))

dual to (5.27). By definition D(η̂L) =
{
b ∈ Â : R̂(b∗) ∈ D(η̂)

}
. As we know, η and ηL are GNS

maps related to the right and left Haar weights h and hoR on (A, δ). In the same way, η̂ and η̂L
are GNS maps related to the right and left Haar weights ĥ and ĥoR̂ on (Â, δ̂). We shall use the
tensor product of GNS mappings (see Appendix E). Let

(8.3)
ηB = η̂L ⊗ η,

ηBd = η̂ ⊗ ηL.

Then ηB and ηBd are closed densely defined GNS maps on B = Â⊗ A with values in H⊗H. Let
U ∈ L(H⊗H) be the unitary operator introduced by

(8.4) U = W (Ĵ ⊗ J)W (Ĵ ⊗ J).

We recall that W ∈M(Â⊗A) = M(B).

Proposition 8.2. We have : D(ηBd ) = AdW∗(D(ηB)) and

(8.5) U∗ηB(c) = λi/4ηBd (AdW∗(c))

for any c ∈ D(ηB).

Proof. Recall that Srelη(a) = ηL(a∗) for a ∈ D(η) ∩ D(ηL)∗ and (cf. (7.11)) Srel = λ−i/8J∆1/2
rel .

By duality Ŝrelη̂(a) = η̂L(a∗) for a ∈ D(η̂) ∩ D(η̂L)∗ and Ŝrel = λi/8Ĵ∆̂1/2
rel . To make the notation

shorter we set JB = Ĵ ⊗ J . For any a ∈ D(η) ∩ D(ηL)∗ and b ∈ D(η̂) ∩ D(η̂)∗ we have

UηBd (b∗ ⊗ a∗) = WJBWJB(η̂(b∗)⊗ ηL(a∗)) = WJBWJB(Ŝ ⊗ Srel)(η̂(b)⊗ η(a))

= λ−i/8WJBW (∆̂⊗∆rel)1/2(η̂(b)⊗ η(a))

= λ−i/8WJB(∆̂rel ⊗∆)1/2W (η̂(b)⊗ η(a))

= λ−i/8WJB(∆̂rel ⊗∆)1/2(η̂ ⊗ η)(W (b⊗ a))

= λ−i/4W (Ŝrel ⊗ S)(η̂ ⊗ η)(W (b⊗ a)),

where in the fourth step we used relation (7.7). Since W (b⊗a) ∈ D(η̂⊗η) and (η̂⊗η)(W (b⊗a)) ∈
D(Ŝrel ⊗ S), it follows (cf. Theorem D.5) that (b⊗ a)∗W ∗ ∈ D(η̂L ⊗ η). Hence we see that

UηBd (b∗ ⊗ a∗) = λ−i/4W (Ŝrel ⊗ S)(η̂ ⊗ η)(W (b⊗ a))

= λ−i/4W (η̂L ⊗ η)((b∗ ⊗ a∗)W ∗)

= λ−i/4(η̂L ⊗ η)(W (b∗ ⊗ a∗)W ∗) = λ−i/4ηB(AdW (b∗ ⊗ a∗)).

Since the algebraic tensor product of D(η̂)∩D(η̂)∗ and D(ηL)∩D(η)∗ is a core for the GNS mapping
ηBd , it follows from the above argument that AdW (c) ∈ D(ηB) and

(8.6) UηBd (c) = λ−i/4ηB(AdW (c))

for any c ∈ D(ηBd ). Hence we see that AdW (D(ηBd )) ⊂ D(ηB). Passing to the dual state-
ment we obtain AdW∗(D(ηB)) ⊂ D(ηBd ). Combining the two inclusions we obtain the equality
AdW∗(D(ηB)) = D(ηBd ). To end the proof we notice that (8.6) is equivalent to (8.5).

�

Now we shall introduce the unitary antipode, the scaling group and the Haar weight related to
(B, δB):



A C∗-ALGEBRAIC FRAMEWORK FOR QUANTUM GROUPS 47

(8.7)

RB = (R̂⊗R)oAdW∗ ,

τBt = τ̂t ⊗ τt,

hB = ĥoR̂⊗ h,


where hB = ĥoR̂ ⊗ h is the weight on B associated with the GNS mapping ηB = η̂L ⊗ η. Using
the properties

(R̂⊗R)(W ) = W, (R̂⊗R)oAdW∗ = AdW o(R̂⊗R), (τ̂t ⊗ τt)(W ) = W, λ̂λ = 1

one can easily verify the following:

Proposition 8.3. RB is an involutive antiautomorphism of B,
{
τBt
}
t∈R is a strongly continuous

one parameter group of automorphisms of B commuting with RB and hB is a locally finite, strictly
faithful, lower semicontinuous weight on B such that hBoτBt = hB for all t ∈ R. Moreover

(8.8) hBoRB = hB .

Proof. Only the last formula needs a justification. Let hBd be the weight on B related to the GNS
map ηBd . By definition

hBd = ĥ⊗ hoR = (ĥoR̂⊗ h)o(R̂⊗R) = hBo(R̂⊗R).

Therefore
hBoRB = hBd oAdW∗ = hB ,

where the last equality follows immediately from (8.5). �

Our main aim in this section is to show that (B, δB) is a weighted Hopf C∗-algebra. To this end
we shall use Theorem 3.9 with A, δ,R, τ and h replaced by B, δB , RB , τB and hB . Then the role
of H and η is played by HB = H⊗H and ηB and the unitary W (denoted in the present case by
WB) acts on HB ⊗HB = H⊗H⊗H⊗H. We shall prove that

(8.9) WB = U12Ŵ13U
∗
12W24.

satisfies all the assumptions of Theorem 3.9. Remembering that W ∈M(Â⊗A) ⊂M(K(H)⊗A)
and Ŵ ∈M(A⊗ Â) ⊂M(K(H)⊗ Â) we see that WB ∈M(K(H)⊗K(H)⊗ Â⊗A) and

(8.10) WB ∈M(K(HB)⊗B).

In the following propositions we shall use a special notation. For any ϕ ∈ A∗ and any a ∈ A we
set: ϕ∗(a) = ϕ ∗ a. Then ϕ∗ is a linear mapping acting on A. Similarly for any ψ ∈ Â∗ and any
b ∈ Â we set: ψ∗(b) = ψ ∗ b. Then ψ∗ is a linear mapping acting on Â. Clearly

ϕ∗ = (id⊗ ϕ)oδ,
ψ∗ = (id⊗ ψ)oδ̂.

One can easily verify that ϕ∗ and ψ∗ are completely bounded. Consequently ψ∗ ⊗ id and id⊗ ϕ∗
are bounded linear mappings acting on B = Â⊗A.

Proposition 8.4. For any ψ ∈ Â∗, ϕ ∈ A∗ we have :

(8.11)
(id⊗ id⊗ ψ ⊗ ϕ)WB = U

[
(id⊗ ψ)Ŵ ⊗ 1

]
U∗
[
1⊗ (id⊗ ϕ)W

]
,

(id⊗ id⊗ ψ ⊗ ϕ)oδB = AdW o(ψ∗ ⊗ id)oAdW∗o(id⊗ ϕ∗).

Proof. The first formula follows immediately from (8.9). Using the second formula of (8.1) we
compute:

(σW ⊗ id⊗ id)oδB = (σW ⊗ id⊗ id)o(id⊗ σW ⊗ id)o(δ̂ ⊗ δ)

= (id⊗ δ̂ ⊗ id)o(σW ⊗ id)o(id⊗ δ).
Therefore

δB = (σ−1
W ⊗ id⊗ id)o(id⊗ δ̂ ⊗ id)o(σW ⊗ id)o(id⊗ δ)

and
(id⊗ id⊗ ψ ⊗ ϕ)oδB = σ−1

W
o(id⊗ ψ∗)oσW o(id⊗ ϕ∗).

Remembering that σW = σoAdW∗ and using the relation σo(id⊗ψ∗)oσ = ψ∗⊗ id we get the second
formula of (8.11). �
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Proposition 8.5.
1. For any ϕ ∈ A∗ and any c ∈ D(ηB) we have : (id⊗ ϕ∗)c ∈ D(ηB) and

ηB((id⊗ ϕ∗)c) =
[
1⊗ (id⊗ ϕ)W

]
ηB(c) .

2. For any ψ ∈ Â∗ and any c ∈ D(ηBd ) we have : (ψ∗ ⊗ id)c ∈ D(ηBd ) and

ηBd ((ψ∗ ⊗ id)c) =
[
(id⊗ ψ)Ŵ ⊗ 1

]
ηBd (c) .

3. For any µ ∈ B∗ and any c ∈ D(ηB) we have : (id⊗ µ)δB(c) ∈ D(ηB) and

ηB
(
(id⊗ µ)δB(c)

)
=
[
(id⊗ µ)WB

]
ηB(c).

In the last point, id denotes the identity map acting on operators in H⊗H.

Proof. Ad 1. For any σ-weakly continuous functional ϕ, the mapping id ⊗ ϕ maps strongly
convergent sequences into strongly convergent sequences. Formula δ(a) = W (1⊗ a)W ∗ (cf. (3.7))
shows that the comultiplication δ has the same property. Therefore ϕ∗ maps strongly convergent
sequences into strongly convergent sequences. Therefore we may assume that c = b ⊗ a, where
b ∈ D(η̂L) and a ∈ D(η) (by definition D(η̂L)⊗alg D(η) is a core of ηB = η̂L ⊗ η). In this case our
relation takes the form

η̂L(b)⊗ η(ϕ ∗ a) = η̂L(b)⊗ [(id⊗ ϕ)W ] η(a),

which immediately reduces to (1.6) (cf. (3.6)).

Ad 2. In this point we may assume that c = b⊗ a, where b ∈ D(η̂) and a ∈ D(ηL). In this case
our relation takes the form

η̂
(
(id⊗ ψ)δ̂(b)

)
⊗ ηL(a) =

[
(id⊗ ψ)Ŵ

]
η̂(b)⊗ ηL(a),

which immediately reduces to (7.2).

Ad 3. By Remark 3.10 we may assume that µ = ψ ⊗ ϕ, where ψ ∈ Â∗ and ϕ ∈ A∗. (the reader
should notice that Â∗⊗algA∗ is norm dense in B∗). Let c ∈ D(ηB). Using Statement 1, Proposition
8.2, Statement 2 and again Proposition 8.2 we obtain: (id⊗ϕ∗)c ∈ D(ηB), AdW∗(id⊗ϕ∗)c ∈ D(ηBd ),
(ψ∗ ⊗ id)AdW∗(id⊗ ϕ∗)c ∈ D(ηBd ) and

AdW (ψ∗ ⊗ id)AdW∗(id⊗ ϕ∗)c ∈ D(ηB) .

According to (8.11) the last expression coincides with (id ⊗ µ)δB(c). Taking into account (8.11)
and (8.5) we have:[

(id⊗ µ)WB
]
ηB(c) = U

[
(id⊗ ψ)Ŵ ⊗ 1

]
U∗
[
1⊗ (id⊗ ϕ)W

]
ηB(c)

= U
[
(id⊗ ψ)Ŵ ⊗ 1

]
U∗ηB((id⊗ ϕ∗)c)

= λi/4U
[
(id⊗ ψ)Ŵ ⊗ 1

]
ηBd (AdW∗(id⊗ ϕ∗)c)

= λi/4UηBd ((ψ∗ ⊗ id)AdW∗(id⊗ ϕ∗)c)

= ηB(AdW (ψ∗ ⊗ id)AdW∗(id⊗ ϕ∗)c)

= ηB((id⊗ µ)δB(c)).

�

Let κB = RBoτBi/2. Then κB = (κ̂ ⊗ κ)oAdW∗ . Let ψ ∈ Â∗ and ϕ ∈ A∗ be linear functionals

such that ψoκ̂ ∈ Â∗ and ϕoκ ∈ A∗. For any c ∈ B we set:

(8.12) µ(c) = (ψ ⊗ ϕ)(W ∗cW ).

Then µ ∈ B∗ and one can easily verify that

µoκB = ψoκ̂⊗ ϕoκ.

In particular µoκB ∈ B∗.

Proposition 8.6. For any µ ∈ B∗ such that µoκB ∈ B∗ we have :

(8.13) (id⊗ µoκB)WB = (id⊗ µ)(WB∗).
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Proof. In the following computation we use leg numbering notation for operators acting on H⊗4 =
H⊗H⊗H⊗H. Our first aim is formula (8.16). We start with the pentagonal equation W ∗

14W
∗
13 =

W34W
∗
13W

∗
34. Multiplying the both sides from the right by W ∗

12 we get

W ∗
14W

∗
13W

∗
12 = W34W

∗
13W

∗
12W

∗
34.

Combining this formula with the pentagonal equation W ∗
13W

∗
12 = W23W

∗
12W

∗
23 we obtain:

(8.14) W ∗
14W23W

∗
12W

∗
23 = W34W23W

∗
12W

∗
23W

∗
34.

For any operator V acting on H⊗4 we set:

Ad(V ) = (J ⊗ Ĵ ⊗ J ⊗ Ĵ)V (J ⊗ Ĵ ⊗ J ⊗ Ĵ).

ClearlyAd is an conjugate linear multiplicative operation acting on L(H⊗4). Using (5.22) we obtain
immediately the relations: Ad(W34) = W ∗

34, Ad(W ∗
14) = W14 and Ad(W ∗

12) = W12. Furthermore,
taking into account definition (8.4) we see that Ad(W23) = U23W

∗
23. Applying Ad to the both

sides of (8.14) we get:

W14U23W
∗
23W12W23U

∗
23 = W ∗

34U23W
∗
23W12W23U

∗
23W34.

Multiplying both sides byW13 from the right and using pentagonal equationW34W13 = W13W14W34

we obtain

(8.15) W14U23W
∗
23W12W23U

∗
23W13 = W ∗

34U23W
∗
23W12W23U

∗
23W13W14W34.

The reader should notice that the ‘third leg’ of W23U
∗
23 = {(Ĵ ⊗ J)W ∗(Ĵ ⊗ J)}23 ‘belongs’ to the

commutant A′ of A, whereas W13 ∈M(Â⊗1⊗A⊗1). Therefore W23U23 commutes with W13 and

W ∗
23W12W23U

∗
23W13 = W ∗

23W12W13W23U
∗
23 = W12U

∗
23.

Therefore (8.15) takes the form

W14U23W12U
∗
23 = W ∗

34U23W12U
∗
23W14W34.

Now we perform the cyclic permutation of the first threeH inH⊗4 = H⊗H⊗H⊗H. It results with
the following replacement of the ‘leg numbers’: 1 → 3 → 2 → 1. Then W12 goes into W31 = Ŵ ∗

13

and our formula takes the form

W34U12Ŵ
∗
13U

∗
12 = W ∗

24U12Ŵ
∗
13U

∗
12W34W24.

Rearranging this formula we obtain

(8.16) WB∗ = W ∗
24U12Ŵ

∗
13U

∗
12 = W34U12Ŵ

∗
13U

∗
12W

∗
24W

∗
34.

Let µ be the functional on B introduced by (8.12). Applying id⊗ µ to the both sides of (8.16)
and using in the third step formulae (3.13) and (7.3) we obtain:

(id⊗ µ)WB∗ = (id⊗ id⊗ ψ ⊗ ϕ)
(
U12Ŵ

∗
13U

∗
12W

∗
24

)
= U

[
(id⊗ ψ)(Ŵ ∗)⊗ 1

]
U∗
[
1⊗ (id⊗ ϕ)(W ∗)

]
= U

[
(id⊗ ψoκ̂)Ŵ ⊗ 1

]
U∗
[
1⊗ (id⊗ ϕoκ)W

]
= (id⊗ id⊗ ψoκ̂⊗ ϕoκ)

(
U12Ŵ13U

∗
12W24

)
= (id⊗ µoκB)(WB).

In this way we showed that (8.13) holds for any µ of the form (8.12). Clearly the set of functionals
of the form (8.12) is linearly weakly∗ dense in B∗. Moreover for any t ∈ R the functional µoτBt
is again of the form (8.12). Indeed, remembering that W commutes with Q ⊗ Q we see that
τBt = τ̂t ⊗ τt commutes with AdW∗ and

µoτBt (c) = (ψoτ̂t ⊗ ϕoτt)(W ∗cW ).

Now, using Remark 3.11 we obtain (8.13) in full generality. �

Let us summarize the results obtained so far. We have constructed the sequence of objects:
B, δB , RB , τB , hB , ηB ,WB . Taking into account Proposition 8.1, Proposition 8.3, formula (8.10),
Statement 3 of Proposition 8.5 and Proposition 8.6 we see that these objects satisfy all the as-
sumptions of Theorem 3.9. Making profit of this theorem we obtain

Theorem 8.7. The pair (B, δB) is a unimodular weighted Hopf C∗-algebra with λ = 1. The
unitary antipode, the scaling group and the Haar weight related to (B, δB) are given by (8.7). The
corresponding Kac-Takesaki operator coincides with (8.9).
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The unimodularity of (B, δB) follows from (8.8). It shows that the left and right Haar weights
coincide. By the theory developed in Section 3, WB is a manageable multiplicative unitary.
Inserting definition (8.4) into (8.9) we obtain

WB =
(
(Ĵ ⊗ J)W (Ĵ ⊗ J)

)
12
W12Ŵ13W

∗
12

(
(Ĵ ⊗ J)W ∗(Ĵ ⊗ J)

)
12
W24.

By pentagonal equation W12Ŵ13W
∗
12 = Ŵ23Ŵ13. Therefore

WB =
(
(Ĵ ⊗ J)W (Ĵ ⊗ J)

)
12
Ŵ23Ŵ13

(
(Ĵ ⊗ J)W ∗(Ĵ ⊗ J)

)
12
W24.

This formula admits further simplification:

WB = Ŵ23Ŵ13

(
(J ⊗ J)Ŵ ∗(J ⊗ J)

)
23
W24.

The verification of the last equality is left to the reader as an (un-easy) exercise.

9. Appendix

A. Multipliers and morphisms. In this Appendix, we collect some technical statements con-
cerning the multipliers and the morphisms of the C∗-algebras.

For any ϕ ∈ A∗ and a, b ∈ A we define functionals bϕ and ϕa in A∗ by

(bϕ)(a) = ϕ(ab) = (ϕa)(b).

Then A∗ is a Banach A-bimodule.

Let A be a C∗-algebra and {eα} an approximate identity of A. Let ϕ ∈ A∗. Then ϕ is written
in the form ϕ(a) = (x|π(a)y), where {π,H} is a representation of A and x, y ∈ H. For any a ∈ A
we have

|(eαϕ− ϕ)(a)| = |ϕ(aeα − a)| = |(x|π(aeα − a)y)| ≤ ‖x‖ ‖a‖ ‖π(eα)y − y‖
and

|(ϕeα − ϕ)(a)| = |ϕ(eαa− a)| = |(x|π(eαa− a)y)| ≤ ‖π(eα)x− x‖ ‖a‖ ‖y‖.
Hence the sets {ϕeα} and {eαϕ} converges in norm to ϕ. Thus we find that

{aϕ : a ∈ A,ϕ ∈ A∗} = {ϕa : a ∈ A,ϕ ∈ A∗} = A∗.(A.1)

Now we recall the Doran-Wichmann’s factorization theorem:

Theorem A.1 ([5]). Let B be a Banach algebra and E a left (resp. right) Banach B-module. If
B has a left (resp. right) approximate identity bounded by K ≥ 1, then for any x ∈ E and for any
ε > 0 there exist b ∈ B and y ∈ E such that

x = by, ‖b‖ ≤ K, y ∈ Bx (resp. y ∈ xB), ‖y − x‖ < ε.

In particular, BE = BE (resp. EB = EB).

Combining this theorem with (A.1), we find that

Proposition A.2. Let A be a C∗-algebra. Then A∗ = AA∗ = A∗A, i.e. for any ϕ ∈ A∗ there
exist ψ ∈ A∗ and a ∈ A such that ϕ = aψ (or ϕ = ψa).

Lemma A.3. Let A and B be C∗-algebras and ϕ ∈ B∗. Then the slice mapping idA⊗ϕ : A⊗B → A
has an extension (idA ⊗ ϕ)̃ from M(A⊗B) to M(A) such that ‖(idA ⊗ ϕ)̃ ‖ = ‖ϕ‖.

Proof. Let {cα} be a net in A ⊗ B converging to zero with respect to the strict topology on
M(A ⊗ B). By Proposition A.2 ϕ is of the form bψ for some b ∈ B and ψ ∈ B∗. Then, by the
boundness of ψ, for any a ∈ A, {(idA ⊗ ϕ)(cα)}a = (idA ⊗ ψ)(cα(a ⊗ b)) converges in norm to
zero. Similarly, we obtain that the net {a{(idA ⊗ ϕ)(cα)}} converges in norm to zero. This proves
that the net {(idA ⊗ ϕ)(cα)} converges to zero with respect to the strict topology. Hence the slice
mapping idA ⊗ ϕ : A ⊗ B → A has an extension to the mapping (idA ⊗ ϕ)̃ from M(A ⊗ B) to
M(A).

It is known that the unit ball of a C∗-algebra is strictly dense in the unit ball of the multiplier
algebra. Therefore the norm of (idA⊗ϕ)̃ coincides with the norm of id⊗ϕ. It is clear that norms
id⊗ ϕ and ϕ are the same. �

Throughout this paper, the notion of the morphism between the two C∗-algebras plays an
important role. Here we recall the definition of the morphism.
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Definition A.4 ([31]). Let A and B be C∗-algebras. Then π is said to be in the set Mor(A,B) of
morphisms from A to B if π is a homomorphism from the C∗-algebra A to the multiplier algebra
M(B) such that the subset π(A)B of B is norm dense in B.

Each morphism π of A to B can be extended uniquely to a morphism π̃ of the multiplier algebra
M(A) to the multiplier algebra M(B):

π̃(m)
∑
i

π(ai)xi =
∑
i

π(mai)xi

for m ∈ M(A), ai ∈ A and xi in the carrier Hilbert space of B. In this paper this extension of π
is denoted by the same letter (we omit tilde).

The morphisms admit even further extensions to unbounded elements affiliated with C∗-algebras
(see [30, 31]). If ρ is a strictly positive self-adjoint operator affiliated with A, then

{
ρit
}
t∈R is a

one parameter group of unitaries in M(A) continuous with respect to the strict topology and
π(ρ)it = π(ρit). In this formula π(ρ) denotes the element affiliated with B corresponding (via
morphism π ∈ Mor(A,B)) to ρ affiliated with A.

B. GNS maps. This Appendix is devoted to the notion of GNS map. Neglecting certain details
this notion is equivalent to the notion of generalized Hilbert algebra. In our opinion it is more
convenient, when we have to deal with many different scalar products defined on the same operator
algebra.

In the following definition operator algebra means either C∗-algebra or von Neumann algebra
of operators acting on a Hilbert space H. In the C∗-algebra case we shall assume that it acts on H
in a non-degenerate way. Consequently in the case of von Neumann algebra we understand that
it contains the identity operator 1H.

Definition B.1. Let B be an operator algebra acting on a Hilbert space H and η be a (unbounded)
linear mapping from B into H. We say that η is a GNS map if the domain D(η) is a left ideal in
B and

(B.1) η(ab) = aη(b)

for any a ∈ B and b ∈ D(η). The GNS map η is called closed if it is closed with respect to strong
operator topology on B and norm topology on H. We say that a GNS map defined on a C ∗-algebra
is densely defined if its domain is norm dense in the C ∗-algebra. Similarly a GNS map defined
on a von Neumann algebra is said to be densely defined if its domain is strongly dense in the von
Neumann algebra.

The reader should notice that using the term ’densely defined‘ we refer to different topologies
in C∗-algebra and von Neumann algebra cases. On the contrary to define closedness we use in
both cases the same strong operator topology on B. The same topology is used when we speak
about continuous GNS maps, closable GNS maps, the closure of a GNS map and a core (essential
domain) of a GNS map.

Let B be an operator algebra acting on a Hilbert space H and Ω ∈ H. For any b ∈ B we set

η(b) = bΩ.

Then η is a continuous GNS map with D(η) = B. To obtain less trivial example assume that H is
a direct orthogonal sum of a family {Hi}i∈I of B-invariant subspaces and for each i ∈ I pick up a
vector Ωi ∈ Hi. Then the formula

(B.2) η(b) =
∑
i∈I

bΩi.

defines a closed GNS map. By definition D(η) is the set of all b ∈ B for which the above series
is norm convergent. It turns out (cf. Theorem B.7) that any closed GNS map defined on a von
Neumann algebra acting on a separable Hilbert space is of the form (B.2) with a denumerable
index set I.

Now we introduce the notion of the commutant η′ of a GNS-map η. Let B be an operator
algebra acting on a Hilbert space H, η be a GNS map defined on B and B′ be the commutant of
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B. Assume that the intersection of kernels of all b ∈ D(η) is trivial. This is always the case, when
η is densely defined. For any c′ ∈ B′ and x ∈ H we set:

(B.3)

 c′ ∈ D(η′)
and

x = η′(c′)

⇐⇒

 c′η(b) = bx
for all
b ∈ D(η)

 .

The reader should notice that there is at most one vector x satisfying the right hand side of the
above equivalence. One can easily verify that B′ is a von Neumann algebra and that η′ is a closed
GNS map defined on B′. It turns out (cf. Theorem B.2) that η′ is densely defined provided η is
closable.

In the following statements we use the double commutant η′′ of a GNS map η. If η is defined
on an operator algebra B then η′′ is defined on the double commutant B′′. By the famous von
Neumann density theorem, B′′ is the strong closure of B. We have the following

Theorem B.2. Let B be an operator algebra acting on a Hilbert space H and η be a closable GNS
mapping densely defined on B. Then η′ is densely defined on the von Neumann algebra B′, η′′ is
an extension of η and D(η) is a core of η′′.

Proof. The inclusion η ⊂ η′′ is obvious. Let η be the closure of η′′ restricted to D(η), a ∈ B′′ and
x ∈ H. We have to show that

(B.4)

 aη′(p) = px
for all

p ∈ D(η′)

 =⇒

 a ∈ D(η)
and

x = η(a)

 .

The condition on the right hand side of (B.4) means that the pair (a, x) belongs to the closure of
the graph of η in the (strong×norm)-topology. Remembering that the neighborhoods in strong
topology are determined by finite sets of vectors it is sufficient to show that for any Ω1,Ω2, . . . ,Ωn ∈
H and

(B.5)
for any ε > 0 there exists b ∈ D(η) such that

‖x− η(b)‖2 +
∑n
k=1 ‖aΩk − bΩk‖2 < ε2.

Let H̃ be the direct sum of 1+n copies ofH. The copies will be labelled by numbers 0, 1, 2, . . . , n.
For any k = 0, 1, . . . , n we denote by xk ∈ H the k-th component of a vector x ∈ H̃. Consequently
for any b ∈ L(H̃), the matrix elements of b will be denoted by bkl ∈ L(H) (k, l = 0, 1, 2, . . . , n). In
what follows we shall use the diagonal action of B on H̃: any b ∈ B defines an operator b̃ ∈ L(H̃)
with matrix elements b̃kl = bδkl (k, l = 0, 1, 2, . . . , n).

For any b ∈ D(η) we denote by η̃(b) the element of H̃ such that

η̃(b)k =
{
η(b) for k = 0
bΩk for k = 1, 2, . . . , n.

We shall also use the vector x̃ ∈ H̃ such that

x̃k =
{

x for k = 0
aΩk for k = 1, 2, . . . , n.

With this notation, (B.5) may be rewritten in the following equivalent form:

(B.6) x̃ ∈
{
η̃(b) : b ∈ B

}closure

Let p ∈ L(H̃) be the orthogonal projection onto orthogonal complement of
{
η̃(b) : b ∈ B

}
. One

can easily show that the latter space is invariant under the diagonal action of B. Therefore the
matrix elements of p belongs to the commutant of B: pkl ∈ B′ for all k, l = 0, 1, 2, . . . , n. By
definition pη̃(b) = 0. It means that

pk0η(b) +
n∑
l=1

pklbΩl = 0

and

pk0η(b) = −b
n∑
l=1

pklΩl
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for k = 0, 1, 2, . . . , n. This relation holds for all b ∈ D(η). Definition (B.3) shows now that
pk0 ∈ D(η′) and η′(pk0) = −

∑n
l=1 pklΩl.

Assume now that the condition on the left hand side of (B.4) is satisfied. Then

pk0x = aη′(pk0) = −a
n∑
l=1

pklΩl

and

pk0x+
n∑
l=1

pklaΩl = 0.

This relation holds for k = 0, 1, 2, . . . , n. It shows that px̃ = 0 and (B.6) follows. This way the
implication (B.4) is proved.

Setting a = 0 we see that x = 0 is the only vector killed by all p ∈ D(η′). Remembering that
D(η′) is a left ideal in B′ and using [4, Chapitre I, §3, Corollaire 3] we see that D(η′) is dense in
B′. Comparing now (B.4) with (B.3) we see that η is an extension of η′′: η′′ ⊂ η. The converse
inclusion is obvious: η′′ is an extension of η and η′′ is closed. Hence η ⊂ η′′.

�

Assume now that H is separable. Our nearest aim is to show that any closed GNS map is of
the form (B.2). We start with the following

Proposition B.3. Let M a von Neumann algebra acting on a separable Hilbert space H and η be
a closed GNS-mapping on M . Then there exists d ∈ D(η) such that Md is a core for η. One may
choose d in such a way that d ≥ 0 and Sp(d) ⊂ {1, 2−1, 2−2, . . . , 0}.

Proof.At first we shall prove that there exists elements cn ∈ D(η) (n = 1, 2, . . . ) such that the set

(B.7)
{
cn : n = 1, 2, . . .

}linear span

is a core for η. We know that η is closed with respect to the strong topology on M and norm
topology on H. We shall use the graph topology on D(η). Let

K = {a ∈ D(η) : ‖a‖ ≤ 1, ‖η(a)‖ ≤ 1} .
Clearly, K is a closed subset of D(η). Choosing an orthonormal basis {en}n∈N in H and setting

d(a, b)2 =
∞∑
n=1

1
4n
‖(a− b)en‖2 + ‖η(a− b)‖2,

we define a metric d on K. One can easily show that the topology induced by this metric coincides
with the graph topology on D(η) restricted to K. Moreover, the mapping

K 3 a 7−→

( ∞∑
n=1

⊕ 1
2n
aen

)
⊕ η(a) ∈

( ∞∑
n=1

⊕
H

)
⊕H

is an isometric embedding and the target Hilbert space is separable. Therefore there exists a
denumerable subset dense in K. The linear span of this subset is the core for η of the form (B.7).

Multiplying if necessary by a decreasing sequence of positive numbers we may assume that∑
‖cn‖ < ∞ and

∑
‖η(cn)‖ < ∞. Using sequence {cn}n=1,2,..., we define a bounded linear

mapping c

H 3 x 7−→ cx =
∞∑
n=1

⊕
cnx.

Then c∗c =
∑∞
n=1 c

∗
ncn ∈ M . Let d =

√
c∗c and c = ud be the polar decomposition of c. Then

d ∈M and the isometry u is of the form

H 3 x 7−→ ux =
∞∑
n=1

⊕
unx ∈

∞∑
n=1

⊕
H,

where all un ∈M and ‖un‖ ≤ 1. Relation c = ud means that

(B.8) cn = und

for all n = 1, 2, . . . , whereas relation d = u∗c is equivalent to

d =
∞∑
n=1

u∗ncn.
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The above series is norm converging. Also the series
∑
u∗nη(cn) is norm converging. Remembering

that η is closed we conclude that d ∈ D(η) and Md ⊂ D(η) (D(η) is a left ideal!). Formula (B.8)
shows now that the set (B.7) is contained in Md. Therefore Md is a core for η.

The element d constructed above is self-adjoint and positive. We may assume that ‖d‖ < 1. Let
f be a simple function on [0, 1) defined by f(0) = 0 and

f(t) =
1

2n+1
for t ∈

[
1

2n+1
,

1
2n

)
.

for n = 0, 1, 2, . . . . Then t/2 ≤ f(t) ≤ t for t ∈ [0, 1]. Using this estimate one can easily show
that d and f(d) generate the same left ideal in M : Md = Mf(d). Moreover f(d) ≥ 0 and
Sp f(d) ⊂ {1, 2−1, 2−2, . . . , 0}. This way the last Statement of our Proposition is shown.

�

Definition B.4. Let B be an operator algebra acting on a separable Hilbert space H and η be a
closed densely defined GNS-mapping on B. Assume that {Ωn}n=1,2,... is a sequence of elements of
H such that BΩn ⊥ BΩm for n 6= m and

(B.9) η(b) =
∞∑
n

bΩn.

for any b ∈ D(η). Then we say that (B.9) is a vector presentation of the GNS mapping η.

Proposition B.5. Let (B.9) be a vector presentation of a GNS map η of a closed densely defined
GNS map η. Then for any b ∈ D(η′′) we have

(B.10) η′′(b) =
∞∑
n=1

bΩn.

Proof. Let Pn be the orthogonal projection onto BΩn (n = 1, 2, . . . ). Then Pn (n = 1, 2, . . . ) are
pairwise orthogonal projections and denoting by P0 the projection onto the orthogonal complement
of
∑⊕

BΩn we obtain the decomposition of unity:

1 =
∞∑
n=0

Pn

Clearly all Pn belong to B′. For n = 1, 2, . . . we have

Pnη(b) = Pn

∞∑
n=1

bΩn = bΩn

for all b ∈ B. It shows that Pn ∈ D(η′) and η′(Pn) = Ωn. Moreover P0η(b) = 0 for all b ∈ B.
Therefore P0 ∈ D(η′) and η′(P0) = 0.

Assume that b ∈ D(η′′). Then for any c ∈ D(η′) we have cη′′(b) = bη′(c). Setting c = Pn we
obtain Pnη

′′(b) = bη′(Pn) = bΩn for n = 1, 2, . . . and P0η
′′(b) = bη′(P0) = 0 for n = 0. Summing

over n we get (B.10).
�

Definition B.6. A vector presentation (B.9) is said to be exact if D(η′′) coincides with the set of
all elements b ∈ B′′ such that the sum (B.10) is convergent.

We know that any bounded GNS-map η is of the form η(a) = aΩ, where Ω ∈ H. We shall use
the Proposition B.3 to prove the following nice generalization of this fact.

Theorem B.7. Let B be an operator algebra acting on a separable Hilbert space H and η be a
closed densely defined GNS-mapping on B. Then η admits an exact vector presentation.

Proof. Let η′ be the commutant of η. By Proposition B.3, there exists d ∈ D(η′) such that B′d is
a core for η′. Assume that a vector x ∈ ker d. Then cdx = 0 for any c ∈ B′. Therefore x is killed
by all elements of D(η′). Remembering that D(η′) is strongly dense in B′ we see that x = 0. This
way we have shown that ker d = {0}.

By the last sentence of Proposition B.3, we may assume that d is a self-adjoint positive operator
with spectrum contained in {1, 2−1, 2−2, . . . , 0}. Then

d =
∞∑
n=1

2−nPn,
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where Pn ∈ B′ are orthogonal projections such that PnPm = 0 for n 6= m. Remembering that the
kernel of d is trivial we obtain

∞∑
n=1

Pn = I

For any n = 1, 2, . . . , we set:
Ωn = 2nPnη′(d).

Then dΩn = Pnη
′(d) and

(B.11)
∞∑
n=1

dΩn =
∞∑
n=1

Pnη
′(d) = η′(d).

The reader should notice that the above series is norm converging. Since Pn ∈ B′, the subspace
PnH is B-invariant and BΩn ⊂ PnH. Remembering that PnPm = 0 we see that BΩn ⊥ BΩm for
n 6= m. Formula Pn = 2nPnd shows that Pn ∈ D(η′) and η′(Pn) = 2nPnη′(d) = Ωn for all natural
n.

Let b ∈ D(η). Then, for any natural n, Pnη(b) = bη′(Pn) = bΩn. Therefore

η(b) =
∞∑
n=1

Pnη(b) =
∞∑
n=1

bΩn.

Clearly the above formula is a vector presentation of η. If the series

x =
∞∑
n=1

bΩn

is converging for some b ∈ B′′, then, using (B.11) we obtain:

dx =
∞∑
n=1

dbΩn =
∞∑
n=1

bdΩn = b
∞∑
n=1

dΩn = bη′(d).

Therefore for any c ∈ B′, cdx = cbη′(d) = bcη′(d) = bη′(cd). Remembering that B′d is a core for η′

we see that cx = bη′(c) for all c ∈ D(η′). Hence b ∈ D(η′′). It shows that the vector presentation
constructed above is exact.

�
Let us also note the following interesting

Proposition B.8. Let B an operator algebra acting on a separable Hilbert space H, η be a closed
densely defined GNS mapping on B with a vector presentation

(B.12) η(b) =
∑
n

bΩn

and Pn ∈ D(η′) be the orthogonal projection onto BΩn, n = 1, 2, . . . (see the proof of Proposition
B.5). Then the following statements are equivalent:

(1) The vector presentation (B.12) is exact.

(2) The left ideal of B′ generated by {P1, P2, . . . } is a core for η′.

Proof. Ad 2 ⇒ 1.
Let b be an element of B′′. If the series

∑
k bΩk is convergent, then for any a ∈ B′ and any

n = 1, 2, . . . we have:
bη′(aPn) = abη′(Pn) = abΩn = aPn

∑
k

bΩk .

If the left ideal in B′ generated by {P1, P2, . . . } is a core for η′ then bη′(a) = a
∑
k bΩk for all

a ∈ D(η). Hence b ∈ D(η′′) and η′′(b) =
∑
k bΩk. It shows that the vector presentation (B.12) is

exact.

Ad 1 ⇒ 2.
Assume now that the left ideal I of B′ generated by {P1, P2, . . . } is not a core for η′. Let θ be

the closure of η′ restricted to I. Then θ : B′ → H is a GNS mapping, θ ⊂ η′ and θ 6= η′. Therefore
η′′ ⊂ θ′ and η′′ 6= θ′. Hence there exists b ∈ D(θ′) such that b /∈ D(η′′). Clearly Pn ∈ D(θ) and
θ(Pn) = η′(Pn) = Ωn. Now we have

bΩn = bθ(Pn) = Pnθ
′(b)
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and the series
∑
n bΩn =

∑
n Pnθ

′(b) is convergent. Remember that b /∈ D(η′′) we see that the
vector presentation (B.12) is not exact. �

C. Weights on C∗-algebras. In this Appendix, we collect some basic properties of weights on a
separable C∗-algebras and their relations with GNS mappings. Let h be a weight on a C∗-algebra
A. We shall use the standard notation:

Nh = {a ∈ A : h(a∗a) <∞} ,

Mh = {a ∈ A+ : h(a) <∞}linear span

= {a∗b : a, b ∈ Nh}linear span

Then Nh is a left ideal and Mh is a hereditary subalgebra in A. It is known that h extends uniquely
to a linear functional on Mh. We say that h is locally finite if Nh is dense in A.

By the GNS construction one can find a Hilbert space H, a representation π of A acting on H
and a GNS-map η defined on the C∗-algebra B = π(A) such that

D(η) = {π(b) : b ∈ Nh} ,

the range of η is dense in H and
‖η(π(a))‖2 = h(a∗a)

for all a ∈ Nh. We say that (H, π, η) is a GNS triple associated with the weight h. It is unique
up to a unitary equivalence. If h is finite then the GNS-map η is bounded, defined on whole π(A)
and there exists a vector Ω ∈ H such that η(b) = bΩ for all b ∈ B. In the general case we would
like to have the map η closed. This is the case if the weight h is lower semicontinuous, i.e. if for
any t ∈ R+ the set {a ∈ A+ : h(a) ≤ t} is closed in A in the sense of the norm topology. By a very
important result of Haagerup [9], any lower semicontinuous weight h on a C∗-algebra A is of the
form

(C.1) h =
∑
i∈I

hi,

where {hi}i∈I is a family of positive functionals on A. For separable C∗-algebras the above sum is
countable:

Lemma C.1. Let h be a locally finite lower semicontinuous weight on a separable C∗-algebra A.
Then there exists a countable family {hi}i∈N of elements of A∗+ such that

(C.2) h =
∑
i∈N

hi .

Proof. We start with formula (C.1). Replacing if necessary hi by the sum of N -copies of hi/N ,
(where N is a natural number larger than ‖hi‖) and removing zero-terms, we may assume that
‖hi‖ ≤ 1 and hi 6= 0 for all i ∈ I. Let Λ be the set

{
ψ ∈ A∗+ : ‖ψ‖ ≤ 1

}
. Since A is separable, the

weak∗ topology on the unit ball of A∗ is metrizable. Denote a metric by d. Put

I1 =
{
i ∈ I : d(hi, 0) ∈ [1,∞)

}
In =

{
i ∈ I : d(hi, 0) ∈

[
1
n ,

1
n−1

)}
, n ≥ 2 .

It suffices to show that each In is finite. Suppose that In is infinite for some n ∈ N. Since Λ is
weak∗ compact, there exists a sequence im ∈ In (m = 1, 2, . . . ) and an element ψ ∈ Λ such that
him −→ ψ when m→∞. Clearly d(ψ, 0) ≥ n−1 and ψ 6= 0. For any a ∈ Nh we have

∞∑
m=1

him(a∗a) ≤
∑
i∈I

hi(a∗a) = h(a∗a) <∞.

It shows that ψ(a∗a) = limm→∞ him(a∗a) = 0. Remembering that Nh is norm-dense in A we
conclude that ψ = 0. This contradiction shows that In is finite for all n ∈ N.

�

Theorem C.2. Let h be a locally finite lower semicontinuous weight on a separable C∗-algebra A
and (H, π, η) be the GNS-triple associated with the weight h. Then H is separable and η is closed.
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Proof. We may assume that h is given by (C.2). Let (Hi, πi, ηi) be the GNS triple associated with
hi. In this case ηi are continuous. Remembering that A is separable and that the range of ηi are
dense in Hi we conclude that Hi are separable. By Lemma C.1, the index set I is denumerable.
Therefore the direct sum

H̃ =
∑
i∈I

⊕
Hi

is a separable Hilbert space. Using (C.2) one can easily show that

‖η(π(a))‖2 =
∑
i∈I

hi(a∗a) =

∥∥∥∥∥∑
i∈I

⊕
ηi(πi(a))

∥∥∥∥∥
2

for any a ∈ Nh. Remembering that the range of η is dense in H we see that there exists a unique
isometry U : H −→ H̃ such that

Uη(π(a)) =
∑
i∈I

⊕
ηi(πi(a)) .

Therefore H is isomorphic to a subspace of a separable Hilbert space. It shows that H is separable.

Let i ∈ I. Then hi(a∗a) ≤ h(a∗a) for any a ∈ Nh. Combining this relation with the Schwartz
inequality one can easily verify that |hi(a)| ≤

√
‖hi‖‖η(π(a))‖. Therefore there exists a vector

Ωi ∈ H such that

(C.3) hi(a) = (Ωi η(π(a)))

for any a ∈ Nh. One can also easily show that
(
η(π(c)), η(π(b))

)
−→ hi(c∗b) is a continuous

sesquilinear form on the range of η. Therefore there exists a bounded positive operator Ti acting
on H such that

(C.4) hi(c∗b) =
(
η(π(c)) Ti η(π(b))

)
for any c, b ∈ Nh.

We shall prove that for any x ∈ H and b ∈ B = π(A) we have the following equivalence:

(C.5)

 b ∈ D(η)
and

x = η(b)

⇐⇒
(

Tix = bΩi
for all i ∈ I

)
.

Replacing in (C.3) a by c∗b and comparing with (C.4) we obtain Tiη(π(c)) = π(c)Ωi for any
c ∈ Nϕ. It shows that

(C.6) Tiη(b) = bΩi
for any b ∈ D(η). This way we showed the ‘⇒’- part of (C.5).

We shall prove the converse. Setting in (C.4), c = b and summing over i ∈ I we see that

(C.7)
∑
i∈I

Ti = 1

Assume now that x ∈ H, a ∈ A and Tix = π(a)Ωi for all i ∈ I and take a sequence {an}n=1,2,...

of elements of Nh converging to a in norm. Using formula (C.4) one can easily show that the

sequence
{
T

1
2
i η(π(an))

}
n=1,2,...

is convergent:

lim
n→∞

T
1
2
i η(π(an)) = yi,

where yi ∈ H and ‖yi‖2 = hi(a∗a). Moreover, by formula (C.6),

T
1
2
i yi = lim

n→∞
Tiη(π(an)) = lim

n→∞
π(an)Ωi = π(a)Ωi = Tix

It shows that yi − T
1
2
i x ∈ kerT

1
2
i . On the other hand yi and T

1
2
i x clearly belong to the closure of

the range of T
1
2
i . Therefore yi − T

1
2
i x = 0 and yi = T

1
2
i x. Now we have:

hi(a∗a) = ‖yi‖2 = (x Ti x) .

Summing over i ∈ I and using (C.7) we obtain

h(a∗a) =
∑
i∈I

hi(a∗a) = (x x) <∞.
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It shows that π(a) ∈ D(η). Now we may use formula (C.6). It shows that Ti(η(π(a))− x) = 0 and
taking into account (C.7) we conclude: x = η(π(a)). The ‘⇐’ of (C.5) is shown.

The closedness of η is an easy consequence of (C.5). Let {bλ}λ∈Λ be a net of elements of D(η)
converging strongly to an element b∞ ∈ B, such that xλ = η (bλ) converges to a vector x∞ ∈ H.
Then Tixλ = bλΩi. Passing to the limit we get Tix∞ = b∞Ωi. It means that b∞ ∈ D(η) and
η(b∞) = x∞.

�

Theorem C.3. Let B a C∗-algebra acting on a separable Hilbert space H and η : B → H be a
closed densely defined GNS map. Then the formula :

(C.8) h(b∗b) =

{
(η′′(b) η′′(b)) if b ∈ D(η′′)

+∞ otherwise
,

where b runs over B′′, defines a normal semifinite, weight h on B′′. Its restriction to B is a locally
finite lower semicontinuous weight on B.

Proof. Let M = B′′. We shall use Theorem B.7. Let (B.9) be an exact vector presentation of η.
Combining (B.10) with (C.8) we obtain:

h(b∗b) =
∑
n

(Ωn b∗bΩn)

for all b ∈ D(η′′). Due to the exactness, this formula holds for all b ∈M . Therefore for any b ∈M+

we have:
h(b) =

∑
n

(Ωn bΩn) .

It shows that h is a normal weight on M (cf. [9]). Clearly h(b∗b) <∞ for b ∈ D(η). The latter set
is weakly dense in M . Hence h is semifinite. The last assertion is obvious.

�

Definition C.4. A weight h on a C∗-algebra A is said to be
(1) faithful if for any a ∈ A, the relation h(a∗a) = 0 implies a = 0.
(2) strictly faithful if for any sequence {an}n∈N in A such that the sequence {h(a∗nan)}n∈N is

bounded and limn→∞ h(ana∗n) = 0, b = 0 is the only element of A satisfying the relation

(C.9) h((b− an)∗(b− an)) ≤ h(a∗nan)

for all n ∈ N.

Assume that h is strictly faithful. Inserting an = 0 in (C.9) we see that b = 0 is the only element
of A such that h(b∗b) = 0. It shows that any strictly faithful weight is faithful.

Lemma C.5. Let h be a locally finite lower semicontinuous weight on a C∗-algebra A and (H, π, η)
be the GNS triple related to h.Then the following conditions are equivalent :

(1) The weight h is strictly faithful.
(2) The weight h is faithful and the mapping S0 : η(a) 7→ η(a∗) (where a runs over D(η)∩D(η)∗)

is a closable conjugate linear operator in H.
(3) The double commutant η′′ is injective.

Proof. Assume that the mapping η(a) 7→ η(a∗) is not closable. It is the same as to assume
that the mapping η(a∗) 7→ η(a) is not closable. Therefore there exists a sequence {an}n∈N in
D(η) ∩ D(η)∗ such that {η(a∗n)}n∈N in the Hilbert space H converges to zero in norm topology
(i.e. the sequence {h(ana∗n)}n∈N of non-negative numbers converges to zero) and {η(an)}n∈N in
H converges to some non-zero element x ∈ H (in particular the sequence {h(a∗nan)}n∈N of non-
negative numbers is bounded). Remembering that the image of the GNS map η is dense in H we
find b ∈ D(η) such that ‖η(b) − x‖ < ‖x‖. Clearly b 6= 0. By definition x = lim η(an). Therefore
‖η(b)− η(an)‖ < ‖η(an)‖ for almost all n. This equation is equivalent to (C.9) and shows that the
weight h is not strictly faithful. In this way we showed that Assertion 1 implies Assertion 2.

We shall prove the converse. We now assume that the mapping η(a) 7→ η(a∗) is closable. Take
a sequence {an}n∈N in D(η) ∩ D(η)∗ such that the sequence {η(a∗n)}n∈N is norm convergent to
zero and the sequence {η(an)}n∈N is bounded. Passing to a suitable subsequence, we may assume
that the sequence {η(a∗n)}n∈N is norm convergent to zero and the sequence {η(an)}n∈N is weakly
convergent to some element x ∈ H. Then the pair (0, x) belongs to the (norm×weak)-closure of
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GraphS0 = {(η(a∗), η(a)) : a ∈ D(η) ∩ D(η)∗}. In Hilbert spaces the weak and the norm closures
of any convex set coincide. Therefore denoting by S the closure of S0 we obtain x = S0 = 0. Now
we compute as follows. Let b be an element in the C∗-algebra A such that the inequality (C.9)
holds. Then h(b∗b) ≤ 2Re(η(b)|η(an)) and taking the limit n → ∞, we obtain h(b∗b) ≤ 0. Now
the faithfulness of h shows that b = 0. This proves that Assertion 2 implies Assertion 1.

The equivalence of Assertions 2 and 3 is the well known part of the Tomita-Takesaki theory.
�

D. Tomita-Takesaki theory.
In this section we collect the main results on Tomita-Takesaki theory used in this paper. The

less known results will be proven. Throughout the Section, M will be a von Neumann algebra
of operators acting on a Hilbert space H. We shall assume that the embedding M ⊂ L(H) is
standard. Then any normal semifinite faithful weight h on M can be represented by a closed GNS
map η densely defined on M with range dense in H, related to h by the formula

h(a∗a) =

{
(η(a) η(a)) if a ∈ D(η)

+∞ otherwise

for any a ∈ M . Similarly any normal semifinite faithful weight k on M ′ can be represented by a
closed GNS map θ′ densely defined on M ′ with range dense in H. In what follows, θ will denote
the commutant of θ′. With this notation we have:

Theorem D.1.
1. There exists unique closed conjugate linear operator Srel such that {θ(a) : a ∈ D(θ) ∩ D(η)∗}

is a core for Srel and Srelθ(a) = η(a∗) for any a ∈ D(θ) ∩ D(η)∗.

2. The adjoint operator Frel = S∗rel has a core {θ′(b) : b ∈ D(θ′) ∩ D(η′)∗} and Frelθ
′(b) = η′(b∗)

for any b ∈ D(θ′) ∩ D(η′)∗.

3. The operator ∆rel = FrelSrel depends only on the weights h and k (it is independent of the
choice of the GNS maps η and θ′ representing h and k).

4. The operator Jrel appearing in the polar decomposition Srel = Jrel∆
1/2
rel is antiunitary and

JrelMJ∗rel = M ′.

To see that the domain of Srel is dense in H we notice that a∗b ∈ D(θ) and (a∗b)∗ = b∗a ∈ D(η)
for any a ∈ D(η) and b ∈ D(θ). Therefore a∗θ(b) = θ(a∗b) belongs to the domain of Srel and
Srela

∗θ(b) = η(b∗a) = b∗η(a). It turns out that {a∗θ(b) : a ∈ D(η), b ∈ D(θ)} is a core for Srel. In
fact one can prove a little more:

Proposition D.2. Let D1 ⊂ D(η) be a core for η and D2 ⊂ D(θ) be a core for θ. Then

{a∗θ(b) : a ∈ D1, b ∈ D2}

is a core for Srel.

The similar statement holds for Frel.

According to [3], the relative modular operator ∆rel is called the Radon-Nikodym derivative of
h with respect to k and denoted by dh

dk . Clearly ∆rel = dh
dk is a positive self-adjoint operator acting

on H.

Theorem D.3. Let h be a weight on M and k be a normal semifinite faithful weight on M ′. Then
for any a ∈Mand t ∈ R the element (

dh

dk

)it
a

(
dh

dk

)−it
belongs to M and is independent of the choice of the weight k.

We set

σht (a) =
(
dh

dk

)it
a

(
dh

dk

)−it
.

Clearly
{
σht
}
t∈R is a strongly continuous one parameter group of automorphisms of M . It is called

the modular automorphism group related to the weight h.
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Theorem D.4. Let h and h1 be normal semifinite faithful weights on M and k be a normal
semifinite faithful weight on M ′. Then for any t ∈ R the element(

dh

dk

)it(
dh1

dk

)−it
belongs to M and is independent of the choice of the weight k.

We set

(Dh : Dh1)t =
(
dh

dk

)it(
dh1

dk

)−it
.

Clearly ((Dh : Dh1)t)t∈R is a strongly continuous one parameter family of unitaries in M . It is
called the Radon-Nikodym cocycle. One can easily verify that

(Dh : Dh1)t+τ = σhτ ((Dh : Dh1)t)(Dh : Dh1)τ

= (Dh : Dh1)tσh1
t ((Dh : Dh1)τ ),

σht (a) = (Dh : Dh1)tσh1
t (a)(Dh : Dh1)∗t

for any t, τ ∈ R and a ∈M .

Theorem D.5. Let η and θ be closed GNS mappings densely defined on M with the ranges dense in
H, Srel be the corresponding closed conjugate linear operator introduced in Statement 1 of Theorem
D.1 and a ∈ M . Assume that a ∈ D(θ) and θ(a) ∈ D(Srel). Then a∗ ∈ D(η) and (obviously)
Srelθ(a) = η(a∗).

Proof. By the Theorem B.2 η′′ = η. Therefore it is sufficient to show that

(D.1) a∗η′(b) = bSrelθ(a)

for any b ∈ D(η′). For any c ∈ D(θ′) we have

(θ′(c)|bSrelθ(a)) = (b∗θ′(c)|Srelθ(a))

= (θ′(b∗c)|Srelθ(a)).

The reader should notice that b∗c ∈ D(θ′) and (b∗c)∗ = c∗b ∈ D(η′) (because D(θ′) and D(η′) are
left ideals in M ′). Therefore (cf. Statement 2 of Theorem D1) θ′(b∗c) ∈ D(Frel) and Frelθ

′(b∗c) =
η′(c∗b) = c∗η′(b). So we have

(θ′(c)|bSrelθ(a)) = (θ′(b∗c)|Srelθ(a))

= (θ(a)|Frelθ
′(b∗c))

= (θ(a)|c∗η′(b)) = (cθ(a)|η′(b))

= (aθ′(c)|η′(b)) = (θ′(c)|a∗η′(b))
and (D.1) follows. �

In the next theorem we set θ = η. In this case we write S, F, ∆ and J instead of Srel, Frel, ∆rel

and Jrel. One can easily verify that S and F are involutive: S−1 = S and F−1 = F . It implies
that J2 = 1, J∗ = J and J∆J = ∆−1. With this notation we have

Theorem D.6. Let h be a weight associated with the closed densely defined GNS mapping with
dense range. Then

1. D(η) is σh-invariant and
η(σht (a)) = ∆itη(a)

for any a ∈ D(η) and t ∈ R.

2. D(η′) = JD(η)J and
η′(JaJ) = Jη(a)

for any a ∈ D(η).

We shall also use

Theorem D.7. Let η be a closed GNS mapping densely defined on M with range dense in H, h
be the weight on M related to η and σhi/2 be the analytic generator of the corresponding modular
automorphism group. Assume that a ∈ D(η) and b ∈ D(σhi/2). Then ab ∈ D(η) and

(D.2) η(ab) = Jσhi/2(b)
∗Jη(a).
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Proof. We know that σht (b) = ∆itb∆−it. Let c = σhi/2(b). Then b∆1/2 ⊂ ∆1/2c and by passing to
the adjoint operators

(D.3) c∗∆1/2 ⊂ ∆1/2b∗.

Let {ui}i∈I be a net of positive elements of D(η) converging strongly to 1. Then uia and (uia)∗ =
a∗ui belong to D(η). Therefore η(a∗ui) = Sη(uia) = J∆1/2η(uia) = ∆−1/2Jη(uia) ∈ D(∆1/2).
By (D.3) b∗ maps D(∆1/2) into D(∆1/2). Hence η(b∗a∗ui) = b∗η(a∗ui) ∈ D(∆1/2) = D(S). Using
Theorem D.5 we see that uiab = (b∗a∗ui)∗ ∈ D(η). Remember that Jc∗J ∈ M ′ commute with
ui ∈M we obtain

uiJc
∗Jη(a) = Jc∗Juiη(a)

= Jc∗Jη(uia) = Jc∗JSη(a∗ui)

= Jc∗∆1/2η(a∗ui) = J∆1/2b∗η(a∗ui)

= Sη(b∗a∗ui) = η(uiab).

We take the limit with respect to i. Since η is closed, we conclude that ab ∈ D(η) and

(D.4) η(ab) = Jc∗Jη(a).

Clearly this formula coincides with (D.2). �
The modular group and Connes’ Radon-Nikodym cocycle are canonical constructions. If τ is

a normal automorphism of a von Neumann algebra M then for any faithful semifinite normal
weight h on M , hoτ is a faithful semifinite normal weight on M and σhoτ

t = τ−1oσht oτ for all t ∈ R.
Similarly for any faithful semifinite normal weights h and h1 on M we have: (D(hoτ) : D(h1oτ))t =
τ−1 ((Dh : Dh1)t) for all t ∈ R. For antiautomorphisms the formulae are slightly modified:

Proposition D.8. Let M be a von Neumann algebra and R be a normal antiautomorphism of M .
Then

(1) For any faithful semifinite normal weight h on M and any t ∈ R we have

σh
oR
t = R−1oσh−toR.

(2) For any faithful semifinite normal weights h and h1 on M and any t ∈ R we have:(
D(hoR) : D(h1oR)

)
t
= R−1

(
(Dh1 : Dh)−t

)
.

E. Tensor Product.
In this section we discuss the tensor product of GNS-mappings. Let A be a non-degenerated C∗-

algebra of operators acting on a Hilbert space H and η : A→ H be a densely defined closed GNS
mapping. Similarly let B be a non-degenerated C∗-algebra of operators acting on a Hilbert space
K and θ : B → K be a densely defined closed GNS mapping. Then A ⊗ B is a non-degenerated
C∗-algebra of operators acting on H⊗K. We shall consider the algebraic tensor product η ⊗alg θ.
By definition D(η ⊗alg θ) = D(η)⊗alg D(θ). Clearly

(E.1) (a⊗ b)(η ⊗alg θ)(c) = c(η′(a)⊗ θ′(b))

for any c ∈ D(η)⊗alg D(θ), a ∈ D(η′) and b ∈ D(θ′). Using this formula one can easily show that
the mapping η ⊗alg θ is closable. Indeed if (cα) is a net of elements of D(η) ⊗alg D(θ) converging
strongly to 0 such that (η ⊗alg θ)(cα) → x ∈ H ⊗ K then using (E.1) and passing to the limit we
obtain (a⊗ b)x = 0 for all a ∈ D(η′) and b ∈ D(θ′). Hence x = 0 and η ⊗alg θ is closable.

By definition η⊗ θ is the closure of η⊗alg θ. We shall prove that η⊗ θ is a GNS mapping acting
from A⊗B into H⊗K.

Let a ∈ A, b ∈ B and c ∈ D(η ⊗ θ). Then there exists a net (cα) of elements of D(η)⊗alg D(θ)
such that cα → c strongly and (η ⊗alg θ)(cα) → (η ⊗ θ)(c) in norm. Passing to the limit in the
obvious equality

(η ⊗alg θ)((a⊗ b)cα) = (a⊗ b)(η ⊗alg θ)(cα)

we conclude that (a⊗ b)c ∈ D(η ⊗ θ) and

(η ⊗ θ)((a⊗ b)c) = (a⊗ b)(η ⊗ θ)(c) .

Using the same method one may replace in the above statement a⊗ b by any element of A⊗B. It
shows that η ⊗ θ is a GNS-mapping.

Remark E.1. By our definition D(η)⊗alg D(θ) is a core for η ⊗ θ.
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In the same way one introduces the tensor product of GNS mappings defined on von Neumann
algebras.

Theorem E.2. Let η : A→ H and θ : B → K be closed densely defined GNS mappings. Then

(E.2) (η ⊗ θ)′ = η′ ⊗ θ′ .

Proof. For simplicity assume that η′′ and θ′′ are faithful and have dense ranges. Then (η ⊗ θ)′′

is also faithful and has dense range. We may use Tomita-Takesaki theory. Using Proposition
D.2 with θ = η replaced by η ⊗ θ and D1 = D2 replaced by D(η) ⊗alg D(θ) one can easily show
that the operator S related to (η ⊗ θ)′′ is the tensor product of operators S related to η and
θ. Consequently we have the same statements for operators ∆ and J . Now (E.2) follows from
Statement 2 of Theorem D.6. �

Corollary E.3. Let
η(a) =

∑
`

aΩ` and θ(b) =
∑
k

bΨk

be exact vector presentation of GNS mappings η and θ. Then

(E.3) (η ⊗ θ)(c) =
∑
k,`

c(Ω` ⊗Ψk)

is an exact vector presentation of η ⊗ θ.

Proof. Let P` ∈ L(H) be the orthogonal projection onto AΩ` and Qk ∈ L(K) be the orthogonal
projection onto BΨk. Then P`⊗Qk is the orthogonal projection onto (A⊗B)(Ω` ⊗Ψk). According
to Proposition B.8 the left ideal in A′ (in B′ resp.) generated by {P1, P2, . . . } (by {Q1, Q2, . . . }
resp.) is a core for η′ (for θ′ resp.). Therefore the left ideal generated by {P`⊗Qk : `, k = 1, 2, . . . }
is a core of η′ ⊗ θ′ = (η ⊗ θ)′. Using again Proposition B.8 we see that (E.3) is an exact vector
presentation. �

F. Analytic generators. In this Section we give necessary information on analytic generators of
one parameter groups of isometries of Banach spaces. Let B be a Banach space and {αt}t∈R be
a one parameter group of isometries of B: ‖αt(a)‖ = ‖a‖, αt(αs(a)) = αt+s(a) and α0(a) = a for
any a ∈ B and t, s ∈ R. We shall always assume that the group is pointwise continuous: for any
a ∈ B, ‖αt(a)− a‖ → 0 when t→ 0.

Let us recall [40] that the analytical generator αi of the group {αt}t∈R is the linear operator
acting on B in the following way:

For any a, b ∈ B: a ∈ D(αi) and b = αi(a) if and only if there exists a mapping z 7→ az ∈ B
continuous on the strip {z ∈ C : =z ∈ [0, 1]} and holomorphic in the interior of this strip such that
at = αt(a) for all t ∈ R and ai = b.

It is known that αi is a closed densely defined linear mapping.

Proposition F.1. Let Bk be Banach spaces,
{
αkt
}
t∈R be pointwise continuous one parameter

groups of isometries of Bk and αki be the corresponding analytical generators (k = 0, 1, . . . ,K− 1).
Moreover let

Ψ : B0 ×B1 × · · · ×BK−1 −→ C
be a continuous K-linear form such that

(F.1) Ψ(α0
i (a0), α1

i (a1), . . . , αK−1
i (aK−1)) = Ψ(a0, a1, . . . , aK−1)

for any ak ∈ D(αki ) (k = 0, 1, . . . ,K − 1). Then

(F.2) Ψ(α0
t (a0), α1

t (a1), . . . , αK−1
t (aK−1)) = Ψ(a0, a1, . . . , aK−1)

for any t ∈ R and ak ∈ Bk (k = 0, 1, . . . ,K − 1).

To prove this proposition we shall use the following result known as Carlson’s Lemma (cf. [28,
page 228]):

Proposition F.2. Let f(·) be a holomorphic function on the half-plane C+ = {z ∈ C : =z > 0}.
Assume that for some constant M ∈ R, f(z)e−M=z is bounded on C+ and that f(in) = 0 for
n ∈ N. Then f vanishes identically.
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Proof of Proposition F.1: Let C+ = C+ ∪ R be the closure of C+. For any k = 0, 1, . . . ,K − 1
we set

Dk =

a ∈ Bk :
there exists continuous map: C+ 3 z −→ a(z) ∈ Bk
holomorphic on C+ such that for some constant M ∈ R,

a(z)e−M=z is bounded on C+ and a(t) = αkt (a) for all t ∈ R

 .

Let ak ∈ Dk (k = 0, 1, . . . ,K − 1), ak(z) be the holomorphic extension of αkt (ak) (cf. the above
definition of Dk) and

g(z) = Ψ(a0(z), a1(z), . . . , aK−1(z)).

Then, for any n ∈ N, ak ∈ D(
(
αki
)n) and

(
αki
)n
ak = ak(ni). Taking into account Assumption

(F.1) we see that g(in) = g(0). Now one can easily show that the function f(z) = g(z) − g(0)
satisfies the assumptions of the Carlson’s lemma. Therefore g(z) = g(0) for all z ∈ C+. For real z
this formula coincides with (F.2).

To end the proof we have to show that for each k, Dk is dense in Bk. Let a ∈ Bk. For any ε > 0
we set

aε =
1
2π

∫
R

e1+iτ

(1 + iτ)2
αkετ (a) dτ.

It turns out that aε ∈ Dk. Indeed one can easily verify that the map

C+ 3 z −→ aε(z) =
e−i

z
ε

2π

∫
R

e1+iτ

(1− i zε + iτ)2
αkετ (a) dτ ∈ Bk

is the holomorphic continuation of αkt (aε) satisfying all the requirements of definition of Dk. Using
the Lebesgue’s dominated convergence theorem, one can easily show that

lim
ε→0

aε =

(
1
2π

∫
R

e1+iτ

(1 + iτ)2
dτ

)
a = a.

It shows that any element of Bk is a norm-limit of elements of Dk.

Theorem F.3. Let Bk be Banach spaces,
{
αkt
}
t∈R be pointwise continuous one parameter groups

of isometries of Bk and αki be the corresponding analytical generators (k = 1, 2, . . . ,K).
Moreover let

(F.3) Ψ : B1 ×B2 × · · · ×BK−1 −→ BK

be a continuous (K − 1)-linear mapping such that

(F.4) Ψ(a1, a2, . . . , aK−1) ∈ D(αKi )
and

(F.5) αKi (Ψ(a1, a2, . . . , aK−1)) = Ψ(α1
i (a1), α2

i (a2), . . . , αK−1
i (aK−1))

for any ak ∈ D(αki ) (k = 1, 2, . . . ,K − 1). Then

(F.6) αKt (Ψ(a1, a2, . . . , aK−1)) = Ψ(α1
t (a1), α2

t (a2), . . . , αK−1
t (aK−1))

for any t ∈ R and ak ∈ Bk (k = 1, 2, . . . ,K − 1).

Proof. Let B0 be the set of all a ∈ B∗K such that the mapping t ∈ R → a ◦ αKt ∈ B∗K is norm
continuous. Then B0 is a closed subspace of B∗K . For each a ∈ B∗K we set

Rε(a) =
1√
επ

∫
R
a ◦ αKt e−t

2/εdt.

Then

Rε(a) ◦ αKs −Rε(a) =
1√
επ

∫
R
a ◦ αKt (e−(t−s)2/ε − e−t

2/ε)dt

and hence Rε(a) ∈ B0. Since

Rε(a)− a =
1√
επ

∫
R
(a ◦ αKt − a)e−t

2/εdt,

B0 is weakly∗ dense in B∗K . The canonical bilinear form on B0 × BK , will be denoted by 〈·, ·〉.
Since Rε(a) ◦ αKt = Rε(a ◦ αKt ) for all t ∈ R, the formula

(F.7) 〈α0
t (a0), αKt (aK)〉 = 〈a0, aK〉,
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where a0 ∈ B0, aK ∈ BK , t ∈ R, defines a one parameter group
{
α0
t

}
t∈R of isometries of B0. Let

α0
i be the corresponding analytical generator. By the holomorphic continuation we have:

(F.8) 〈α0
i (a0), αKi (aK)〉 = 〈a0, aK〉

for any a0 ∈ D(α0
i ) and aK ∈ D(αKi ).

For any ak ∈ D(αki ) (k = 0, 1, . . . ,K − 1) we set:

Ψ′(a0, a1, . . . , aK−1) = 〈a0,Ψ(a1, . . . , aK−1)〉.

Clearly Ψ′ is a continuous K-linear form defined on B0 ×B1 × · · · ×BK−1. Using (F.8) and (F.5)
one can easily check that

Ψ′(α0
i (a0), α1

i (a1), . . . , αK−1
i (aK−1)) = Ψ′(a0, a1, . . . , aK−1)

for any ak ∈ D(αki ) (k = 0, 1, . . . ,K − 1). Now, Proposition F.1 shows that

〈α0
t (a0),Ψ(α1

t (a1), . . . , αK−1
t (aK−1))〉 = 〈a0,Ψ(a1, . . . , aK−1)〉

for any ak ∈ Bk (k = 0, 1, . . . ,K − 1) and t ∈ R. Comparing this result with (F.7) we get (F.6).
�

In particular, inserting in Theorem F.3, K = 2, B1 = B2 = B and Ψ = idB we get

Corollary F.4. Let B be a Banach space and
{
α1
t

}
t∈R and

{
α2
t

}
t∈R be one parameter groups of

isometries acting on B. Assume that the analytic generators α1
i ⊂ α2

i . Then α1
i = α2

i and α1
t = α2

t

for all t ∈ R.

Let us go back to Theorem F.3. Assume for the moment that the image of (F.3) is linearly
dense in BK . Then the linear span of elements of the form (F.4) is a core for αKi . This fact follows
from the following

Theorem F.5. Let α = {αt}t∈R be a one parameter group of isometries acting on a Banach space
B and D be an α-invariant linear subset of D(αi). Assume that D is dense in B. Then D is a
core for αi.

To prove this Theorem we shall use the regularizing operator Rα acting on B. By definition

(F.9) Rα =
1√
π

∫ ∞

−∞
e−τ

2
ατ dτ.

One can easily verify that Rα is a norm one operator acting on B, the range Rα(B) ⊂ D(αi) and

αioRα =
1√
π

∫ ∞

−∞
e−(τ−i)2ατ dτ.

is a bounded operator acting on B with norm less or equal e. Endowing D(αi) with the graph norm
(‖b‖Graph = ‖b‖ + ‖αi(b)‖ for any b ∈ D(αi)) we see that Rα maps B into D(αi) in a continuous
way. If D is a dense subset of B, then Rα(D) is a dense subset of Rα(B) in the sense of the
graph topology of D(αi). It means that the restrictions of αi to Rα(D) and Rα(B) have the same
closures:

(F.10) αi|Rα(D) = αi|Rα(B).

Proposition F.6. Let α = {αt}t∈R be a one parameter group of isometries acting on a Banach
space B, b ∈ B and D ⊂ B be an α-invariant linear subset. Then

1. Rα(b) belongs to the smallest closed α-invariant linear subspace of B containing b.

2. b belongs to the smallest closed α-invariant linear subspace of B containing Rα(b).

3. Rα(D) and D have the same closures:

Rα(D) = D.

Proof. Ad 1 and 2. It is sufficient to show that for any continuous linear functional ϕ on B we
have:

(F.11)
(
ϕ(αt(b)) = 0
for all t ∈ R

)
⇐⇒

(
ϕ(αt(Rα(b))) = 0

for all t ∈ R

)
.
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For any ϕ ∈ Bd we set: fϕ(t) = ϕ(αt(b)) and gϕ(t) = ϕ(αt(Rα(b))). Then fϕ and gϕ are bounded
continuous functions on R and may be considered as tempered distributions on R. In what follows,
f̃ϕ and g̃ϕ will denote the Fourier transform of fϕ and gϕ. Therefore (F.11) is equivalent to

(F.12)
(
f̃ϕ = 0

)
⇐⇒

(
g̃ϕ = 0

)
.

Taking into account (F.9) we obtain:

ϕ (Rα(b)) =
1√
π

∫ ∞

−∞
e−τ

2
ϕ (ατ (b)) dτ.

Replacing b by αt(b) we obtain

gϕ(t) =
1√
π

∫ ∞

−∞
e−τ

2
fϕ(t+ τ) dτ =

1√
π

∫ ∞

−∞
e−(t−τ)2fϕ(τ) dτ.

On the right hand side we have the convolution product of the Gaussian function 1
π e
−τ2

with fϕ.
Passing to the Fourier transform we see that g̃ϕ equals to f̃ϕ multiplied by the Fourier transform
of the Gaussian function. The latter has no zero points in R and (F.12) follows.

Ad 3. It follows immediately from Statements 1 and 2. �

Now we are able to prove Theorem F.5.

Proof. We shall use Statement 3 of Proposition F.6 in the following context. Instead of B we take
D(αi) endowed with the graph norm. Clearly α is a group of isometries of D(αi). Therefore for
any α-invariant subset D ⊂ D(αi), the closures (in the sense of the graph topology) of Rα(D) and
D coincide. In other words

(F.13) αi|Rα(D) = αi|D.

Inserting in this formula D = D(αi) and using the inclusion D(αi) ⊂ B we obtain

(F.14) αi|Rα(B) = αi.

Combining now (F.10), (F.13) and (F.14) we get: αi|D = αi. It means that D is a core for αi. �

Theorem F.7. Let α = {αt}t∈R be a one parameter group of isometries acting on a Banach space
B and a, b ∈ B. Assume that αioRα(a) = Rα(b). Then a ∈ D(αi) and αi(a) = b.

Proof. We shall use Statement 2 of Proposition F.6 in the following context. Instead of B we
take B̃ = B ⊕ B. Clearly {α̃t}t∈R, where α̃t = αt ⊕ αt for all t ∈ R, is a group of isometries of
B̃. Graph(αi) = {(a, αi(a)) : a ∈ D(αi)} is a closed, α̃-invariant subspace of B̃. We assumed that
Rα̃(a, b) = (Rα(a),Rα(b)) ∈ Graph(αi). Using Statement 2 of Proposition F.6 and remembering
that Graph(αi) is α̃ invariant we see that (a, b) ∈ Graph(αi). It means that a ∈ D(αi) and
b = αi(a). �

Remark F.8. One can easily generalize Proposition F.1 and Theorem F.3 for mappings Ψ that
are conjugate linear with respect to some variable (and linear with respect to remaining ones).
If Ψ(a1, a2, . . . , aK) is conjugate linear with respect to ak, then in all entries the αki should be
replaced by αk−i (the analytic generator of

{
αk−t

}
t∈R).
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Heiderberg-New York, (1992), 291–295.
[19] T. Masuda and Y. Nakagami, A von Neumann algebra framework for the duality of the quantum groups, Publ.

RIMS Kyoto Univ., 30(1994), 799-850.

[20] Y. Nakagami, Double group construction for compact Woronowicz algebras, International J. Math., 7(1996),
521-540.

[21] G.K. Pedersen and M. Takesaki, The Radon-Nikodym theorem for von Neumann algebras, Acta Math.,

130(1973), 53-87.
[22] P. Podles̀ and S.L. Woronowicz, Quantum deformation of Lorentz group, Commun. Math. Phys., 130(1990),

381-431.
[23] S. Stratilla, Modular Theory in Operator Algebras, Editura Academiei, Abacus Press, 1981.

[24] M. Takesaki, Tomita’s theory of modular Hilbert algebras and its applications, Lecture Notes in Math.,

128(1970), Springer-Verlag.
[25] H.F. Trotter, On the product of semigroups of operators, Proc. Amer. Math. Soc., 10(1959), 545 - 551.
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