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Abstract

We investigate inhomogeneous quantum groups G built from a
quantum group H and translations. The corresponding commuta-
tion relations contain inhomogeneous terms. Under certain conditions
(which are satisfied in our study of quantum Poincaré groups [12]) we
prove that our construction has correct ‘size’, find the R-matrices and
the analogues of Minkowski space for G.

0 Introduction

Inhomogeneous quantum groups, their homogeneous spaces and correspond-
ing R-matrices were studied by many authors (cf e.g. [2], [7], [4], [13], [9], [8],
[3]). Here we propose a general construction which covers the examples [7],
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[3] and is suitable for our study of quantum Poincaré groups (without dilata-
tions) [12]. We work in the framework of Hopf algebras treated as algebras
of functions on quantum groups. In Section 1 we assume that G is an inho-
mogeneous quantum group built from a quantum group H and translations
described by the elements pi corresponding to an irreducible representation
Λ of H. The commutation relations can contain inhomogeneous terms. It
turns out that the leading terms in these relations are governed by the struc-
ture of certain bicovariant bimodule of H. In particular, the leading terms
in relations among pi must correspond to the eigenvalue −1 of the corre-
sponding R-matrix R (cf [11], [8]). In Section 2 we add the condition that
all the representations of H are completely reducible (which is the case in
[12] when H is a quantum Lorentz group [16]) and find the commutation re-
lations between functions on H and pi. In Section 3 we assume that R2 = 1
(or (R − Q1)(R + 1) = 0 where Q 6= 0 is not a root of unity) and that we
have as many quadratic relations among pi as it is allowed by the eigenvalue
−1 property (so, if there would be no inhomogeneous terms, pi would be
R-symmetric). That is the simplest case which is sufficient in [12]. We find
the exact form of commutation relations and the necessary and sufficient
conditions for the corresponding coefficients. If they are fulfilled, there are
no relations of higher order and our construction has the same ‘size’ as in the
absence of inhomogeneous terms. The R-matrices for the fundamental rep-
resentation of G are classified. In Section 4 we consider the ∗-structure and
isomorphisms among our objects. In Section 5 we prove that (under some
conditions which are fulfilled in [12]) each G possesses exactly one analogue
of Minkowski space. Inhomogeneous Poisson groups are considered in [18].

For the simplicity of calculations, the small Latin indices a, b, c, d, . . . ,
belong to a finite set I in Sections 1–5. We sum over repeated indices which
are not taken in brackets (Einstein’s convention). The number of elements in
a set B is #B or |B|. We work over the field C. Unit matrix with dimension
N is denoted by 1N . If V,W are vector spaces then τV W : V ⊗W −→ W⊗V is
given by τV W (x⊗y) = y⊗x, x ∈ V , y ∈ W . We often write τ instead of τV W .
If A is a linear space and v, v′ ∈ MN(A), N ∈ N, then v©⊥v′ ∈ MN(A⊗A)
is defined by (v©⊥v′)ij = vik ⊗ v′kj, i, j = 1, . . . , N (Einstein’s convention!).
If moreover A is an algebra, v ∈MN(A), w ∈MK(A),then v©>w ∈MNK(A)
is defined by (v©>w)ij,kl = vikwjl, i, k = 1, . . . , N , j, l = 1, . . . , K. We use

the abbreviation v©>n for v©> . . .©>v (n times). If A = C we may write ⊗
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instead of ©>. If also v′ ∈ MN(A), w′ ∈ MK(A) then (v©>w)©⊥(v′©>w′) =
(v©⊥v′)©>(w©⊥w′) (see (2.18) of [14]). If A is a ∗-algebra then the conjugate of
v is defined as v̄ ∈MN(A), where v̄ij = vij

∗, i, j = 1, . . . , N .
Throughout the paper quantum groups G are abstract objects described

by the corresponding Hopf (∗-) algebras Poly(G) = (A,∆). We denote by
∆, ε, S the comultiplication, counit and coinverse of Poly(G). We always
assume that S is invertible. We say that v is a representation of G (i.e.
v ∈ Rep G) if v ∈ MN(A), N ∈ N, and ∆vij = vik ⊗ vkj, ε(vij) = δij,
i, j = 1, 2, . . . , N . Then dim v = N . The conjugate of a representation and
tensor product of representations are also representations. Matrix elements
of representations of G span A as a linear space. The set of nonequivalent
irreducible representations of G is denoted by Irr G. If v, w ∈ Rep G then
we say that A ∈ Mdim w×dim v(C) intertwines v with w (i.e. A ∈ Mor(v, w))
if Av = wA. We use the following notations:

a ∗ ρ = (ρ⊗ id)∆a, ρ ∗ a = (id⊗ ρ)∆a, ρ ∗ ρ′ = (ρ⊗ ρ′)∆

for a ∈ A, ρ, ρ′ ∈ A′. Let us recall the following well–known

Proposition 0.1 Let A be an augmented algebra (i.e. a unital algebra en-
dowed with a unital homomorphism ε : A −→ C) and ωi, i = 1, 2, . . . ,M ,
and ηj, j = 1, 2, . . . , N , be two free bases of the left A-module Γ. Then
M = N .

Proof. One has ωi = aijηj, ηj = bjiωi for some aij, bji ∈ A. It follows
aijbjk = δikI, bliaij = δljI, k = 1, . . . ,M , l = 1, . . . , N . Applying ε, one gets
ε(a)ε(b) = 1M , ε(b)ε(a) = 1N , hence ε(a) is invertible, M = N . 2.

Therefore the dimension dimA of a free left A-module (where A is a
Hopf algebra) is well defined. We can use the above notions and facts (if
applicable) also for general (∗-) bialgebras (without S) and not necessarily
quadratic matrices.

1 Inhomogeneous quantum groups

In this Section we define inhomogeneous quantum groups and study leading
terms in their commutation relations using the theory of bicovariant bimod-
ules [15]. The importance of left covariant bimodule structure in investigation
of inhomogeneous quantum groups was first noticed in [13].
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Let us assume that Poly(H) = (A,∆) is a Hopf algebra with a distin-
guished irreducible representation Λ = (Λrs)r,s∈I of H, |I| < ∞. We set
1 = 1|I|. We shall consider bialgebras Poly(G) = (B,∆) such that:

1. B is generated (as algebra) by A and the elements ps, s ∈ I.

2. A is a sub–bialgebra of B.

3. P =

(
Λ p
0 I

)
is a representation of G.

4. There exists i ∈ I such that pi 6∈ A.

5. ΓA ⊂ Γ where Γ = A ·X +A, X = span{pi, i ∈ I}.

Due to 5., Γ is an A-bimodule. In virtue of 2.-3., ∆A ⊂ A⊗A,

∆p = Λ©⊥p+ p©⊥I, (1.1)

hence ∆Γ ⊂ A ⊗ Γ + Γ ⊗ A. We define bimodule Γ̇ = Γ/A by aω̇ = ˙aω,
ω̇a = ω̇a where ω̇ is the element of Γ̇ corresponding to ω ∈ Γ, a ∈ A. We see
that ∆ induces a linear mapping

∆̇ : Γ̇ −→ (A⊗ Γ + Γ⊗A)/(A⊗A) ≈ (A⊗ Γ̇)⊕ (Γ̇⊗A).

We get the decomposition ∆̇ = ∆L+∆R, ∆L : Γ̇ −→ A⊗Γ̇, ∆R : Γ̇ −→ Γ̇⊗A.
In particular, ∆Lṗs = Λst⊗ ṗt, ∆Rṗs = ṗs⊗I. Using the properties of ∆, one
can easily check that (Γ̇,∆L,∆R) is a bicovariant bimodule (cf [15], Defini-
tion 2.3 and a similar argument in the proof of Theorem 5 of [1]). We notice
that ṗs (s ∈ I) are elements in the set Γ̇inv of right–invariant elements of Γ̇.
Moreover, under ∆L they transform according to an irreducible representa-
tion Λ and at least one of them is nonzero (the condition 4.). Thus they are
linearly independent. They generate (see the condition 5.) the left module
Γ̇. Using Theorem 2.3 of [15], we get that ṗs (s ∈ I) form a linear basis
of Γ̇inv and thus a basis of the left module Γ̇. Moreover, the same Theorem
implies that1

ṗsa = (a ∗ fst)ṗt (1.2)

for some functionals fst ∈ A′ such that

fst(ab) = fsm(a)fmt(b), a, b ∈ A, fst(I) = δst. (1.3)

1there is a missprint in (2.33) of [15], to get the correct form one has to replace fij by
fij ◦ κ−2, which is denoted by fij in the present paper (cf [11])
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(It implies
fab ◦ S ∗ fbc = fab ∗ fbc ◦ S = δacε (1.4)

– one can apply both sides to vij, v ∈ Rep A, which span A). Applying ∆L

to (1.2), we get

Λsta
(1) ⊗ (a(2) ∗ ftr)ṗr = (Λst ⊗ ṗt)∆a =

∆(a ∗ fst)(Λtr ⊗ ṗr) = (a(1) ∗ fst)Λtr ⊗ a(2)ṗr,

where we denoted ∆a = a(1) ⊗ a(2). Comparing the coefficients multiplying
ṗr and applying id⊗ ε, one obtains

Λst(ftr ∗ a) = (a ∗ fst)Λtr, a ∈ A. (1.5)

Let us pass to Γ. The elements {I, ps : s ∈ I} form a basis of Γ as a
left module. Moreover, (1.2) implies

psa = (a ∗ fst)pt + φs(a), a ∈ A, (1.6)

for some φs : A −→ A. Using ps(ab) = (psa)b, psI = ps and (1.3), one gets

φs(ab) = (a ∗ fst)φt(b) + φs(a)b, a, b ∈ A, φs(I) = 0. (1.7)

Thus the mapping

ψ : A 3 a −→
(
a ∗ f φ(a)

0 a

)
∈M|I|+1(A) (1.8)

is a unital homomorphism. Applying ∆ to (1.6), one gets the equality of
both sides if and only if (1.5) and

∆φs(a) = (Λst ⊗ I)[(id⊗ φt)∆(a)] + (φs ⊗ id)∆a, a ∈ A, (1.9)

hold.
Before investigation (for certain class of A) of this equation let us consider

the general situation. We assume that fst ∈ A′ and φs : A −→ A satisfy
(1.3), (1.5), (1.7) and (1.9). Let B̃ be the algebra with I generated by A
and p̃s, s ∈ I, with relations (1.6). We set p̃K = p̃k1 · . . . · p̃kn for K =
(k1, . . . , kn) ∈ In = I × . . .× I (n times), Î = t∞n=0In (p̃∅ = I).

5



Lemma 1.1 p̃K, K ∈ Î, form a basis of the left A-module B̃.

Proof. We define C as a free left A-module with basis PK = pk1 ⊗ . . . ⊗ pkn

for K = (k1, . . . , kn) ∈ Î. We also set Cn = A · span{PK : K ∈ In} and
introduce linear mappings λn : Cn ⊗A −→ Cn by λ0(bP∅ ⊗ a) = baP∅,

λn(b(PK ⊗ pi)⊗ a) = λn−1(bPK ⊗ (a ∗ fis))⊗ ps + λn−1(bPK ⊗ φi(a)),

K ∈ In−1. Next we define linear mapping (multiplication) m : C ⊗ C −→ C
in C by m(bPK ⊗ aPL) = λn(bPK ⊗ a) ⊗ PL for K,L ∈ Î. After some cal-
culations (using (1.7)) one can check that (C,m) is an algebra with identity
P∅. Moreover, there exists a unital homomorphism ρ : B̃ −→ C given by
ρ(ap̃K) = aPK ((1.6) holds in C). But PK form a basis of C and hence p̃K

are independent (over A) in B̃. They also generate (due to (1.6)) B̃ as the
left module. 2.

Let the comultiplication in B̃ be given by the comultiplication in A and
(1.1) (it is well defined due to (1.5) and (1.9) – see remarks before (1.9)).
Then B̃ is a bialgebra with a natural bialgebra epimorphism π : B̃ −→ B
given by π(a) = a, a ∈ A, π(p̃s) = ps.

We set J = ker π, Γ̃ = A · span{p̃s, s ∈ I}, B̃k = A · span{p̃J , J ∈ Ik}
(with basis p̃J , J ∈ Ik), B̃k = ⊕k

l=0B̃l (cf. Lemma 1.1), Jk = B̃k ∩ J . Let Jk

be some vector space such that Jk−1 ⊕ Jk = Jk, k ∈ N (J0 = {0}). We have
Jk ∩B̃k−1 ⊂ Jk ∩Jk−1 = {0}, so we can define B̃(k) as some vector space such

that B̃k−1 ⊕ Jk ⊕ B̃(k) = B̃k. In particular, we can put J0 = J1 = J0 = J1 =

{0}, J2 = J2, B̃(0) = B̃0 = A, B̃(1) = B̃1 = Γ̃.
We shall investigate J2. Let s ∈ J2. Then s ∈ J , (π ⊗ π)∆s = ∆πs = 0,

∆s ∈ B̃⊗J+J⊗B̃. But also s ∈ B̃2, ∆s ∈ B̃2⊗A+A⊗B̃2 + B̃1⊗B̃1. Using
B̃ = (⊕Jk)⊕ (⊕B̃(k)), J = ⊕Jk, B̃2 = B̃(0)⊕B̃(1)⊕B̃(2)⊕J2, B̃1 = B̃(0)⊕B̃(1),
one gets

∆s ∈ A⊗ J2 ⊕ J2 ⊗A. (1.10)

We put Γ̇2 = B̃2/B̃1. We see that ∆ induces a linear mapping

∆2 : Γ̇2 −→ (B̃2 ⊗A+A⊗ B̃2 + B̃1 ⊗ B̃1)/(B̃1 ⊗A+A⊗ B̃1) ≈

Γ̇2 ⊗A⊕A⊗ Γ̇2 ⊕ Γ̇⊗ Γ̇.

We get the decomposition ∆2 = ∆2L + ∆2R + ∆̃, ∆2L : Γ̇2 −→ A ⊗ Γ̇2,
∆2R : Γ̇2 −→ Γ̇2 ⊗A and ∆̃ : Γ̇2 −→ Γ̇⊗ Γ̇.
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Lemma 1.2 The elements [p̃ip̃j] form a linear basis of (Γ̇2)inv, hence a basis
of the left module Γ̇2, while ṗi ⊗ ṗj form a linear basis of (Γ̇⊗A Γ̇)inv, hence
a basis of the left module Γ̇⊗A Γ̇.

Moreover, ξ : Γ̇2 −→ Γ̇ ⊗A Γ̇ given by ξ([p̃ip̃j]) = ṗi ⊗ ṗj defines an
isomorphism of bicovariant bimodules.

Proof. The elements [p̃ip̃j] are basis of the left module Γ̇2 = B̃2/B̃1 (Lemma
1.1) and belong to (Γ̇2)inv while ṗi ⊗ ṗj are basis of the left module Γ̇ ⊗A Γ̇
(they are linearly independent elements of (Γ̇⊗A Γ̇)inv and generate the left
module). Moreover,

[p̃ip̃j]a = (a ∗ fjs ∗ fim)[p̃mp̃s],

∆2L[p̃ip̃j] = ΛimΛjs ⊗ [p̃mp̃s],

∆2R[p̃ip̃j] = [p̃ip̃j]⊗ I,

and similarly for ṗi ⊗ ṗj. Thus (Γ̇2,∆2L,∆2R) is a bicovariant bimodule iso-
morphic (by ξ) to Γ̇⊗A Γ̇. 2.

In the following we shall identify x with ξ(x) and Γ̇2 with Γ̇ ⊗A Γ̇. Let
us recall that there exists a unique bicovariant bimodule isomorphism ρ :
Γ̇⊗AΓ̇ −→ Γ̇⊗AΓ̇ given by ρ(η⊗ω) = ω⊗η where η is a right–invariant, while
ω is a left–invariant element of Γ̇ (ρ = σ−1 where σ is given in Proposition
3.1 of [15]). Thus ker(ρ+ id) is a bicovariant subbimodule of Γ̇⊗A Γ̇.

We define
Rij,sm = fim(Λjs). (1.11)

Setting a = Λmn in (1.5), we get

R ∈ Mor(Λ©>Λ,Λ©>Λ). (1.12)

Due to
ρ(ṗi ⊗ ṗj) = fim(Λjs)ṗs ⊗ ˙pm (1.13)

(similar proof as for (3.15) of [15]) RT is the matrix of ρ for the basis ṗi⊗ ṗj

(i, j ∈ I) of (Γ̇2)inv.

Proposition 1.3 Let K be a right–covariant left submodule of Γ̇2, N =
dim K ∈ N, and

aα
ij(ṗi ⊗ ṗj), α = 1, . . . , N, form a linear basis of Kinv (1.14)

7



(aα
ij ∈ C). Then K is a bicovariant bimodule iff there exists g = (gαβ)N

α,β=1 ∈
Rep H such that

a(Λ©>Λ) = g · a (1.15)

(we set aα,mn = aα
mn) and ωαβ ∈ A′, α, β = 1, . . . , N , such that

aα
ij(fjs ∗ fim) = ωαβa

β
ms, (1.16)

ωαγ(bc) = ωαβ(b)ωβγ(c) (b, c ∈ A), ωαβ(I) = δαβ. (1.17)

In that case g is a quotient representation of Λ©>Λ, corresponding to Kinv:

∆2L[aα
ij p̃ip̃j] = gαβ ⊗ [aβ

mnp̃mp̃n]. (1.18)

Moreover, K ⊂ ker(ρ+ id) iff

aα(R + 1⊗2) = 0, (1.19)

where (aα)mn = aα
mn.

Proof. If K is a bicovariant bimodule then ∆2LKinv ⊂ A⊗Kinv. Therefore
there exist gαβ ∈ A such that (1.18) holds. Using the definition and proper-
ties of ∆2L, one gets (1.15) and that g is a representation of H. Conversely,
(1.15) gives (1.18) and left invariance of K. Moreover, the right module
condition for K means that for any b ∈ A

aα
ij[p̃ip̃j]b = aα

ij(b ∗ fjs ∗ fim)[p̃mp̃s] =

bαβa
β
ms[p̃mp̃s]

for some bαβ ∈ A. Setting ωαβ(b) = e(bαβ) we get ωαβ ∈ A′ and (1.16)–(1.17)
(we use (bc)αγ = bαβcβγ, Iαβ = δαβI). Conversely, (1.16)–(1.17) give the right
module condition for K.

Due to (1.15) g is a quotient representation (see Appendix B of [6]) of
Λ©>Λ (due to (1.14), a is surjective).

Finally, (1.13) and (1.11) give

(ρ+ id)(aα
ij ṗi ⊗ ṗj) = aα

ij(Rij,sm + δisδjm)ṗs ⊗ ṗm

and the last statement holds. 2.

From now on we set K = J2/B̃1 ⊂ Γ̇2. As left modules K ≈ J2 since
J2 ∩ B̃1 = {0}. We shall see that K satisfies all the conditions of Proposition
1.3:
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Proposition 1.4 K is a bicovariant subbimodule of ker ∆̃ = ker(ρ + id) ⊂
Γ̇⊗A Γ̇ = Γ̇2.

Remark 1.5 Thus in interesting situations ρ should have an eigenvalue −1
(cf [11], [8]).

Proof. Since J is an ideal, J2 is a bimodule, so is K. Due to (1.10), ∆2LK ⊂
A ⊗ K, ∆2RK ⊂ K ⊗ A, ∆̃K = 0. Therefore K ⊂ ker ∆̃ is a bicovariant
subbimodule of Γ̇⊗A Γ̇ (see Lemma 1.2). It remains to prove ker ∆̃ = ker(ρ+
id). Let x = aij ṗi ⊗ ṗj. If x ∈ ker ∆̃ then

0 = ∆̃aij ṗi ⊗ ṗj = ∆(aij)[(ṗi ⊗ I)(Λjs ⊗ ṗs) + (Λis ⊗ ṗs)(ṗj ⊗ I)]|Γ̇⊗Γ̇
=

∆(aij){[(Λjs ∗ fim) + Λisδjm]⊗ I} ˙pm ⊗ ṗs.

Using the independence of ṗi and acting by ε⊗ id, one gets

aij[fim(Λjs) + δisδjm] = 0. (1.20)

Multiplying from the right by ṗs⊗ ˙pm and using (1.13), we obtain (ρ+id)(x) =
(ρ+ id)(aij ṗi⊗ ṗj) = 0, i.e. x ∈ ker(ρ+ id). Conversely, the last equality im-
plies (1.20). Acting by ∆ and multiplying from the right by (Λsn⊗I)( ˙pm⊗ṗn),
we can get back ∆̃aij ṗi ⊗ ṗj = 0, x ∈ ker ∆̃. 2.

We know that (1.14) holds for some aα
ij ∈ C. Then aα

ij(ṗi ⊗ ṗj) (α =
1, . . . , N) form a basis of the left module K. Let

sα = aα
ij p̃ip̃j + bαi p̃i + cα (1.21)

be the corresponding basis elements of the left module J2 (J2 ∩ B̃1 = {0}).
We get

Proposition 1.6 As left module A · span{pipj, pi, I : i, j ∈ I} ≈ B̃2/J2 has
dimension |I|2 + |I|+ 1− dimK.
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2 Properties of inhomogeneous quantum groups

Here we continue the investigations of the previous Section (assuming the
conditions given at its beginning) and find the form of commutation relations
in B. As before Poly(G) = (B,∆) and Poly(H) = (A,∆). Moreover, we
assume

a. Each representation of H is completely reducible

b. Λ is an irreducible representation of H

c. Mor(v©>w,Λ©>v©>w) = {0} for any two irreducible representations v, w of
H.

The condition c. is used only for simplicity and will be removed in Remark
3.7.

We return to the investigation of (1.9). Due to the condition a., a = uAB,
u ∈ Irr H, A,B = 1, . . . , dim u, form a basis of A. Setting φs(uAB) = φsA,B,
(1.9) is equivalent to

∆φsA,B = (Λ©>u)sA,tC ⊗ φtC,B + φsA,C ⊗ uCB.

Multiplying both sides from the right by ∆(uc
DB) = uc

DL⊗uc
LB (where uc

DB =
u−1

BD etc.) and setting ρsAD = φsA,Bu
−1
BD, one gets

∆ρsAD = (Λ©>u©>uc)sAD,tCL ⊗ ρtCL + ρsAD ⊗ I. (2.1)

Therefore

(
Λ©>u©>uc ρ

0 I

)
is a representation of H. Using the condition a.,

there must exist a vector

(
w
1

)
corresponding to the representation I. It

means
ρ = w − (Λ©>u©>uc)w (2.2)

(conversely, (2.2) implies (2.1)). We define ηi ∈ A′ by ηi(uAB) = wiAB. Using
(2.2), we get

φs(uAB) = φsA,B = ρsADuDB = ηs(uAD)uDB − (Λ©>u)sA,tLηt(uLB)

and (1.9) is equivalent to

φs(a) = a ∗ ηs − Λst(ηt ∗ a), a ∈ A. (2.3)

10



Due to c. (v = u, w = I), ηs are uniquely determined by φs. Inserting (2.3)
to (1.7), we obtain ηs(I) = 0 and

ab ∗ ηs − Λsm(ηm ∗ ab) =

(a ∗ fst)(b ∗ ηt)− (a ∗ fst)Λtm(ηm ∗ b) + (a ∗ ηs)b− Λst(ηt ∗ a)b,

which (see (1.5)) we can write as

ab ∗ ηs − (a ∗ fst)(b ∗ ηt)− (a ∗ ηs)b =

Λsm[ηm ∗ ab− (fmt ∗ a)(ηt ∗ b)− (ηm ∗ a)b].

 (2.4)

Setting Lvw
mAB,CD = ηm(ab) − fmt(a)ηt(b) − ηm(a)ε(b) for a = vAC , b = wBD,

v, w ∈ Irr H, we can replace (2.4) by Lvw ∈ Mor(v©>w,Λ©>v©>w) = {0}, so
(1.9) is equivalent to

ηm(ab) = ηm(a)ε(b) + fmt(a)ηt(b), a, b ∈ A, ηm(I) = 0. (2.5)

Combining (1.3) with (2.5),

A 3 a −→ ρ(a) =

(
f(a) η(a)

0 ε(a)

)
∈M|I|(C) is a unital homomorphism.

(2.6)
We get

Theorem 2.1 Let A be a Hopf algebra satisfying a.–c.. Then the general
bialgebra B satisfying the conditions 1.-5. is equal B̃/J where B̃ is the algebra
with I generated by A and p̃s (s ∈ I) with relations (1.6) where φs is given
by (2.3) for f and η satisfying (1.5) and (2.6). Moreover, B̃ is a bialgebra
with comultiplication given by the comultiplication in A and (1.1). J is an
ideal in B̃ such that ∆J ⊂ J⊗B̃+B̃⊗J , ε(J) = 0, J∩B̃1 = {0}. Conversely,
each such f , η and J give B = B̃/J satisfying the conditions 1.-5..

Proof. It follows from the previous considerations. 2.
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Let us recall that sα, α = 1, . . . , N = dim K, form a basis of the left
module J2 = J ∩ B̃2. Due to (1.21) and (1.10),

∆sα = aα
ijΛimΛjn ⊗ p̃mp̃n + aα

ij p̃ip̃j ⊗ I+

aα
ij(Λim ⊗ p̃m)(p̃j ⊗ I) + aα

ij(p̃i ⊗ I)(Λjn ⊗ p̃n)+

∆(bαi )(Λij ⊗ p̃j) + ∆(bαi )(p̃i ⊗ I) + ∆(cα) ∈

A⊗ J2 ⊕ J2 ⊗A.


(2.7)

In particular, the terms in Γ̃⊗Γ̃ should cancel out, which is equivalent (cf the
proof of Proposition 1.4) to (1.20) for a = aα, i.e. to (1.19). The equations
(1.19) are down to earth formulation of the condition K ⊂ ker(ρ+id). Using
that and (1.15), one gets

∆sα − sα ⊗ I − gαβ ⊗ sβ ∈ (A⊗ J2 ⊕ J2 ⊗A) ∩ (A⊗ B̃1 + B̃1 ⊗A) = {0}.

Thus (2.7) is equivalent to

gαβ ⊗ [−bβi p̃i − cβ] + [−bαi p̃i − cα]⊗ I+

aα
ijφi(Λjn)⊗ p̃n + ∆(bαi )(Λij ⊗ p̃j)+

∆(bαi )(p̃i ⊗ I) + ∆(cα) = 0.

Using Lemma 1.1,
∆(bαi ) = bαi ⊗ I, (2.8)

∆(bαi ){[Λij − gαβb
β
j + aα

ikφi(Λkj)]⊗ I} = 0, (2.9)

∆(cα) = gαβ ⊗ cβ + cα ⊗ I. (2.10)

In virtue of (2.8), bαi ∈ C. Using (2.3) and (1.15), we can write (2.9) as

[bαs + aα
ikηi(Λks)]Λsj = gαβ[bβj + aβ

mrηm(Λrj)].

Using the condition c. for v = Λ, w = I (according to the condition a., g
is equivalent to a subrepresentation of Λ©>Λ), we get Mor(Λ, g) = {0} and
hence (2.9) is equivalent to

bαs = −aα
ikηi(Λks). (2.11)
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Decomposing g into a direct sum of irreducible representations, cα has also
a decomposition into a direct sum. So we can solve (2.10) in each irreducible
component and thus assume that g is irreducible. For any v ∈ Irr H we set
Av = span{vmn : m,n = 1, . . . , dim v}. We know A = ⊕

v∈Irr H
Av.

i) g = I, hence ∆(cα) = I ⊗ cα + cα ⊗ I. Thus

∆cα ∈ (⊕
v∈Irr H

Av ⊗Av) ∩ (⊕
v∈Irr H

(AI ⊗Av ⊕Av ⊗AI)) =

AI ⊗AI = CI ⊗ I,

cα = λI, λ ∈ C. That gives λ = 2λ, λ = 0, cα = 0.
ii) g ∈ Irr H, g 6' I. Then cα =

∑
cαv , cαv ∈ Av and (2.10) is equivalent to

∆cαI = cαI ⊗ I ∈ AI ⊗AI ,

0 = gαβ ⊗ cβI + cαg ⊗ I ∈ Ag ⊗AI ,

∆cαg = gαβ ⊗ cβg ∈ Ag ⊗Ag,

∆cαv = 0 ∈ Av ⊗Av, 0 = gαβ ⊗ cβv ∈ Ag ⊗Av,

0 = cαv ⊗ I ∈ Av ⊗AI , v ∈ Irr H, v 6' I, g.

Solving these relations, one gets cαI ∈ C, cαg = −gαβc
β
I , cαv = 0 for v 6' I, g,

v ∈ Irr H. Then cα = cαI − gαβc
β
I . It holds also in the case i) and for whole g.

Since aα are linearly independent, there exist Tmn ∈ C such that cαI =
aα

mnTmn. One gets cα = aα
mn(Tmn − ΛmaΛnbTab) (we have used (1.15)). Con-

cluding,
sα = aα

ij(p̃ip̃j − ηi(Λjs)p̃s + Tij − ΛimΛjnTmn) (2.12)

and we get (N = dim K)

Theorem 2.2 Let B be as in Theorem 2.1. Then J2 = J ∩ B̃2 is an A-
bimodule and as the left module it has a basis (2.12), α = 1, . . . , N , for some
aα

ij, Tij ∈ C, N ∈ N. Moreover, aα satisfy (1.19), (1.15) and (1.16)–(1.17)
for some g ∈ Rep H and ωαβ ∈ A′ (α, β = 1, . . . , N).

Theorem 2.3 Let j2 ⊂ B̃2 be the left module generated by (2.12) for some
aα

ij, Tij ∈ C, such that aα (α = 1, . . . , N) are linearly independent and satisfy
(1.19), (1.15) and (1.16)–(1.17) for some g ∈ Rep H and ωαβ ∈ A′. Then

∆j2 ⊂ (j2 ⊗A)⊕ (A⊗ j2), j2 ∩ B̃1 = {0}. (2.13)

13



Moreover, j2 is a bimodule if and only if

gαβ(τβ ∗ b) = b ∗ τα, b ∈ A, (2.14)

where τα = aα
ijτij,

τij = ηj ∗ ηi − ηi(Λjs)ηs + Tijε− (fjn ∗ fim)Tmn

and g is given by (1.15).

Proof. The first statement follows from the computations before Theorem
2.2. Due to Proposition 1.3, j2/B̃1 is a bicovariant bimodule contained in
ker(ρ+ id). In order to prove the last statement we compute

sαb = aα
ij[p̃ip̃j − ηi(Λjs)p̃s + Tij − ΛimΛjnTmn]b =

aα
ij{p̃i[(b ∗ fjs)p̃s + φj(b)]− ηi(Λjs)p̃sb+ (Tij − ΛimΛjnTmn)b} =

aα
ij{(b ∗ fjs ∗ fim)p̃mp̃s + φi(b ∗ fjr)p̃r + [φj(b) ∗ fir]p̃r+

φi(φj(b))− ηi(Λjs)(b ∗ fsr)p̃r − ηi(Λjs)φs(b)+

(Tij − ΛimΛjnTmn)b}.



(2.15)

Using (1.16), we get

(b ∗ ξαβ)sβ = aα
ij(b ∗ fjn ∗ fim)(p̃mp̃n− ηm(Λnr)p̃r +Tmn−ΛmaΛnbTab), (2.16)

hence
sαb− (b ∗ ξαβ)sβ = Aαrp̃r +Bα (2.17)

for some Aαr, Bα ∈ A. We conclude that j2 is a right module if and only if
(2.17) belongs to j2 for any b, which means Aαr = Bα = 0 (j2 ∩ B̃1 = {0}).

Using (2.15), (2.16), (2.17), (2.3) and (1.3), one obtains

Aαr = aα
ij{b ∗ fjr ∗ ηi − Λim(ηm ∗ b ∗ fjr)+

b ∗ ηj ∗ fir − (Λjs ∗ fim)(ηs ∗ b ∗ fmr)−

ηi(Λjs)(b ∗ fsr) + (b ∗ fjn ∗ fim)ηm(Λnr)}.
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In virtue of (1.19)

aα
ij(Λjs ∗ fim) = aα

ijfim(Λjk)Λks =

aα
ijRij,kmΛks = −aα

kmΛks

so the second and the fourth terms in Aαr cancel. On the other hand, (1.5),
(2.5) imply

0 = ηi{(b ∗ fjs)Λsr − Λjs(fsr ∗ b)} =

ηi(b ∗ fjr) + fim(b ∗ fjs)ηm(Λsr)−

ηi(Λjs)fsr(b)− fim(Λjs)ηm(fsr ∗ b),


(2.18)

hence due to (1.19)

aα
ij[(fjr ∗ ηi)(b) + (fjs ∗ fim)(b)ηm(Λsr)−

ηi(Λjs)fsr(b) + (ηj ∗ fir)(b)] = 0.

 (2.19)

Therefore also other terms in Aαr vanish, Aαr = 0 for each b ∈ A.
In virtue of (2.3), (1.7) and (1.5),

Bα = aα
ij[φi(b ∗ ηj)− (Λjm ∗ fis)φs(ηm ∗ b)−

φi(Λjs)(ηs ∗ b)− ηi(Λjs)φs(b) + (Tij − ΛimΛjnTmn)b−
(b ∗ fjn ∗ fim)(Tmn − ΛmaΛnbTab)] =

aα
ij · [b ∗ ηj ∗ ηi − Λim(ηm ∗ b ∗ ηj)−

fis(Λjl)Λlm(ηm ∗ b ∗ ηs) + fis(Λjl)ΛlmΛsn(ηn ∗ ηm ∗ b)−
ηi(Λjm)Λms(ηs ∗ b) + ΛimΛjnηm(Λns)(ηs ∗ b)−

ηi(Λjs)(b ∗ ηs) + ηi(Λjs)Λsm(ηm ∗ b)+
Tijb− ΛimΛjnTmnb− (b ∗ fjn ∗ fim)Tmn+

ΛimΛjn(fnc ∗ fma ∗ b)Tac].

The fifth and the eight terms cancel. Using (1.19), the second and the third
terms also give 0. The terms 1,7,9 and 11 produce b ∗ τα. In virtue of
aα

ijΛimΛjn = gαβa
β
mn (see (1.15)) and (1.19) the terms 4,6,10 and 12 yield

−gαβ(τβ ∗ b). Thus Bα = b ∗ τα − gαβ(τβ ∗ b) and our Theorem follows. 2.

Using the notation of Theorem 2.3 one has

15



Proposition 2.4

τα(ab) = ωαβ(a)τβ(b) + τα(a)ε(b) (a, b ∈ A), τα(I) = 0.

Proof. We have (see (1.3), (2.5))

τij(ab) = (ηj ∗ ηi)(ab)− ηi(Λjs)[fsr(a)ηr(b) + ηs(a)ε(b)]+

Tijε(a)ε(b)− (fjs ∗ fim)(a)(fsr ∗ fml)(b)Tlr.

But (we use (2.5), (2.19) and (1.16))

aα
ij(ηj ∗ ηi)(ab) = aα

ij[(ηj ∗ ηi)(a)ε(b) + (fjr ∗ ηi)(a)ηr(b)+

(ηj ∗ fir)(a)ηr(b) + (fjr ∗ fis)(a)(ηr ∗ ηs)(b)] =

aα
ij[(ηj ∗ ηi)(a)ε(b) + ηi(Λjs)fsr(a)ηr(b)−

(fjs ∗ fim)(a)ηm(Λsr)ηr(b) + (fjs ∗ fim)(a)(ηs ∗ ηm)(b)] =

aα
ij[(ηj ∗ ηi)(a)ε(b) + ηi(Λjs)fsr(a)ηr(b)]+

ωαβ(a)aβ
ms[(ηs ∗ ηm)(b)− ηm(Λsr)ηr(b)].

Combining these facts, we get the first assertion. The second one is trivial.2.

Remark 2.5 Proposition 2.4 and (1.17) give that

ζ : A 3 a −→
(
ω(a) τ(a)

0 ε(a)

)
∈MN+1(C)

is a unital homomorphism, where ω(a) = (ωαβ(a))N
α,β=1, τ(a) = (τα(a))N

α=1.

Remark 2.6 Let S be a set generating A as algebra with unity. One can
prove that (2.19) for b ∈ S implies (2.19) for b ∈ A (due to (2.17) Aαr = 0
for b, b′ implies Aαr = 0 for bb′). Similarly, (2.14) for b ∈ S implies (2.14)
for b ∈ A (it is equivalent to the right module condition which suffices to
check only for b ∈ S).
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3 Structure of inhomogeneous quantum groups

Here we continue the investigations of two preceding Sections (including the
assumptions made at their beginnings) and find the exact form and ‘size’ of
inhomogenous quantum groups. From now on we shall consider the most
natural situation (which is the case for quantum Poincaré groups):

R2 = 1⊗2 and x(R + 1⊗2) = 0 ⇔ x ∈ span{aα : α = 1, . . . , dim K}

(cf (1.11) and (1.19)). In other words: ρ2 = id and K = J2/B̃1 = ker(ρ+id).
The second condition means that we have as many relations aα

ijpipj + bαi pi +
cα = 0 as it is allowed by (1.19) (for bαi = cα = 0 pi would be R-symmetric:
Rkl,ijpipj = pkpl).

We set

A3 = 1⊗ 1⊗ 1−R⊗ 1− 1⊗R + (R⊗ 1)(1⊗R)+

(1⊗R)(R⊗ 1)− (R⊗ 1)(1⊗R)(R⊗ 1),

Fijk,m = τij(Λkm), Zij,m = ηi(Λjm). The main result of the Section is con-
tained in

Theorem 3.1 Let f, η satisfy (1.5), (2.6) and ρ2 = id. The following con-
ditions are equivalent:

i) J is as in Theorem 2.1 with K = J2/B̃1 = ker(ρ+ id)

ii) J is the ideal generated by

skl = (R− 1⊗2)kl,ij(p̃ip̃j − ηi(Λjs)p̃s + Tij − ΛimΛjnTmn)

for some complex numbers {Tij}i,j∈I satisfying (2.14),

A3F = 0, (3.1)

A3(Z ⊗ 1− 1⊗ Z)T ∈ Mor(I,Λ©>Λ©>Λ). (3.2)

If the condition i) or ii) is satisfied then

J2 = A · span{skl : k, l ∈ I} (3.3)

and B = B̃/J satisfies the conditions 1.-5..

17



Proof. One has
R2 = 1⊗2. (3.4)

Let J be as in Theorem 2.1, J2 = J ∩ B̃2 and K = J2/B̃1 = ker(ρ+ id). All
the conditions of Proposition 1.3 are satisfied in that case. Theorem 2.2 and
Theorem 2.3 give (2.14). Moreover (cf the beginning of the Section),

span{aα : α = 1, . . . , dimK} = span{akl : k, l = 1, . . . , |I|}, (3.5)

where (akl)ij = (R − 1⊗2)kl,ij. Thus (3.3) is satisfied (see Theorem 2.2).
Hence, in B

pkpl = Rkl,ijpipj + rkl,

where
rkl = ckl,sps +Mkl, (3.6)

ckl,s = −(R− 1⊗2)kl,ijηi(Λjs) (3.7)

(i.e. c = −(R− 1⊗2)Z),

Mkl = (R− 1⊗2)kl,ij(Tij −Wij), (3.8)

Wij = ΛimΛjnTmn. (3.9)

In short,
p©>p = R(p©>p) + r. (3.10)

Therefore

p©>p©>p = (p©>p)©>p = (R⊗ 1)(p©>(p©>p)) + r©>p =

(R⊗ 1)[(1⊗R)((p©>p)©>p) + p©>r] + r©>p =

(R⊗ 1)(1⊗R)(R⊗ 1)(p©>p©>p) + (R⊗ 1)(1⊗R)(r©>p)+

(R⊗ 1)(p©>r) + r©>p.

On the other hand,

p©>p©>p = p©>(p©>p) = (1⊗R)((p©>p)©>p) + p©>r =

(1⊗R)[(R⊗ 1)(p©>(p©>p)) + r©>p] + p©>r =

(1⊗R)(R⊗ 1)(1⊗R)(p©>p©>p) + (1⊗R)(R⊗ 1)(p©>r)+
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(1⊗R)(r©>p) + p©>r.

But the braid equation for ρ (see (3.8) of [15]) implies

(R⊗ 1)(1⊗R)(R⊗ 1) = (1⊗R)(R⊗ 1)(1⊗R). (3.11)

Thus
A(r©>p) = B(p©>r), (3.12)

where
A = (R⊗ 1)(1⊗R)− 1⊗R + 1⊗ 1⊗ 1, (3.13)

B = (1⊗R)(R⊗ 1)−R⊗ 1 + 1⊗ 1⊗ 1. (3.14)

Using r = cp+M and (1.6), we can rewrite (3.12) as

H(p©>p) + Lp+N = 0, (3.15)

where
H = A(c⊗ 1)−B(1⊗ c), (3.16)

Lijk,s = Aijk,mnsMmn −Bijk,mnl(Mnl ∗ fms), (3.17)

Nijk = −Bijk,mnlφm(Mnl). (3.18)

Therefore (see (3.3)),

H(p̃©>p̃) + Lp̃+N = D[(R− 1⊗2)(p̃©>p̃) + cp̃+M ] (3.19)

for some matrix D, which thus satisfies H = D(R− 1⊗2). It exists iff

H(R + 1⊗2) = 0 (3.20)

and can be chosen as D = −1
2
H. Consequently, (3.12) is equivalent to (3.20),

L = −1

2
Hc, (3.21)

and

N = −1

2
HM. (3.22)

Let us now consider (3.20)-(3.22) as abstract conditions for ηi, Tkl. We
shall prove that (3.20) follows from the previous conditions. By virtue of
(2.19) for b = Λkl,

(R− 1⊗2)nt,ij[fjr(Λka)ηi(Λal) + fjs(Λka)fim(Λal)ηm(Λsr)−
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ηi(Λjs)fsr(Λkl) + ηj(Λka)fir(Λal)] = 0,

hence

[(R− 1⊗2)⊗ 1]{(1⊗R)(Z ⊗ 1) + (1⊗R)(R⊗ 1)(1⊗ Z)−

(Z ⊗ 1)R + (1⊗ Z)R} = 0.

 (3.23)

Multiplying from the left by A and using

A((1⊗2 −R)⊗ 1) = B(1⊗ (1⊗2 −R)) = A3, (3.24)

A3(1⊗R) = −A3, A3(R⊗ 1) = −A3 (3.25)

(it follows from (3.4) and (3.11)), we get

A3(1⊗ Z − Z ⊗ 1)(1⊗2 +R) = 0. (3.26)

But in virtue of (3.16) and (3.24)

H = A3(Z ⊗ 1− 1⊗ Z) (3.27)

and (3.20) follows.
Now we shall consider (3.21). One has

Wij ∗ fms = (ΛiaΛjbTab) ∗ fms =

fmn(Λic)fns(Λjd)ΛcaΛdbTab = [(R⊗ 1)(1⊗R)(W ⊗ 1)]mij,s,

Tij ∗ fms = δmsTij = (1⊗ T )mij,s,

hence (see (3.17), (3.8), (3.24))

L = A3((W −T )⊗1)−A3(W ⊗1)+A3(1⊗T ) = A3(1⊗T −T ⊗1). (3.28)

Using (3.20) and (3.27),

1

2
Hc = HZ = A3(Z ⊗ 1− 1⊗ Z)Z. (3.29)

Moreover,
Fijk,m = τij(Λkm) = ηj(Λks)ηi(Λsm)−

ηi(Λjs)ηs(Λkm) + Tijδkm − fjn(Λks)fir(Λsm)Trn.
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Thus

F = (1⊗ Z)Z − (Z ⊗ 1)Z + T ⊗ 1− (1⊗R)(R⊗ 1)(1⊗ T ), (3.30)

−A3F =
1

2
Hc+ L,

and (3.21) is equivalent to (3.1).
Finally, we investigate (3.22). According to (1.7) and (2.3),

φm(Wij) = (Λia ∗ fms)φs(Λjb)Tab + φm(Λia)ΛjbTab,

φs(Λjb) = ηs(Λjc)Λcb − ΛsrΛjkηr(Λkb).

Setting Xmij = φm(Wij), one gets

X = (R⊗1)(1⊗Z)W+(Z⊗1)W−(R⊗1)(Λ©>Λ©>Λ)(1⊗Z)T−(Λ©>Λ©>Λ)(Z⊗1)T.

Using (3.18), (3.8), (3.24) and (1.12), we obtain

N = −A3X = −A3(Z ⊗ 1− 1⊗ Z)W + (Λ©>Λ©>Λ)A3(Z ⊗ 1− 1⊗ Z)T.

Due to (3.20) and (3.27)

1

2
HM = A3(Z ⊗ 1− 1⊗ Z)(W − T ).

Therefore

N +
1

2
HM = (Λ©>Λ©>Λ)m−m,

where m = A3(Z ⊗ 1− 1⊗ Z)T and (3.22) is equivalent to (3.2). Thus the
condition i) implies (3.3), (2.14), (3.1) and (3.2) for some complex numbers
Tij (i, j ∈ I).

Let us now assume (2.14), (3.1) and (3.2). We define j2 as the right hand
side of (3.3). Thus j2/B̃1 = K = ker(ρ + id). In virtue of Proposition 1.3
and Theorem 2.3 we get (2.13) and the bimodule property of j2. Let j be the
ideal generated by j2. Then ∆j ⊂ j⊗B̃+ B̃⊗j. Moreover, ∆p̃ = p̃©⊥I+Λ©⊥p̃
implies e(p̃) = 0, hence e(j2) = 0, e(j) = 0. The previous computations
show that (3.12) holds in B̃/j2. We shall show j ∩ B̃1 = {0}, j ∩ B̃2 = j2.
Therefore j is as in Theorem 2.1 and B = B̃/j satisfies the conditions 1.-5..
Furthermore, we will prove that if J satisfies the condition i) and J ∩B̃2 = j2
then J = j. Thus the proof of the Theorem will be finished.
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We set Rk = 1⊗(k−1)⊗R⊗1⊗(n−k−1) (cf the notation in the Introduction),
k = 1, 2, . . . , n−1, Rπ = Ri1 ·. . .·Ris for a permutation π ∈ Πn with a minimal
decomposition into transpositions

π = ti1 . . . tis . (3.31)

Due to (3.11), Rπ is well defined. We set

Sn =
1

n!

∑
π∈Πn

Rπ.

Moreover, we put rnk = p©>(k−1)©>r©>p©>(n−k−1) (see (3.6)),

rnπ = rni1 +Ri1rni2 +Ri1Ri2rni3 + . . .+

Ri1 · . . . ·Ris−1rnis ,

 (3.32)

(we choose some decomposition (3.31) for each π), rn = 1
n!

∑
π rnπ. We shall

prove the following

Proposition 3.2 Let j be the ideal generated by (3.3). We assume (3.12)
in B̃/j2 and (2.14). Then j as a left module is generated by matrix elements
of

(1⊗n − Sn)(p̃
©>n − rn). (3.33)

Proof. In virtue of Theorem 2.3, (3.3) is an A-bimodule and as a left module
it is generated by matrix elements of (1⊗2 − R)p̃©>2 − r. Therefore j is the
left module generated by

(1⊗m −Rk)p̃
©>m − rmk, (3.34)

m = 2, 3, . . ., k = 1, . . . ,m − 1. We set jn as the left module generated by
(3.34) for m = 2, . . . , n (for n = 2 it coincides with the old definition of j2).
Thus Ajn ⊂ jn, jnA ⊂ jn, jnp̃i ⊂ jn+1, p̃ijn ⊂ jn+1. Moreover,

p̃
©>n ≡ Rkp̃

©>n + rnk (mod.j),

p̃
©>n ≡ Ri1(Ri2 p̃

©>n + rni2) + rni1 (mod.j), etc. ,

p̃
©>n ≡ Rπp̃

©>n + rnπ (mod.j), p̃
©>n ≡ Snp̃

©>n + rn (mod.j).
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For any minimal decomposition (3.31) we set r(i)
nπ as the right hand side of

(3.32), where i = (i1, . . . , is). We shall prove

r(i)
nπ ≡ r(i′)

nπ (mod.jn−1) (3.35)

for any two such decompositions i, i′. But i, i′ can be obtained one from
another by a finite number of steps of the following 2 kinds:

(i) we replace . . . tktl . . . by . . . tltk . . . for |k − l| > 1,

(ii) we replace . . . tktk+1tk . . . by . . . tk+1tktk+1 . . ..

Thus it suffices to check (3.35) for each of these two cases.
ad (i). We may assume k < l − 1. One has

(1⊗n −Rk)rnl = (1⊗n −Rk)p
©>(l−1)©>r©>p©>(n−l−1) ≡

p
©>(k−1)©>r©>p©>(l−k−2)©>r©>p©>(n−l−1) ≡ (1⊗n −Rl)rnk (mod.jn−1).

Thus rnk +Rkrnl ≡ rnl +Rlrnk (mod.jn−1) and (3.35) follows.
ad (ii). In virtue of (3.12)

rnk +Rkrn,k+1 +RkRk+1rnk ≡

rn,k+1 +Rk+1rnk +Rk+1Rkrn,k+1 (mod.jn−1)

and (3.35) follows also in this case.
Thus in formula (3.32) we can use any minimal decomposition (3.31) for

computations modulo jn−1. We shall prove

Rkrn ≡ rn − rnk (mod.jn−1), n = 2, 3, . . . . (3.36)

Let π ∈ Πn be such that π−1(k) < π−1(k + 1) and (3.31) be a minimal
decomposition. Then π′ = tkπ satisfies π′−1(k) > π′−1(k+1) and has minimal
decomposition π′ = tkti1 · . . . · tis . In such a way we get all π′ such that
π′−1(k) > π′−1(k + 1), each one exactly once. Due to (3.32) and (3.35),

rnπ′ ≡ Rkrnπ + rnk (mod.jn−1), (3.37)

Rπ′ = RkRπ. Multiplying both sides by Rk − 1⊗n and using

Rkrnk = −rnk (3.38)
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(it follows from Rr = −r), we get

(Rk − 1⊗n)(rnπ + rnπ′) ≡ −2rnk (mod.jn−1),

(Rk − 1⊗n)(Rπ +Rπ′) = 0. Thus

(Rk − 1⊗n)rn =
1

n!

∑
π

(Rk − 1⊗n)(rnπ + rnπ′) ≡ −rnk (mod.jn−1)

and (3.36) is proved. Moreover,

(Rk − 1⊗n)Sn =
1

n!

∑
π

(Rk − 1⊗n)(Rπ +Rπ′) = 0. (3.39)

Thus S2
n = 1

n!

∑
π RπSn = 1

n!

∑
π Sn = Sn. Using (3.36), (3.37) and mathemat-

ical induction w.r.t. the number of transpositions in a minimal decomposition
of π, one gets Rπrn ≡ rn − rnπ (mod.jn−1). Therefore

Snrn ≡ rn −
1

n!

∑
π

rnπ = rn − rn = 0 (mod.jn−1). (3.40)

Using Snp̃
©>n ≡ p̃©>n − rn (mod.j) and (3.40), (1⊗n − Sn)p̃©>n ≡ rn ≡ (1⊗n −

Sn)rn(mod.j). Thus the elements (3.33) belong to j.
Let j̃ be the left module generated by (3.33). Then j̃ ⊂ j. We shall prove

by mathematical induction that jn ⊂ j̃. It is true for n = 2 since

(1⊗2 −R)p̃
©>2 − r = 2(1⊗2 − S2)(p̃

©>2 − r2) (3.41)

(we use S2 = 1
2

+ 1
2
R, r2 = 1

2
r, S2r2 = 0). If it is true for n − 1 then using

(3.36) and (3.39), we get

(1⊗n −Rk)p̃
©>n − rnk ≡ (1⊗n −Rk)(p̃

©>n − rn) =

(Rk − 1⊗n)(Sn − 1⊗n)(p̃
©>n − rn) ≡ 0 (mod.j̃)

and jn ⊂ j̃. Therefore j ⊂ j̃, j = j̃. 2.

We set S0 = idC. Let α′ = {α′in : i = 1, . . . , dimSn} be a basis of im Sn,
β′ = {β′jn : j = 1, . . . , dim(1⊗n − Sn)} be a basis of im(1⊗n − Sn). Then

α′tβ′ is a basis of (C|I|)⊗n. We denote by αtβ the dual basis. In particular,

αin(1⊗n − Sn) = 0. (3.42)

We set B′ = B̃/j and p′k = λ(p̃k) where λ : B̃ −→ B′ is the canonical
mapping.
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Corollary 3.3 Let KN = {βin(p̃©>n − rn) : i = 1, . . . , dim(1⊗n − Sn), n =

2, 3, . . . , N}, L′N = {αin(p′
©>n) : i = 1, . . . , dim Sn, n = 0, 1, 2, . . . , N}.

Then K∞ is a basis of j, L′∞ is a basis of B′, KN is a basis of jN = j ∩ B̃N ,
L′N is a basis of

B′N = A · span{p′i1 · . . . · p
′
in : i1, . . . , in = 1, . . . , |I|, n = 0, 1, . . . , N}

(we treat j, jN ,B′,B′N as the left modules).

Proof.
1⊗n − Sn =

∑
i

β′inβ
in, βjn(1⊗n − Sn) = βjn, (3.43)

hence j is the left module generated by K∞. On the other hand, a finite
combination

∑
ainβ

in(p̃©>n − rn), ain ∈ A, belongs to B̃N iff ain = 0 for
n > N (Lemma 1.1 and linear independence of βin for given n). Therefore
jN is generated by KN and (taking N = 0) elements of K∞ are linearly
independent over A. Hence, K∞ is a basis of j, KN is a basis of jN . Using
1⊗n =

∑
α′inα

in +
∑
β′inβ

in, KN t {αin(p̃)©>n : i = 1, 2, . . . , dim Sn, n =
0, 1, 2, . . . , N} is a basis of B̃N , N ∈ N ∪ {∞} (B̃∞ = B̃). Thus B′N =
B̃N/j = B̃N/jN has a basis L′N , N ∈ N ∪ {∞} (B′∞ = B′). 2.

Corollary 3.4 The left module jN = j ∩ B̃N is generated by (3.33) for n =
2, 3, . . . , N . In particular, j ∩ B̃1 = {0}, j ∩ B̃2 = j2.

Proof. It follows from Corollary 3.3, (3.43) and (3.41). 2.

Proposition 3.5 With the assumptions of Theorem 3.1, if J satisfies the
condition i) of Theorem 3.1 and J ∩ B̃2 = j2 then J = j.

Proof. Clearly j ⊂ J . Let J ′ = J/j ⊂ B′ and N be the minimal number such
that J ′N = J ′ ∩ B′N 6= {0}. Therefore N ≥ 3, ∆J ′N ⊂ J ′N ⊗A +A⊗ J ′N .
Let 0 6= x ∈ J ′N . Then

x =
∑

i = 1, . . . , dim Sn

n ≤ N

ainα
inp′

©>n
.
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We set B′n = A · span{αinp′
©>n : i = 1, 2, . . . , dim Sn}, B′ = ⊕∞

n=oB′n. The
component of ∆x belonging to B′N−1 ⊗ B′1 equals 0. Thus

0 ≡
∑

i=1,...,dim SN

∆(aiN)αiN
j1...jN

×

N∑
k=1

p′j1 · . . . · p
′
jk−1

Λjkmp
′
jk+1

· . . . · p′jN
⊗ p′m(mod. B′N−2 ⊗ B′1).

In short,

0 ≡
∑

i

∆(aiN)
N∑

k=1

αiN
[
(p′
©>(k−1)©>Λ©>p′

©>(N−k)
)©⊥p′

]
.

Since (1.6) holds in B̃, p′©>Λ ≡ R(Λ©>p′) (mod.A). Using (3.42), αiN =
αiNSN = αiNSNRk = αiNRk and all components in the second sum are
equal modulo B′N−2 ⊗ B′1. We get

0 ≡
∑

i

∆(aiN)αiN [(p′©> . . .©>p′©>Λ)⊗ p′],

0 ≡
∑

i

a
(1)
iNα

iN
j1...jN

p′j1 . . . p
′
jN−1

ΛjNm ⊗ a
(2)
iN (mod. B′N−2 ⊗A).

Acting by id⊗ ε and multiplying by Λ−1
mkp

′
k, one has

0 ≡
∑

i

aiNα
iNp′

©>N
(mod. B′N−1

).

Using Corollary 3.3, one obtains aiN = 0, i = 1, . . . , dim SN , x ∈ J ′∩B′N−1 =
{0}, contradiction. We get J ′ = {0}, J = j. 2.

End of proof of Theorem 3.1 . We use the above facts. 2.

Corollary 3.6 Let LN = {αinp©>n : i = 1, 2, . . . , dim Sn, n = 0, 1, 2, . . . , N}.
Then L∞ is a basis of B, LN is a basis of BN = A · span{pi1 . . . pin :
i1, . . . , in ∈ I, n = 0, 1, . . . , N} (we treat B, BN as left modules). In partic-
ular,

dimA BN =
N∑

n=0

dim Sn. (3.44)

26



Remark 3.7 Assume that the condition c. doesn’t hold. Then we intro-
duce ηi ∈ A′ as before, so (2.3) holds. But on the right hand side of
(2.5) (for a = vAC, b = wBD, v, w ∈ Irr H) we must add Lvw

mAB,CD where
Lvw ∈ Mor(v©>w,Λ©>v©>w) and we don’t have (2.6), (2.18). Nevertheless,
(1.8) is valid. Therefore we get admissible ηi in the following way. Let
matrix elements of nontrivial irreducible representations {wm}m∈M generate
A as algebra with I. We put ηi(I) = 0, assume some values of ηi(w

m
AB)

and using (2.3) compute φi(w
m
AB). Then we have the condition that ρ of

(1.8) preserves all the relations among wm
AB. We choose ηi(Λjs) so that

(2.11) is satisfied (ηi are in general not determined uniquely by φi). We also
have an additional condition that (2.19) holds for b being matrix elements
of {wm}m∈M (due to Remark 2.6 it implies (2.19) for all b ∈ A and using
it we get Aαr = 0 and bimodule condition for j2 in Theorem 2.3). Proposi-
tion 3.14 holds provided Mor(1,Λ) = {0}, Mor(Λ,Λ©>Λ) = {0} (otherwise
we replace Mor(P©>P ,P©>P) by V0 in both places where V0 is some linear
subspace of Mor(P©>P ,P©>P)). Moreover, in Proposition 3.14.2.c there is
B[Z⊗1+(R⊗1)(1⊗Z)]m on the right hand side of (3.59) and also one more
condition (3.61). We don’t get Proposition 4.5.2, Proposition 4.8 and Corol-
lary 4.9. In Proposition 4.5.3, Proposition 5.5, Theorem 5.6 and Proposition
5.7 we assume that Λ is a nontrivial representation. With such corrections,
the results of Sections 2–5 are still valid.

Corollary 3.8a) B is the universal unital algebra generated by A and pi

(i ∈ I) with the relations IB = IA,

psa = (a ∗ fst)pt + a ∗ ηs − Λst(ηt ∗ a), a ∈ A, (3.45)

(R− 1⊗2)kl,ij(pipj − ηi(Λjs)ps + Tij − ΛimΛjnTmn) = 0. (3.46)

b) B is the universal unital algebra generated by A and p1, . . . , ps with the
relations IB = IA,

(P©>w)Nw = Nw(w©>P), w ∈ Rep H, (3.47)

RP (P©>P) = (P©>P)RP , (3.48)

where P is given by the condition 3.,

RP =


R Z −R · Z (R− 1⊗2)T
0 0 1 0
0 1 0 0
0 0 0 1

 , Nw =

(
Gw Hw

0 1w

)
, (3.49)
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(Gw)iC,Dj = fij(wCD), (Hw)iC,D = ηi(wCD), R = GΛ, Z = HΛ.

Remark 3.9 For η = 0, T = 0 (that choice always satisfies the conditions
(2.14), (3.1), (3.2)) we get psΛij = Rsi,mtΛmjpt, Rkl,ijpipj = pkpl (cf [13],
[8]).

Remark 3.10 In (3.45) it suffices to take a being generators of A (as algebra
with unity), in (3.47) it suffices to take {wm}m∈M ⊂ Rep H such that matrix
elements of wm generate A.

Remark 3.11 Replacing T by T ′ = 1
2
(1⊗2 − R)T , we don’t change (3.46).

One has RT ′ = −T ′. So in the following we can (and will) assume

RT = −T. (3.50)

Proof. a) follows from Theorem 3.1. Due to (2.3) and (1.7) it suffices to take
a as generators.

ad b) Let a = wmn, m,n = 1, . . . , dimw. Then (1.5) implies

(Λ©>w)Gw = Gw(w©>Λ),

(3.45) is equivalent to

p©>w = Gw(w©>p) +Hww − (Λ©>w)Hw. (3.51)

We can rewrite these two equations as (3.47). One can replace (3.46) by

(R− 1⊗2)(p©>p− Z · p+ T − (Λ©>Λ)T ) = 0. (3.52)

Using (3.51) for w = Λ, this is equivalent to (3.48). 2.

Proposition 3.12 B is a Hopf algebra (with invertible coinverse).

Proof. Let w,w′ ∈ Irr H. Then

w©>w′ ' ⊕
w′′∈IrrH

cw
′′

ww′w
′′
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for some cw
′′

ww′ ∈ N. Thus there exist linearly independent Sα
ww′w′′ ∈ Mor(w′′, w©>w′),

α = 1, . . . , cw
′′

ww′ . Then A is the algebra generated by matrix elements of un-
equivalent irreducible representations of H satisfying

(w©>w′)Sα
ww′w′′ = Sα

ww′w′′w
′′, w, w′, w′′ ∈ Irr H, α = 1, . . . , cw

′′

ww′ . (3.53)

We conclude that B is the universal algebra generated by (matrix elements
of) a set of representations of G (P and w ∈ Irr H) satisfying (3.47), (3.48),
(3.53),

P = I©>P , Pi = iΛ and sP = Is

where i : C|I| −→ C|I| ⊕ C, s : C|I| ⊕ C −→ C are the canonical map-
pings, I is the trivial representation of H. Thus the relations are given by
morphisms. Moreover, these representations are invertible:

P−1 =

(
Λ−1 −Λ−1p
0 I

)
,

w−1 = S(w) for w ∈ Irr H. Using the arguments of [10] or [16], we get
that B has a coinverse S. Similarly, PT and wT , w ∈ Irr H, are invertible
representations of Gopp, where Poly (Gopp) = (B, τ∆) (coinverse of A is
invertible). Hence (B, τ∆) has a coinverse S ′, by the general theory S ′ = S−1.
2.

Let
τ kl = (R− 1⊗2)kl,ijτij, (3.54)

where τij are defined in Theorem 2.3.

Proposition 3.13

1) (2.14) is equivalent to

(Λ©>Λ)kl,ij(τ
ij ∗ b) = b ∗ τ kl, b ∈ S, (3.55)

where S is a set generating A as an algebra with unity

2)

τ ij(ab) = (fjs ∗ fim)(a)τms(b) + τ ij(a)ε(b) (a, b ∈ A), τ ij(I) = 0.
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Proof. 1) follows from Remark 2.6, (1.15), (3.5) and (1.12). 2) follows from
Proposition 2.4, (1.16), (3.5) and

Rkl,ij(fjs ∗ fim) = (flj ∗ fki)Rij,ms

( we get it acting fij on (1.5)). 2.

Proposition 3.14 Let R 6∈ C1⊗2. One has

1) Mor(P©>P ,P©>P) = C · id ⊕ CRP ⊕ {mP : (Λ©>Λ)m = m} where RP is
given by (3.49) and

mP =


0 0 0 m
0 0 0 0
0 0 0 0
0 0 0 0

 . (3.56)

2) W ∈ Mor(P©>P ,P©>P) satisfies

(W ⊗ 1)(1⊗W )(W ⊗ 1) = (1⊗W )(W ⊗ 1)(1⊗W ) (3.57)

if and only if

a) W = x · id (x ∈ C \ {0}) or

b) W ∈ {mP : (Λ©>Λ)m = m} or

c) W = y · (RP + mP ) for y ∈ C \ {0} and m such that (Λ©>Λ)m = m
provided that

[(R− 1⊗2)⊗ 1]F = 0, (3.58)

A3(Z ⊗ 1− 1⊗ Z)T = 0. (3.59)

Those W are invertible if and only if we have the case a) or c).

Remark 3.15 Examples of R-matrices for inhomogeneous quantum groups
were given e.g. in [2], [13], [3], [7].

Proof. ad 1) One has

P©>P =


Λ©>Λ Λ©>p p©>Λ p©>p

0 Λ 0 p
0 0 Λ p
0 0 0 I

 .
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We assume

W =


A B E F
C D G H
J K N P
L M Q U

 ∈ Mor(P©>P ,P©>P).

It gives a set of linear relations on matrices A,B, . . . , U . Using (3.52) and

p©>Λ = R(Λ©>p) + ZΛ− (Λ©>Λ)Z (3.60)

(it is (3.51) for w = Λ) one can solve them and get A = b + aR, B = aZ,
E = −aRZ, F = a(R − 1⊗2)T +m, D = N = b1, G = K = a1, U = a + b,
C = H = J = P = L = M = Q = 0, where a, b, k ∈ C, (Λ©>Λ)m = m. It
means W = b · id + a ·RP +mP and 1) follows.

ad 2) We set l = Z ⊗ 1 + (R ⊗ 1)(1 ⊗ Z). Using (2.5), we get lijk,rs =
ηi((Λ©>Λ)jk,rs) and (see (1.12))

(1⊗R)l = lR. (3.61)

Moreover, (Λ©>Λ)m = m gives

lm = 0 (3.62)

and (acting by fij)

(R⊗ 1)(1⊗R)(m⊗ 1) = 1⊗m, (3.63)

hence (using R2 = 1⊗2)

(1⊗R)(R⊗ 1)(1⊗m) = m⊗ 1. (3.64)

We shall check for which m and x, y ∈ C, W = x · id+y ·RP +mP satisfies
(3.57). Since P acts in C|I| ⊕C, W acts on

C|I| ⊗C|I| ⊕C|I| ⊗C⊕C⊗C|I| ⊕C⊗C.
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Denoting the standard basis elements in C|I| ⊕ C by ei (i ∈ I) and f , one
gets

RP (ei ⊗ ej) = Rkl,ijek ⊗ el,

RP (ei ⊗ f) = Zkl,iek ⊗ el + f ⊗ ei,

RP (f ⊗ ei) = −(RZ)kl,iek ⊗ el + ei ⊗ f,

RP (f ⊗ f) = ((R− 1⊗2)T )ijei ⊗ ej + f ⊗ f,

mP (ei ⊗ ej) = 0,

mP (ei ⊗ f) = 0,

mP (f ⊗ ei) = 0,

mP (f ⊗ f) = mijei ⊗ ej.



(3.65)

Let us restrict ourselves to C|I| ⊗C|I| ⊗C|I|. Then (3.57) gives an anal-
ogous formula for x · 1⊗2 + y · R. Using (3.11) and R2 = 1⊗2, it means
x2y(R ⊗ 1 − 1 ⊗ R) = 0, x = 0 or y = 0 (R ⊗ 1 = 1 ⊗ R would mean
V ⊗C4 = C4 ⊗ V where V = ker(R + 1⊗2), R ∈ C1⊗2, contradiction).

Setting x 6= 0, y = 0 and applying both sides of (3.57) to f ⊗ f ⊗ ek, one
obtains mij(ei ⊗ ej ⊗ ek) = 0, m = 0. Clearly x 6= 0, y = 0, m = 0 gives a
solution of (3.57). The same holds for x = y = 0 (both sides of (3.57) equal
0). It remains to consider W = y(RP + mP ) for y 6= 0. In order to check
(3.57) we may assume y = 1. Using (3.65), we find that (3.57) on ei⊗ ej⊗ ek

follows from (3.11), on ei ⊗ ej ⊗ f , ei ⊗ f ⊗ ej, f ⊗ ei ⊗ ej is equivalent to
(3.61), on ei ⊗ f ⊗ f , f ⊗ ei ⊗ f , f ⊗ f ⊗ ei is equivalent to (3.58) (we use
(3.30), (3.61) and (3.64)), on f ⊗ f ⊗ f is equivalent to Bls = 0 where B is
given by (3.14), s = s0 + m, s0 = (R − 1⊗2)T = −2T (see (3.50)). Using
(3.62) and [1⊗ (1⊗2 +R)]ls0 = 0 (which follows from (3.61)), we get

Bls = Bls0 =
1

2
A3ls0 = −A3(Z ⊗ 1− 1⊗ Z)T

and Bls = 0 is equivalent to (3.59).
Invertibility condition is obvious (in the case c) we use the existence of
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R−1
P = RP ). 2.

Remark 3.16 One can also consider the case when (R+1⊗2)(R−Q1⊗2) = 0
where Q 6= 0,±1 is not a root of unity. Then (ρ + id)(ρ − Qid) = 0 and
we should replace everywhere R − 1⊗2 by R − Q1⊗2, Rkl,ijpipj = pkpl by
Rkl,ijpipj = Qpkpl,

A3 = Q31⊗ 1⊗ 1−Q2R⊗ 1−Q21⊗R +Q(R⊗ 1)(1⊗R)+

Q(1⊗R)(R⊗ 1)− (R⊗ 1)(1⊗R)(R⊗ 1),

A = (R⊗ 1)(1⊗R)−Q(1⊗R) +Q21⊗ 1⊗ 1,

B = (1⊗R)(R⊗ 1)−QR⊗ 1 +Q21⊗ 1⊗ 1,

RP =


R Z (Q− 1−R) · Z (R−Q1⊗2)T
0 0 Q1 0
0 1 (Q− 1)1 0
0 0 0 Q

 ,
n! is replaced by

(n)Q! =
∑

π∈Πn

Qs(π) = (1)Q(2)Q · . . . · (n)Q

where s(π) is the number of transpositions in the minimal decomposition of
π and (k)Q = 1 +Q+ . . .+Qk−1 (what concerns Sn and A3 see [5]),

rnπ = Qs−1rni1 +Qs−2Ri1rni2 + . . .+Ri1 · . . . ·Ris−1rnis

where s = s(π), in Remark 3.11 T ′ = 1
1+Q

(Q1⊗2 − R)T . In Proposition

3.14.2.c one has W = y(RP +mP )±1, (1⊗R)(R⊗1)(1⊗m)−m⊗1 on the
right hand side of (3.58) and additional condition Rm = −m. In (4.4) one
has 1

(1+Q)c2
(Q1⊗2−R̂) instead of 1

2c2
(1⊗2−R̂). In (4.14) one obtains R−1

ab,jl on
the left hand side. In Proposition 4.5.2, Proposition 5.5, Theorem 5.6 and
Proposition 5.7 we assume |Q| = 1 (otherwise existence of the considered
∗-structure in B would imply R = −1⊗2, B = A · span{I, pi}). With these
corrections, all the results (in particular Remark 3.7) remain true but we do
not get Proposition 4.8, Corollary 4.9 and there are small modifications in
the proofs.
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4 Isomorphisms and ∗ structure

In this Section we consider isomorphisms among inhomogeneous quantum
groups as well as ∗-structures on them. Throughout the Section we assume
that Poly(H) = (A,∆) is a Hopf algebra satisfying the conditions a.–c. and
Poly(G) = (B,∆) is the corresponding Hopf algebra as in Theorems 2.1 and
3.1. Then G is called an inhomogeneous quantum group.

Proposition 4.1 Let w ∈ Irr G. Then w ∈ Irr H.

Proof. Let W = span{wmn : m,n = 1, . . . , dimw} and s be the smallest
natural number such that W ⊂ Bs (B = ∪sBs). Assume that s > 0. Then
∆Bs ⊂ Bs−1⊗Bs+Bs⊗Bs−1. There exists φ ∈ (Bs)′ such that φ|Bs−1 = 0 and
φ|W 6= 0. Therefore (id⊗ φ)∆W ⊂ Bs−1, wφ(w) ∈Mdim w(Bs−1). Moreover,
one can choose x ∈ Cdim w such that φ(w)x 6= 0. We take φ(w)x as the
first vector of a basis in the carrier vector space of w. Thus wk1 ∈ Bs−1,
k = 1, . . . , dim w, wkl ⊗ wl1 = ∆wk1 ∈ Bs−1 ⊗ Bs−1. Using linear indepen-
dence of wl1 (w ∈ Irr G), we get wkl ∈ Bs−1, W ⊂ Bs−1, contradiction. Thus
s = 0, W ⊂ B0 = A. 2.

Corollary 4.2

A = span{wkl : k, l = 1, . . . , dim w, w ∈ Irr G}.

Thus B determines A uniquely.

Proposition 4.3 Let x ∈ B, ∆x ∈ A⊗ B + B ⊗A. Then x ∈ B1.

Proof. Let N be the minimal number such that x ∈ BN . Assume N ≥ 2.
Then

x =
∑

i = 1, . . . , dim Sn

n ≤ N

ainα
inp

©>n.

Using the same arguments as in the proof of Proposition 3.5, one gets aiN = 0,
i = 1, . . . , dim SN , x ∈ BN−1, contradiction. Thus x ∈ B1. 2.

Proposition 4.4 One has
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1) Suppose that B,A,∆,Λ, p, f, η, T and B̂, Â, ∆̂, Λ̂, p̂, f̂ , η̂, T̂ describe two in-
homogeneous quantum groups G, Ĝ and φ : B −→ B̂ be an isomorphism of
bialgebras. Then φ(A) = Â, φ(B1) = B̂1. We denote φA = φ|A : A −→ Â.

2) Moreover, let φ(Λ) = M Λ̂M−1 for an invertible matrix M . Then

φ(p) = M(cp̂+ h− Λ̂h), (4.1)

for some c ∈ C \ {0}, hs ∈ C (s ∈ I) and we can choose

f̂ = (M−1fM) ◦ φ−1
A , (4.2)

η̂ =
1

c
M−1(η + fMh− εMh) ◦ φ−1

A , (4.3)

T̂ =
1

c2
(M−1⊗M−1)T +

1

2c2
(1⊗2− R̂)[−(M−1⊗M−1)ZMh+ h⊗ h] (4.4)

where Z = η(Λ),
R̂ = (M−1 ⊗M−1)R(M ⊗M). (4.5)

3) Let B,A,∆,Λ, p, f, η, T describe an inhomogeneous quantum group, Â, ∆̂, Λ̂
satisfy the conditions a.–c., φA : A −→ Â be an isomorphism of bialgebras
such that φA(Λ) = M Λ̂M−1 for an invertible matrix M and c ∈ C \ {0},
hs ∈ C (s ∈ I). Then there exists an inhomogeneous quantum group de-
scribed by B̂, Â, ∆̂, Λ̂, p̂, f̂ , η̂, T̂ and isomorphism of bialgebras φ : B −→ B̂
such that φA = φ|A and (4.1)–(4.4) hold.

Proof. ad 1) According to Corollary 4.2,

φ(A) = span{φ(wkl) : k, l = 1, . . . , dimw, w ∈ Irr G} =

span{vkl : k, l = 1, . . . , dim v, v ∈ Irr Ĝ} = Â.

Let x ∈ B1. Then ∆x ∈ B⊗A+A⊗B, ∆φ(x) = (φ⊗φ)∆x ∈ B̂⊗Â+Â⊗B̂.
Using Proposition 4.3, we get φ(x) ∈ B̂1. Thus φ(B1) ⊂ B̂1. Interchanging
B with B̂, one gets φ(B1) = B̂1.
ad 2) φ(p) = k · p̂+ l for some kij, li ∈ Â. Therefore

(kp̂+ l)©⊥I +M Λ̂M−1©⊥(kp̂+ l) = (φ⊗ φ)(p©⊥I + Λ©⊥p) =

(φ⊗ φ)∆p = ∆̂φ(p) = ∆̂(k)(p̂©⊥I + Λ̂©⊥p̂) + ∆̂(l).
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We get ∆̂(k) = k©⊥I, kij ∈ C, M Λ̂M−1k = kΛ̂, l©⊥I + M Λ̂M−1©⊥l = ∆̂(l).

Thus k = c ·M and (cf (2.10) and later formulae) l = ĥ−M Λ̂M−1ĥ for some
c ∈ C \ {0}, ĥs ∈ C (s ∈ I). Setting h = M−1ĥ one obtains (4.1).

Acting φ on the relation pa = (a ∗ f)p+ a ∗ η − Λ(η ∗ a), we get

M(cp̂+ h− Λ̂h)b =

(b ∗ f ◦ φ−1
A )M(cp̂+ h− Λ̂h)+

b ∗ η ◦ φ−1
A −M Λ̂M−1(η ◦ φ−1

A ∗ b),


(4.6)

where b = φ(a) ∈ Â. But (acting φ on (1.5))

(b ∗ f ◦ φ−1
A )M Λ̂M−1 = M Λ̂M−1(f ◦ φ−1

A ∗ b).

Thus (4.6) is equivalent to

p̂b = {b ∗ [(M−1fM) ◦ φ−1
A ]}p̂+

1

c
{b ∗ [M−1(η + fMh− εMh) ◦ φ−1

A ]}−

1

c
Λ̂{[M−1(η + fMh− εMh) ◦ φ−1

A ] ∗ b}.

It proves (4.2) and (4.3). Applying (4.2) and (4.3) to Λ̂ one obtains (4.5) and

Ẑ =
1

c
[(M−1 ⊗M−1)ZM + R̂(1⊗ h)− h⊗ 1]. (4.7)

Acting φ on the relation (3.52) and using (4.5), we get

(R̂− 1⊗2)[p̂©>p̂+ p̂©>h′ − p̂©>Λ̂h′+

h′©>p̂− Λ̂h′©>p̂+ Λ̂h′©>Λ̂h′ − Λ̂h′©>h′ − h′©>Λ̂h′ + h′©>h′−

Z ′p̂− Z ′h′ + Z ′Λ̂h′ + T ′ − (Λ̂©>Λ̂)T ′] = 0,


(4.8)

where Z ′ = 1
c
(M−1 ⊗M−1)ZM , T ′ = 1

c2
(M−1 ⊗M−1)T , h′ = h

c
. But

p̂©>Λ̂ = R̂(Λ̂©>p̂) + ẐΛ̂− (Λ̂©>Λ̂)Ẑ,
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so (4.8) is equivalent to

(R̂− 1⊗2)[p̂©>p̂−Gp̂+ U ] = 0,

where
G = −1⊗ h′ + R̂(Λ̂h′ ⊗ 1)− h′ ⊗ 1 + Λ̂h′ ⊗ 1 + Z ′ =

Ẑ + (R̂ + 1⊗2)(Λ̂h′ ⊗ 1− 1⊗ h′),

U = −ẐΛ̂h′ + (Λ̂©>Λ̂)Ẑh′ + Λ̂h′©>Λ̂h′ − Λ̂h′©>h′ − h′©>Λ̂h′+

h′©>h′ − Z ′h′ + Z ′Λ̂h′ + T ′ − (Λ̂©>Λ̂)T ′.

But
Z ′Λ̂h′ − ẐΛ̂h′ = h′©>Λ̂h′ − R̂(Λ̂h′©>h′),

(Λ̂©>Λ̂)Ẑh′ = (Λ̂©>Λ̂)Z ′h′ + R̂(Λ̂©>Λ̂)(h′©>h′)− (Λ̂©>Λ̂)h′©>h′,

hence
U = T̃ − (Λ̂©>Λ̂)T̃ + (R̂ + 1⊗2)(Λ̂h′©>Λ̂h′ − Λ̂h′©>h′),

where T̃ = T ′ − Z ′h′ + h′©>h′. Therefore (4.8) is equivalent to

(R̂− 1⊗2)(p̂©>p̂− Ẑp̂+ T̃ − (Λ̂©>Λ̂)T̃ ) = 0.

Thus we can choose T̂ as 1
2
(1⊗2 − R̂)T̃ (cf Remark 3.11) and (4.4) follows.

ad 3) We define f̂ , η̂, T̂ by (4.2)–(4.4) and B̂ as the universal algebra
generated by Â and p̂i, i ∈ I, satisfying IB̂ = IÂ,

p̂b = (b ∗ f̂)p̂+ (b ∗ η̂)− Λ̂(η̂ ∗ b), b ∈ Â,

(R̂− 1⊗2)[p̂©>p̂− Ẑp̂+ T̂ − (Λ̂©>Λ̂)T̂ ] = 0,

where f̂ , η̂, T̂ are given by (4.2)–(4.4), R̂ij,kl = f̂il(Λ̂jk), Ẑ = η̂(Λ̂). The com-
putations in 2) show that there exists a unital homomorphism of algebras
φ : B −→ B̂ such that φ|A = φA and (4.1) holds (φ transforms the relations

in B into the relations in B̂). The same computations show that there ex-
ists a unital homomorphism of algebras φ′ : B̂ −→ B such that φ′| Â = φ−1

A

and φ′[M(cp̂ + h − Λ̂h)] = p, i.e. φ′(p̂) = 1
c
M−1[p − Mh + ΛMh]. Thus

φφ′ = φ′φ = id and φ is an isomorphism. We set ∆̂ = (φ ⊗ φ)∆φ−1. Hence
(B̂, ∆̂) is a bialgebra with the proper bialgebra structure on Â and φ is an
isomorphism of bialgebras. Computations in 2) show ∆̂p̂ = p̂©⊥I + Λ̂©⊥p̂ and
the properties of (B,∆) imply that (B̂, ∆̂) corresponds to an inhomogeneous
quantum group described by B̂, Â, ∆̂, Λ̂, p̂, f̂ , η̂, T̂ . 2.
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Proposition 4.5 Let B,A,∆,Λ, p, f, η, T correspond to an inhomogeneous
quantum group where (A,∆) is a Hopf ∗-algebra such that Λ̄ = Λ.

1) Let (B,∆) be a Hopf ∗-algebra such that ∗|A = ∗A. Then there exist m 6=
0, ns ∈ C (s ∈ I) such that

p′i = mpi + ni − Λijnj (4.9)

satisfy p′∗i = p′i. In particular, there exist B̂, Â, ∆̂, Λ̂, p̂, f̂ , η̂, T̂ corresponding
to an inhomogeneous quantum group and Hopf ∗-algebra isomorphism φ :
B −→ B̂ such that A = Â, φ|A = id, φ(p′i) = p̂i, p̂

∗
i = p̂i.

2) There exists Hopf ∗-algebra structure in B such that ∗|A = ∗A and p∗i = pi

(i ∈ I) iff
fij(S(a∗)) = fij(a), a ∈ A, (4.10)

ηi(S(a∗)) = ηi(a), a ∈ A, (4.11)

T̃ − T ∈ Mor(I,Λ©>Λ), (4.12)

where T̃ij = Tji, i, j ∈ I. Moreover, such ∗ is unique.

3) Proposition 4.4 remains valid if we consider (A,∆), (Â, ∆̂), (B,∆) and
(B̂, ∆̂) as Hopf ∗-algebras, φ, φA as Hopf ∗-algebra isomorphisms, pi, p̂i as
selfadjoints, M = M̄ and c ∈ R \ {0}, hi ∈ R (i ∈ I). Moreover, one has

Λ̂ = Λ̂.

Remark 4.6 Statements 1) and 3) remain valid if we replace everywhere
Hopf ∗-algebras by ∗-bialgebras.

Remark 4.7 If Λ = Λ̄, Λ̂ = Λ̂ and φA : A −→ Â is a ∗-isomorphism such
that φA(Λ) = M Λ̂M−1 then we can assume M = M̄ (Conjugating one has
φA(Λ) = M̄ Λ̂M̄−1. Using the condition b., M̄ = α ·M for some α = eiφ,
φ ∈ R. Replacing M by M ′ = eiφ/2M , one gets φA(Λ) = M ′Λ̂M ′−1 and
M ′ = M ′).

Proof. ad 1) Acting by ∗ on (1.1), we get

∆p∗i = Λij ⊗ p∗j + p∗i ⊗ I ∈ A⊗ B + B ⊗A.
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Using Proposition 4.3, p∗i = kijpj + li for some kij, li ∈ Â. Therefore

(kp+ l)©⊥I + Λ©⊥(kp+ l) = ∆(k)(p©⊥I + Λ©⊥p) + ∆(l).

We get (cf the proof of Proposition 4.4) k = cI, l = g−Λg for some c, gs ∈ C
(s ∈ I). Thus p∗j = dpj + gj − Λjkgk. Using p∗∗j = pj, we may put d = eiφ,

gj = ieiφ/2cj, φ, cj ∈ R (j ∈ I). Setting m = eiφ/2, nj = 1
2
icj, one gets that

p′i given by (4.9) satisfy p′∗i = p′i.
We put c = 1

m
, hj = − 1

m
nj,M = 1, Â = A, φA = id. Then B̂, Â, ∆̂, Λ̂, p̂, f̂ , η̂, T̂

and φ : B −→ B̂ given by Proposition 4.4.3 satisfy all the conditions which
don’t involve ∗. In particular, Λ = Λ̂,

φ(p′) = φ(mp+ n− Λn) = m(cp̂+ h− Λh) + n− Λn = p̂.

We define ∗ in B̂ as φ ◦ ∗B ◦ φ−1. Then φ is a Hopf ∗-algebra isomorphism
and p̂∗i = φ(p′∗i ) = φ(p′i) = p̂i.

ad 2) The existence of such structure is equivalent to the fact that the
ideal G in B̃ (with ∗ given by p̃∗i = p̃i, ∗|A = ∗A) generated by (1.6) and (3.46)
is selfadjoint (Hopf algebra structure exists due to Proposition 3.12, while
∆∗ = (∗ ⊗ ∗)∆ and ∗2 = id can be checked on generators a ∈ A, pi (i ∈ I)).
In other words, conjugating (1.6) and (3.46) we should get relations, which
follow from (1.6) and (3.46) as relations in algebra without ∗. We use the
notation f̄(x) = f(x∗), f ∈ A′, x ∈ A. For (1.6) one gets (b = a∗)

0 = [−psa+ (a ∗ fst)pt + φs(a)]
∗ = −bps + pt(b ∗ fst) + φs(b

∗)∗ =

−bps + (b ∗ fst ∗ ftr)pr + φt(b ∗ fst) + φs(b
∗)∗.

Therefore (see (1.4)) fst∗ftr = δsrε, fsl = fst∗ftr∗frl◦S = fsl◦S, fsl = fsl ◦ S,
we get (4.10). Moreover,

φs(b
∗) = −φt(b ∗ fst)

∗. (4.13)

Thus

b∗ ∗ ηs − Λst(ηt ∗ b∗) = −b∗ ∗ fst ∗ ηt + (ηm ∗ b∗ ∗ fst)Λtm =

−b∗ ∗ fst ∗ ηt + Λst(ftm ∗ ηm ∗ b∗)
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(we used (1.5)). Thus (b∗ = a) a ∗ µs = Λst(µt ∗ a), where µs = ηs + fst ∗ ηt.
Inserting a = vkl, v ∈ Irr H, and denoting µs(vkm) = Fsk,m, one has F ∈
Mor(v,Λ©>v) = {0} (condition c.), µs = 0. Therefore (see (1.4)),

−fms ◦ S ∗ ηs = fms ◦ S ∗ fst ∗ ηt = ηm.

Acting on vkl and using (2.5), we obtain

ηm(vkl) = −fms(v
−1
kr )ηs(vrl) = −ηm(δklI) + ηm(v−1

kr )ε(vrl) = ηm(v−1
kl ),

ηm = ηm ◦ S, one gets (4.11).
In virtue of (4.10), (1.4) and Λ̄ = Λ

δijδkl = δijε(Λkl) = fim ∗ fmj(Λkl) =

fim(Λkr)fmj(Λrl) = Rik,rmRmr,lj.

Multiplying by Rab,ik, we get

Rab,jl = Rba,lj. (4.14)

Moreover,

ηs(Λjk) = −(fst ∗ ηt)(Λjk) = −fst(Λjm)ηt(Λmk) = −Rsj,mtηt(Λmk).

Multiplying by (R− 1⊗2)ab,sj, one obtains

(R− 1⊗2)ab,sjηs(Λjk) = (R− 1⊗2)ab,mtηt(Λmk). (4.15)

Therefore, conjugating (3.46), we get

(R− 1⊗2)lk,ji[pjpi − ηj(Λis)ps + T̃ji − ΛjnΛimT̃nm] = 0.

Comparing with (3.46), one has (R − 1⊗2)(T̃ − T ) ∈ Mor(I,Λ©>Λ). Using
(3.50) and (4.14), we get (4.12). Conversely, assuming (4.10)–(4.12) and
repeating the above reasonings in an opposite order, one gets that G is self-
adjoint.

Since A and pi (i ∈ I) generate B, uniqueness of ∗ follows.
ad 3) If φ ◦ ∗ = ∗ ◦ φ and M̄ = M then (in 2) of Proposition 4.4)

M Λ̂M−1 = φ(Λ) = φ(Λ̄) = φ(Λ) = M Λ̂M−1,
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hence Λ̂ = Λ̂. Moreover,

M(c̄p̂+ h̄− Λ̂h̄) = φ(p) = φ(p̄) = φ(p) = M(cp̂+ h− Λ̂h).

Thus h̄ − h ∈ Mor(I, Λ̂) = {0} (condition c.), c, hi ∈ R (i ∈ I). In 3) of

Proposition 4.4 we prove Λ̂ = Λ̂ as above and define Hopf ∗-algebra structure
in B̂ by ∗B̂ = φ ◦ ∗B ◦ φ−1, which gives the proper ∗ in Â. Thus φ is a Hopf
∗-algebra isomorphism by construction. Then

M(cp̂+ h− Λ̂h) = φ(p) = φ(p̄) = φ(p) = M(cp̂+ h− Λ̂h),

p̂ = p̂. 2.

Proposition 4.8 Let B satisfy the conditions of Proposition 4.5.2 with T̃ =
T . Then (see (3.54)) τ kl(S(b∗)) = τ lk(b).

Proof. Using ∆∗ = (∗ ⊗ ∗)∆, ∆S = τ(S ⊗ S)∆, εS = ε, (4.10), (4.11) and
Tij = Tji one gets

τij(S(b∗)) = ηi ∗ ηj(b)− ηi(Λjs)ηs(b) + Tjiε(b)− (fim ∗ fjn)(b)Tnm.

Multiplying both sides by (R−1⊗2)kl,ij and using (4.14), (4.15), one gets our
assertion. 2.

Corollary 4.9 With assumptions of Proposition 4.8, if (3.55) holds for some
b ∈ A then (3.55) holds for S(b∗).

Proof. Let c = S(b∗). Applying S ◦∗ to (3.55) and using Proposition 4.8, one
obtains (Λ−1)ki(Λ

−1)lj(c ∗ τ ji) = τ lk ∗ c, which is equivalent to (3.55) with b
replaced by c. 2.

5 Quantum homogeneous spaces

In this Section we prove that each inhomogeneous quantum group possesses
(under some conditions) exactly one analogue of Minkowski space. Through-
out the Section we assume that Poly(H) = (A,∆) is a Hopf ∗-algebra satis-
fying the conditions a.–c. and Poly(G) = (B,∆) is the corresponding Hopf
∗-algebra as in Theorems 2.1, 3.1 with ∗-structure as in Proposition 4.5.2.

41



Remark 5.1 Analogues of Minkowski spaces endowed with the action of in-
homogeneous quantum group in absence of inhomogeneous terms in the com-
mutation relations were studied e.g. in [13], [8], [3], for the so called soft
deformations (a commutative A and η = 0) in [17] and for κ-Poincaré group
in [7].

Motivated by [12] we say that (C,Ψ) describes an analogue of Minkowski
space associated with G if one has

1. C is a unital ∗-algebra generated by xi, i ∈ I, and Ψ : C −→ B ⊗ C is a
unital ∗-homomorphism such that (ε ⊗ id)Ψ = id, (id ⊗ Ψ)Ψ = (∆ ⊗ id)Ψ,
x∗i = xi and

Ψxi = Λij ⊗ xj + pi ⊗ I. (5.1)

2. if ΨW ⊂ A⊗W for a linear subspace W ⊂ C then W ⊂ CI.

3. if (C ′,Ψ′) also satisfies 1.–2. for some xi
′ ∈ C ′ then there exists a unital

∗-homomorphism ρ : C −→ C′ such that ρ(xi) = xi
′ and (id ⊗ ρ)Ψ = Ψ′ρ

(universality of (C,Ψ)).

Let us remark that the conditions (ε⊗ id)Ψ = id, (id⊗Ψ)Ψ = (∆⊗ id)Ψ
are superfluous in 1..

Proposition 5.2 We assume

Mor(I,Λ©>Λ) ∩ ker(R + 1⊗2) = {0}. (5.2)

Let C ′ be a unital algebra generated by xi (i ∈ I) and Ψ′ : C ′ −→ B ⊗ C′ be a
unital homomorphism satisfying (5.1) and the condition 2.. Then

(R− 1⊗2)ij,kl(xkxl − ηk(Λlm)xm + Tkl) = 0. (5.3)

Proof. According to (5.1), Ψ′x = Λ©⊥x+ p©⊥I. Thus

Ψ′(x©>x) = (Λ©>Λ)©⊥(x©>x) + (Λ©>p)©⊥x+ (p©>Λ)©⊥x+ (p©>p)©⊥I.

Using (1.12), (3.60) and (3.52),

Ψ′((R− 1⊗2)(x©>x)) = (Λ©>Λ)©⊥(R− 1⊗2)(x©>x)+

(R− 1⊗2)(ZΛ− (Λ©>Λ)Z)©⊥x+ (R− 1⊗2)(Zp− T + (Λ©>Λ)T )©⊥I.
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Setting w = (R − 1⊗2)(x©>x − Zx + T ), one obtains Ψ′w = (Λ©>Λ)©⊥w.
The condition 2. implies wij ∈ CI, w = (Λ©>Λ)w. But Rw = −w, hence
w ∈ Mor(I,Λ©>Λ) ∩ ker(R + 1⊗2) = {0} and (5.3) follows. 2.

Proposition 5.3 Assume that

Mor(I,Λ©>Λ©>Λ) = {0}. (5.4)

Let C be the universal unital algebra generated by xi (i ∈ I) satisfying (5.3).
Then there exists a unique unital homomorphism Ψ : C −→ B ⊗ C such that
(5.1) holds. Moreover, αin(x©>n), i = 1, 2, . . . , dimSn, n = 0, 1, . . . , N , form
a basis of

CN = span{xi1 · . . . · xin : i1, . . . , in ∈ I, n = 0, 1, . . . , N},

and the condition 2. holds. In particular,

dim CN =
N∑

n=0

dimSn.

Proof. Doing the same computations as in the proof of Proposition 5.2,
we get that the right hand sides of (5.1) satisfy (5.3) in B ⊗ C. Therefore
the desired Ψ exists. Uniqueness is trivial. We find the basis of CN in
a similar way as the basis of the left module B′N in Section 3 (Theorem
3.1–Corollary 3.3). The main change is that we now consider the equality
(x©>x)©>x = x©>(x©>x), using x©>x = R(x©>x)+k, where k = c·x+(R−1⊗2)T .
One gets A(k©>x) = B(x©>k). Instead of (3.21)–(3.22) we have

l = −1

2
Hc, (5.5)

0 = −1

2
H(R− 1⊗2)T (5.6)

where

l = A((R− 1⊗2)T ⊗ 1)−B(1⊗ (R− 1⊗2)T ) = −A3(T ⊗ 1− 1⊗ T ) = L.

Thus (5.5) is equivalent to (3.21), which is equivalent to (3.1). Moreover,
using (3.50), (3.27) and (5.4), one obtains that (5.6) is equivalent to (3.2).
Then we find the basis in a similar way as in Section 3.
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Now we shall prove the condition 2.. Let y ∈ C, Ψy ∈ A ⊗ C. If y 6∈ CI
then for some N > 0

y =
dim SN∑

i=1

ciα
iNx

©>N + y′,

where y′ ∈ CN−1 and not all ci equal 0. Using (5.1),

Ψy =
dim SN∑

i=1

(ciα
iNp

©>N)⊗ I + ω,

where ω ∈ BN−1 ⊗ C and also Ψy ∈ BN−1 ⊗ C. In virtue of Corollary 3.6
ci = 0. This contradiction shows that y ∈ CI. 2.

Remark 5.4 Assume (5.2) and (5.4). Then (C,Ψ) defined in Proposition 5.3
satisfies the conditions 1.–3. without ∗ (one can check (ε ⊗ id)Ψ = id,
(id ⊗ Ψ)Ψ = (∆ ⊗ id)Ψ, (id ⊗ ρ)Ψ = Ψ′ρ on generators). The existence
of ∗-structures in A, B is not necessary for Proposition 5.2, Proposition 5.3
and Remark 5.4.

Proposition 5.5 Let (5.2) and (5.4) hold and (C,Ψ) be as in Proposition
5.3. Then there exists a unique ∗-algebra structure in C such that Ψ is a
∗-homomorphism. It is determined by x∗i = xi.

Proof. Assume that C is a ∗-algebra and Ψ is a ∗-homomorphism. Conjugat-
ing (5.1) and comparing with (5.1), one gets Ψzi = Λij⊗zj where zi = x∗i−xi.
Using the condition 2. (see Proposition 5.3), zi = kiI with ki ∈ C. Thus
k = (ki)

3
i=0 ∈ Mor(I,Λ) = {0}, zi = 0, x∗i = xi. Since we must have I∗ = I,

it determines ∗ in C uniquely.
Conversely, setting x∗i = xi in free unital algebra generated by xi, we get

a ∗-algebra. In virtue of (4.12), (4.14) and (3.50)

T̃ − T ∈ Mor(I,Λ©>Λ) ∩ ker(R + 1⊗2) = {0}.

Using this, (4.14) and (4.15), one checks that the ideal generated by the left
hand sides of (5.3) is selfadjoint. Hence there exists ∗-algebra structure in C
such that x∗i = xi. Using (5.1), Ψ ◦ ∗ = ∗ ◦Ψ on xi, hence in whole C, and Ψ
is a ∗-homomorphism. 2.
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Theorem 5.6 Assume (5.2) and (5.4). Then the conditions 1.–3. are sat-
isfied if and only if the pair (C,Ψ) is ∗-isomorphic to that defined in Propo-
sitions 5.3 and 5.5.

Proof. According to Propositions 5.3 and 5.5, (C,Ψ) satisfies the conditions
1.–2.. If (C ′,Ψ′) also satisfies 1.–2., then using Proposition 5.2, (5.3) is sat-
isfied in C ′ and there exists a unital homomorphism ρ : C −→ C ′ such that
ρ(xi) = xi

′. Using x∗i = xi, xi
′∗ = xi

′, one gets that ρ ◦ ∗ = ∗ ◦ ρ. Using (5.1),
one gets (id⊗ ρ)Ψ = Ψ′ρ on xi and hence in whole C. Thus the condition 3.
is satisfied. Uniqueness follows from the universality. 2.

Proposition 5.7 Assume (5.2) and (5.4). Let φ : B −→ B̂ be a Hopf ∗-
algebra isomorphism of quantum inhomogeneous groups, p∗i = pi, p̂

∗
i = p̂i,

φ|A = φA : A −→ Â be a Hopf ∗-algebra isomorphism such that φA(Λ) =

M Λ̂M−1, φ(p) = M(cp̂ + h − Λ̂h), M̄ = M , c, hs ∈ R (s ∈ I). Let (C,Ψ)
and (Ĉ, Ψ̂) be the corresponding objects satisfying 1.–3.. Then there exists a
unital ∗-isomorphism φC : C −→ Ĉ such that φC(x) = M(cx̂ + h) and φ, φC
intertwine Ψ with Ψ̂.

Proof. We set x̃ = c−1(M−1x − h) and check that (C, (φ ⊗ id)Ψ) satisfies
the conditions 1.–3. w.r.t. x̃, Λ̂ and p̂. By virtue of universality, there exists
a unital ∗-isomorphism φC : C −→ Ĉ such that φC(x̃) = x̂, (φ⊗φC)Ψ = Ψ̂φC.2.
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34 (1993), 2045–2058.

[9] Ogievetsky, O., Schmidke, W.B., Wess, J. and Zumino, B., q-Deformed
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Poincaré groups, Commun. Math. Phys. 178 (1996), 61–82.

[13] Schlieker, M., Weich, W. and Weixler, R., Inhomogeneous quantum
groups, Z. Phys. C. – Particles and Fields 53 (1992), 79-82; Inhomo-
geneous quantum groups and their universal enveloping algebras, Lett.
Math. Phys. 27 (1993), 217–222.

[14] Woronowicz, S.L., Compact matrix pseudogroups, Commun. Math.
Phys. 111 (1987), 613–665.

[15] Woronowicz, S.L., Differential calculus on compact matrix pseudogroups
(quantum groups), Commun. Math. Phys. 122 (1989), 125–170.

[16] Woronowicz, S.L. and Zakrzewski, S., Quantum deformations of the
Lorentz group. The Hopf ∗-algebra level, Comp. Math. 90 (1994), 211–
243.

[17] Zakrzewski, S., Geometric quantization of Poisson groups – diagonal
and soft deformations, Contemp. Math., vol. 179 (1994), 271–285.

[18] Zakrzewski, S., Poisson structures on the Poincaré group, q-
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