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Abstract
We show that no device built according to the rules of quantum field theory
can measure proper time along its path. Highly accelerated quantum clocks
experience the Unruh effect, which inevitably influences their time rate. This
contradicts the concept of an ideal clock, whose rate should only depend on
the instantaneous velocity.

Keywords: Unruh effect, ideal clocks, relativistic quantum information

One immediate prediction of special relativity is that a rate of any clock moving inertially
with a velocity v is dilated by a Lorentz factor v1 2− (we work in natural units such that

c 1ℏ = = ) independent of the clockʼs mechanism. The same law applies to a pendulum clock
and an atomic clock, as according to the principle of relativity motion of any of these clocks is
equivalent to the motion of the observer in the opposite direction. Special relativity cannot
predict however how an arbitrary clock is affected by non-inertial motion, because different
clocks, for example the pendulum clock or the atomic clock, will be affected by acceleration
in a different way. One often introduces a clock postulate defining a hypothetical ideal clock
as a device that measures proper time τ along its arbitrary path according to the formula [1]:

v t t1 ( ) d , (1)
path

2∫τ = −

which does not depend on the clockʼs acceleration at all, only on its instantaneous velocity
v t( ). The assumption (1) in its idealized form leads to interesting consequences. Consider an
ideal clock oscillating along a sinusoidal path: x t A t( ) sin ω= , where A and ω are the given
amplitude and frequency, respectively. The clockʼs velocity and acceleration vary according
to v t A t( ) cosω ω= , a t A t( ) sin2ω ω= − . Let us consider a limit of small amplitudes and
high frequencies such that A 0→ , A 0ω → and A 2ω → ∞. In this non-relativistic limit the
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clock remains at rest at x = 0 with no velocity v = 0 but with divergently oscillating
acceleration. According to the ideal clock formula (1) the rate of such a clock will be exactly
the same as the rate of a normally resting clock. This conclusion may go against oneʼs
intuition that singular accelerations should somehow affect the clock rate, since all physical
devices, such as the simplest pendulum clock are clearly affected by acceleration.

It is often argued that proper time (1) offers the perfect description of an ideal clock,
because it remains invariant under Lorentz transformations. This is an obvious requirement
for clocks or any other physical measurement devices, because one expects them to measure
quantities that do not depend on the choice of the observer. Proper time along the path
however is not the only possible invariant that characterizes the classical trajectory. Consider
a generic path x t( ) and take the four-acceleration aμ characterized by an instantaneous
velocity v t( ) x

t

d

d
= and its derivative a t( ) v

t

d

d
= :

( ) ( )
a

av

v

a

v1
,

1
. (2)

2 2 2 2
=

− −
μ

⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

One can construct the following example of an alternative invariant characterizing the path by
integrating the length of the above four-vector over proper time:

a a

a t

v t
t

invariant d ( )d

( )

1 ( )
d , (3)

path path

path 2

∫ ∫

∫

η τ α τ τ= − =

=
−

μν
μ ν

where ημν is Minkowski metric and α is proper acceleration. The above dimensionless
invariant, as well as its higher-order alternatives, could be easily used to model hypothetical
acceleration dependent corrections to the ideal clock formula (1).

In this work we investigate a general question, whether ideal clocks may exist in nature,
i.e. whether known laws of physics allow one, even in principle, to build a device that
measures proper time (1) along every path. In a recent work [2] it has been shown that a finite-
size clock based on the interference effect of motion along two different paths shows
deviations from the ideal clock formula (1). Experimentally, no deviation from the ideal clock
formula has been found so far for clocks based on a decay time of unstable particles [3–6].
Here we show that rates of such clocks must inevitably deviate from the ideal clock formula
(1). Moreover, these deviations cannot be compensated for if the device is to measure the
proper time along an arbitrary space–time trajectory. We shall work within quantum field
theory on a fixed background spacetime [7] and leave connections to generally covariant
theories [8] subject to future work.

First we need to ask what is the most fundamental clock within the framework of quantum
field theory in non-inertial frames or curved spacetimes. Since all the time-scales of dynamical
processes in quantum field theory ultimately boil down to the fundamental time-scales of
particle interactions, it is reasonable to start with an observation that the most fundamental clock
one can think of would be based on a decay of an unstable particle. Such a clock would measure
time in terms of the lifetimes of a given standard particle [3, 4]. Ultimately all time-scales
known in nature are derived from these decay rates. The existence of the effect of accelaration
on such decaying particles is supported by models that have been studied previously [9].

Let us start with a few observations. Typical states of particles encountered in reality are
described with localized wave-packets. If we intend to use fundamental particles as model
clocks they are bound to have a finite size. Trying to localize particles in an increasingly
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smaller spatial region eventually leads to particle–antiparticle pair creation, which could affect
the decay rate. If a wave-packet containing an unstable particle is moving with an accel-
eration, one can note that different parts of the wave-packet move along slightly different
trajectories, and are characterized by slightly different proper accelerations and proper times.
What would be the overall effect of this spread on the lifetime of the particle? Another
observation is that the accelerating object experiences the surrounding Minkowski vacuum as
a thermal state of a temperature proportional to the proper acceleration due to the Unruh effect
[10]. It is easy to imagine that an interaction with such a thermal state will inevitably affect
the particle decay rate, and our results indeed confirm this.

In our work we model the clock as a decaying particle localized within the lowest energy
mode of a finite-sized, one-dimensional cavity confining a massless scalar quantum field.
Using a finite-sized cavity instead of introducing a wave-packet description allows us to
neglect the effects of particle spreading and simplifies calculations without compromising the
results. In order to facilitate the decay we introduce an external massive4 scalar quantum field
initially in the vacuum state and consider the simplest model of interaction between the two
fields. As a result of this interaction, the considered cavity state has a tendency to decay into
its overall ground state accompanied by an excitation of the external field. This decaying
cavity particle is the most fundamental model of a quantum clock with the decay rate
corresponding to the clockʼs ticking rate. In order to simulate the motion of the clock, we
calculate the decay rates for two scenarios: a stationary clock corresponding to the cavity at
rest and a uniformly accelerated clock corresponding to the cavity moving with a uniform
relativistic acceleration. The second scenario also corresponds to an equivalent case of a clock
placed in a static gravitational field. Our calculation shows that the decay rates are affected by
the acceleration; however the special-relativistic time dilation is not the only effect respon-
sible for the change. We show that other processes also inevitably occur affecting the out-
comes in a way that is in disagreement with formula (1). Interestingly, we do not retrieve the
exact special relativistic formula even in the limiting case when the length of the clock cavity
goes to zero. Such correspondence is obtained only for low accelerations.

The discrepancy with the prediction of formula (1) can be understood from the point of
view of the accelerated clockʼs reference frame. In this frame the clock (or cavity) is sta-
tionary but no longer interacts with the vacuum of the external field. Instead, as mentioned
before, it perceives the state of the external field as being in a thermal state. The presence of
surrounding particles modifies the decay law, which has been shown in this work.

In our study we consider a 1 1+ dimensional cavity of a proper length l with Dirichlet
boundary conditions. The cavity can either stay at rest or uniformly accelerate. The inertial
lab-frame coordinates of the cavity walls at t = 0 for both cases are ,σ σ− +. Throughout the
paper we keep the consistent notation that quantities characterizing the external field are
capitalized, and those referring to the cavity field are not.

The two Klein–Gordon scalar fields under consideration are the cavity massless field ϕ̂
and a massive external field Φ̂ of a strictly positive massM, occupying the volume both inside
and outside the cavity. We assume that the cavity walls are transparent to the external field
and assume that the system of the two fields is subject to the simplest possible coupling5,

4 The goal of the work was to demonstrate the effect of the simplest possible case. However, a massless external
field was found to lead to infrared divergences, which could have been dealt with using renormalization, yet the
authors believe that these would only obscure the simplicity and the generality of our result, which is independent of
technical details such as e.g. choosing a renormalization scheme.
5 Using other types of fields and couplings does not change qualitative conclusions presented here. One can also
study a semi-classical model of coupling via the Unruh–DeWitt Hamiltonian and similar conclusions can be drawn
using such an approach.

Class. Quantum Grav. 32 (2015) 175003 K Lorek et al

3



described by following interaction Hamiltonian:

H xˆ d ˆ ˆ , (4)int ∫λ ϕ Φ=

where λ is a small coupling strength.
Let us introduce the following decomposition of the scalar fields:

x t a u x t a u x t

x t A U x t A U x t

ˆ ( , ) ˆ ( , ) ˆ ( , ),

ˆ ( , ) ˆ ( , ) ˆ ( , ), (5)

n

n n n n

K
K K K K

† *

†
*∫

∑ϕ

Φ

= +

= +

where âʼs and Âʼs denote annihilation operators of the cavity field and the external field,
respectively and their corresponding field modes are uʼs and Uʼs. We can now proceed with
the calculation of the decay rate of a one-particle cavity excitation of the mode u1 and the
ground state of the external field into the cavity ground state and an arbitrary final state of the
external field β∣ 〉. We first consider the simplest scenario when the massless field cavity is at
rest. For simplicity we limit ourselves to the first order perturbation theory, in which the decay
amplitude ↓A is given by:

t Hi d 0 ˆ 1 0 (6)
t

0
int∫ β= − ′〈 ∣ 〈 ∣ ∣ 〉 ∣ 〉ϕ Φ ϕ Φ↓A

and after summing over all possible final states of the external field we obtain the
corresponding probability of the decay P↓:

P , (7)
K

K
2

1
2∫λ γ=↓

where Knγ denotes the following time-integrated mode overlap:

t x U ud d . (8)Kn

t

K n
0

*∫ ∫γ = ′

For the considered case of the stationary cavity clock the field modes are simply:

( )u x t
n

x( , )
1

sin ( ) e (9)n n
ti n

π
ω σ= − ω

−
−

inside the cavity and zero outside, where n
n

l
ω = π , l σ σ= −+ −. The external field is

decomposed into plane waves:

U x t( , )
1

4
e , (10)K

K

Kx ti i K

πΩ
= Ω−

where K MK
2 2Ω = + . The above formulas can be substituted into (7) giving the following

expression:

P
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l

t
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l
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For sufficiently short times the sin function can be replaced with its argument and the
expression becomes proportional to t2. In the long time limit t → ∞ the expression

xt x tsin ( )2 2 becomes proportional to Diracʼs delta x( )δ and the integration can be
approximated by:
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provided that M
l

>π , and zero otherwise. This has the following physical interpretation: in
the limit of t → ∞ energy in the decay is conserved therefore the transition must be resonant.
If we now let either l 0→ or M 0→ , in both cases the leading term is:

P
l t

4
, (13)

2 3

2

λ
π

=↓

thus we see that when our clock is small, the probability of the decay does not depend on the
mass of the free field.

Let us now proceed with a more complex problem, where the cavity mirrors follow
trajectories of a relativistic, uniformly accelerated motion simulating the behavior of a uni-
formly accelerated clock. This analysis becomes substantially simplified, when analyzed from
the uniformly accelerated reference frame co-moving with the cavity. Such a system is
conveniently described using Rindler coordinates ( , )τ ξ :

( )x t

t

x

1
ln

1
arctanh , (14)

2 2ξ
α

α

τ
α

= −

= ⎜ ⎟
⎛
⎝

⎞
⎠

where α is the proper acceleration of the reference trajectory and the temporal coordinate τ is
chosen such to be the proper time along that reference trajectory. We choose the reference
trajectory to be exactly in the center of the cavity, such that 2α =

σ σ+− +
refers to the average

proper acceleration of the cavity, thus τ is approximately the proper time of the considered
localized particle. On the technical side, let us note that the above coordinates cover only the
right Rindler space–time wedge I given by x t> ∣ ∣. By mirror reflecting the spatial coordinate
in the Rindler transformation one can also cover the left Rindler wedge II with an analogous
set of coordinates and eventually decompose the field operators at t 0τ= = into a complete
set of Rindler modes [7]:

B U B U

B U B U

b u b u

ˆ ( , ) ˆ ( , ) ˆ ( , )

ˆ ( , ) ˆ ( , )

ˆ ( , ) ˆ ( , ) ˆ ( , ), (15)

K
K K K K

K K K K

n

n n n n

,I ,I ,I
†

,I
*

,II ,II ,II
†

,II
*

†
*

∫

∑

Φ ξ τ ξ τ ξ τ

ξ τ ξ τ

ϕ ξ τ ξ τ ξ τ

= +

+ +

= +

where the I II index of the B̂ *K, and U *K, Rindler modes stands for the right and left Rindler
wedge and the modesU *K, are solutions to the Klein–Gordon equation in Rindler coordinates.
The massless field equation is conformally invariant under Rindler transformation (14), hence
the mode solutions u ( , )n ξ τ in the accelerated frame have exactly the same form as in the rest
frame u x t( , )n .

The accelerated cavity moves through the Minkowski vacuum 0 M∣ 〉 state of the external
field, which in the Rindler reference system has a complicated structure that involves
squeezing ŜI,II of the two Rindler wedges:
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S0 ˆ 0 , (16)M I,II R∣ 〉 = ∣ 〉

where 0 R∣ 〉 is the Rindler vacuum. In particular this state reduced to only one of the wedges is
exactly a thermal state, which is known as the Unruh effect. We choose the initial state of the
cavity field to be a single Rindler particle of the lowest energy cavity mode, so again the
cavity contains a single particle from the perspective of a co-moving observer. Following the
previous analysis we calculate the first-order perturbation expansion of the evolution operator
and calculate the decay probability amplitude:

S H Si d 0 ˆ ˆ 1 ˆ 0 , (17)
0

I,II
†

int I,II∫ τ β= − ′〈 ∣ 〈 ∣ ∣ 〉 ∣ 〉
τ

ϕ Φ ϕ Φ↓A

where all the bras and kets are the states defined with respect to the Rindler reference frame.
The description is made in the accelerated frame, therefore we will use the Hamiltonian Ĥint in
a constant τ foliation.

In order to explicitly calculate the decay amplitude (17) one needs to commute the
interaction Hamiltonian Ĥint and the squeezing operator ŜI,II. This can be easily done using
the commutation relations characterizing the squeezing operator ŜI,II [11, 12]:

S B S r B r Bˆ ˆ ˆ cosh ˆ sinh ˆ , (18)K K KI,II
†

,I I,II ,I ,II
†

K K
= +Ω Ω

where r KΩ is the acceleration-dependent squeezing parameter satisfying the equation

r etanh K

K
=Ω

− πΩ
α .

The calculation then proceeds in analogous fashion as in the stationary clock case to yield
the following formula for the probability of the decay:

( )P rsinh ¯ , (19)
K

K K K
2

1
2 2

1
2

1
2

K∫λ γ γ γ= + +Ω↓ ⎜ ⎟
⎛
⎝

⎞
⎠

where now the following overlaps arise:

U u

U u

d d

¯ d d . (20)

Kn K n

Kn K n

0
,I

*

0
,I

∫ ∫
∫ ∫

γ τ ξ

γ τ ξ

= ′

= ′

τ

τ

The differences from formula (7), which describes the stationary case, stem from the non-
trivial transformation properties of quantum states due to acceleration. We can explicitly
evaluate the above formulas by inserting to the above formulas the cavity modes:

( )( )u
n

( , )
1

sin e , (21)n n
i nξ τ

π
ω ξ ξ= − ω τ

−
−

where n
n

ln
ω = α π

σ
σ
+
−

and ln( )1ξ ασ=
α± ± are the Rindler positions of the cavity walls. To

complete the calculation we also need the external field modes in the Rindler frame, which
can be calculated as follows. The free field is now governed by the Klein–Gordon equation
transformed to the Rindler frame:

M e ( , ) 0, (22)
2

2

2

2
2 2

τ ξ
Φ ξ τ∂

∂
− ∂

∂
+ =αξ

⎛
⎝⎜

⎞
⎠⎟

with the solutions of the form:

U F( , ) ( )e , (23)iξ τ ξ=Ω Ω
Ωτ−
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where the spatial functions F ( )ξΩ satisfy the modified Bessel equation. Hence the explicit
formula contains a modified Bessel function of the second kind,  [12]:

F
M M

( )
1

2

1
i

e , (24)
i
2

iξ
πΩ α Γ Ω

α
α

=Ω

Ω
α

Ω
α

αξ

⎜ ⎟
⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠ ⎛

⎝
⎞
⎠

⎛
⎝

⎞
⎠

From here we can write down explicitly the probability of the decay of the accelerating particle:

( )( )

( )

( )

( )

( )

( )
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P
M4 d 1

i
d e sin
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2

1

e 1

sin
2

sin
2 . (25)

2

2 0 2
i 1

2

2
1

1
2

2

2
1

1
2

2
1

1
2

∫ ∫λ
π

Ω
Ω

Γ Ω
α

ξ
α

ω ξ ξ

Ω ω τ
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Ω ω

Ω ω τ

Ω ω
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+
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−
+

+

+
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⎛
⎝

⎞
⎠
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⎡

⎣
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⎡
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⎤
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⎛

⎝
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⎡
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⎤
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⎡
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⎤
⎦⎥

⎞
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⎟⎟⎟⎟

⎤

⎦

⎥⎥⎥⎥
which is the final expression for the decay probability of the accelerated cavity that can be
directly compared with the stationary case (11). For long interaction times it simplifies to

( )( )P
Me

d e sin . (26)
2

2
i 1

21

1∫λ τ
π α

ξ
α

ω ξ ξ= −
πω
α

ξ

ξ
ω
α

αξ
↓ −

−

+ ⎜ ⎟⎛
⎝

⎞
⎠

Let us now see in which limiting cases the formula derived above corresponds to the stationary
clock case. It can be shown that the above result has the form of a smooth envelope with
superimposed oscillations of the frequency diverging at 0α → . The oscillations are a subtle
consequence of the boundary conditions imposed in Rindler coordinates. For weakly accelerated
cavity one can get rid of these oscillations by averaging the result around the chosen value α,
which corresponds to a finite uncertainty about the value of acceleration. We perform this
averaging for M

l
>π [13, 14] in the limit of small α, keeping the cavity size l fixed, to obtain:

P
l

M
l

l M
l

M

4 cos
2

. (27)

2 2
2

2
2

2 4
2

2
2

λ πτ π

π
=

−

−
↓

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

In this limit we retrieve formula (12) with t replaced with τ, which corresponds to the ideal
clock case. For large accelerations α, however, a strong discrepancy between the accelerated
cavity and resting cavity cases arises. It is clear that expressions (12) and (25) are different
and cannot be related via the simple substitution t τ→ . These differences can be related to the
Unruh effect, whose importance rises as the proper acceleration of the cavity increases. One
might only expect that the ideal clock formula can work for decaying particles with
accelerations sufficiently small. Obviously, if the clockʼs trajectory is known in advance, one
can artificially compensate for the clock rate difference. The purpose of an ideal clock is
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however, to measure time on every trajectory without any prior knowledge of its shape. In
this case no compensation is possible and any device based on the physical principles
captured by our model will measure the proper time only approximately and for small proper
accelerations compared to the typical proper accelerations at which the Unruh effect can be
observed. This regime is still many orders of magnitude above the everyday accelerations,
which is why it is perfectly possible to build a time-measuring device working well for typical
everyday accelerations experienced on Earth. However, the accelerations at which one
expects the Unruh effect to be detectable are becoming empirically accessible, hence further
work will be undertaken to investigate a more realistic setup, and provide a definite
experimental prediction for the effect.

The result that the time measured by a clock depends on its acceleration has been derived
here for the simplest case of a uniform acceleration. However, if this effect exists in this case,
it will naturally persist for general accelerated motion, of which the one considered here is a
special case. Returning to the divergently oscillating clock paradox, described in the intro-
duction, the authors suspect that indeed its reading would deviate from the prediction of
equation (1). Nevertheless considering different types of accelerated motion may lead to
interesting new results. Similarly one could also think of investigating the effect on more
complicated fields e.g. a spinor field. Qualitatively the behavior is expected to be the same,
but it is definitely worth further study.

An ideal clock formula describing a device fundamentally insensitive to the experienced
proper accelerations is a convenient but fictitious concept. All known physical processes and
consequently all devices must become sensitive to their accelerations at certain scales and
therefore the rate of any physical clock must inevitably differ from the idealized formula (1).
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