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\textbf{Abstract}

This text is a detailed overview of the theories of \(W^*-\)algebras and noncommutative integration, up to the Falcone–Takesaki theory of noncommutative \(L_p\) spaces over arbitrary \(W^*-\)algebras, and its extension to noncommutative Orlicz spaces. The topics under consideration include the Tomita–Takesaki modular theory, the relative modular theory (featuring bimodules, spatial quotients, and canonical representation), the theory of \(W^*-\)dynamical systems (featuring derivations, liouvilleans, and crossed products), noncommutative Radon–Nikodým type theorems, and operator valued weights. We pay special attention to abstract algebraic formulation of all properties (avoiding the dependence on Hilbert spaces wherever it is possible), to functoriality of canonical structures arising in the theory, and to the relationship between commutative and noncommutative integration theories. Several new results are proved.
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1 Introduction

While there exists a wide range of detailed expositions of various aspects of the theory of noncommutative algebras of operators, to mention only [264, 373, 127, 430, 150, 141, 559, 576, 106], there is no self-contained text covering the theory of noncommutative integration over arbitrary $W^*$-algebras. Our exposition is intended to fill this gap. The theory of $W^*$-algebras is presented in an algebraic fashion, with elimination of dependence on the Hilbert spaces, and downplaying the usual noncommutative topological ($C^*$-algebraic) point of view in favour of exposition of the role played by predualisation and relative modular theory. Our presentation of noncommutative integration covers large parts of the theory that are otherwise scattered among many papers and books. In order to provide an overview that is detailed but also has a reasonable size, we have omitted proofs. Yet, we compensate for this by discussion of notions and results under consideration and by providing quite detailed references to original papers.

The new mathematical results of this text are: the construction of the family of noncommutative Orlicz spaces $L_\gamma(N)$ canonically associated with arbitrary $W^*$-algebra $N$ and arbitrary Orlicz function $\gamma$, the construction of the family of commutative $L_p(A)$ spaces canonically associated with arbitrary mcb-algebra $A$ for $p \in [1, \infty]$, as well as Propositions 5.1-5.9. The category theoretic formulation of equivalences (541)-(543), (597), (598), (603), (609), and the diagram (540) are also new. These results allow us to establish an explicit relationship between noncommutative and commutative integration theories without passing to topological representations (see Section 5.8), and to provide the category theoretic description of the main structures of integration theory in terms of the diagram (616).

Acknowledgments: I am very indebted to Professor Stanisław L. Woronowicz for numerous discussions that introduced me to the worlds of modular theory and noncommutative integration theory. I would like also to thank Jan Dereziński, Wojciech Kamiński, Jerzy Kijowski, Władysław Adam Majewski, Mustafa Muratov, Włodzimierz Natorf, Dmitri˘ı Pavlov, Aleksander Pelczyński, David Sherman, and Piotr Sołtan for valuable introductions to the worlds of modular theory and noncommutative integration theory. I would like also to thank Professor Stanisław L. Woronowicz for numerous discussions that introduced me to the worlds of modular theory and noncommutative integration theory. I would like also to thank Jan Dereziński, Wojciech Kamiński, Jerzy Kijowski, Władysław Adam Majewski, Mustafa Muratov, Włodzimierz Natorf, Dmitri˘ı Pavlov, Aleksander Pelczyński, David Sherman, and Piotr Sołtan for valuable comments, discussions, xeroxcopies, and/or correspondence. Naturally, all eventual drawbacks of this text are my own responsibility. This research was supported in part by Perimeter Institute for Theoretical Physics. Research at Perimeter Institute is supported by the Government of Canada through Industry Canada and by the Province of Ontario through the Ministry of Research and Innovation.

Conventions: $i, e, \pi, R, C, Z$ are standard; $R^+ \equiv [0, \infty]$, $N \equiv \{1, 2, \ldots\}$; $id$ denotes identity morphism in the category of objects of a given kind, dom denotes domain, cod denotes codomain, ran denotes image, $\text{span}_x \mathcal{K}$ denotes linear span in the vector space over $\mathbb{K} \in \{R, C\}$, int denotes interior of subspace of a topological space, $\mathcal{C}$ denotes the set of all objects in $\mathcal{C}$, $\text{Mor}(\mathcal{C})$ denotes the set of all arrows in $\mathcal{C}$, while $\text{Hom}_\mathcal{C}(X,Y)$ denotes the set of all arrows between $X, Y \in \text{Ob}(\mathcal{C})$; $\delta_{ij}$ denotes Kronecker’s delta; $\text{sp}$ denotes spectrum of an operator on a Hilbert space. All Cyrillic titles and names were transliterated from the original papers and books. For the Latin transliteration of the Cyrillic script (in references and surnames) we use the following modification of the system GOST 7.79-2000B: ы = c, ч = ch, х = kh, ж = zh, ш = sh, щ = shh, ю = yu, я = ya, ё = e, ѐ = ‘, ё = ‘, э = e, й = i, with an exception that names beginning with X are transliterated to H. ¹ For Russian texts: у = y, и = i; for Ukrainian: и = y, i = i, ì = í.

¹ «It is in the world of operator algebras that the forefront is dark and behind is a twinkling constellation.» Masamichi Takesaki, Entrance to operator algebras [561].

² The canonical references for the theory of $W^*$-algebras are [465, 535, 559], and we definitely recommend them.

³ On this occasion, we fill some gaps in the literature, clarifying the functorial character of some constructions. The category theoretic formulation of equivalences (187), (502), and the diagrams (466), (503) seem to be new.

⁴ That is, the Dedekind–MacNeille complete boolean algebras admitting a strictly positive semi-finite countably additive measure (see Section 5.6 for definitions of these terms).

⁵ This is required for agreement with the widespread practice to transliterate Холево as Holevo, etc.
2 Algebras and functionals

The theory of abstract $C^*$- and $W^*$- algebras emerged from the works of von Neumann and Murray [603, 358, 610, 359, 614, 360, 615] on von Neumann algebras, and the works of Gel’fand, Na˘ımark, Raikov and Shilov on Banach algebras and $C^*$-algebras [167, 169, 168, 174, 170, 172, 426, 173, 171]. The most important results obtained at that early stage (up to 1950) were von Neumann’s reduc- tion theorem [615] allowing to represent separable all von Neumann algebras in terms of factor von Neumann algebras, Gel’fand–Na˘ımark [170] representation theory for commutative $C^*$-algebras, and its generalisation to noncommutative $C^*$-algebras by Segal [487]. Among key results obtained later (up to early 1970s) within the frames of a general theory, it is necessary to mention Sakai’s charac-
terisation of $W^*$-algebras by Segal [487], Wils [634, 635, 636] and others [490, 269, 516] using the Choquet theory of boundary
integrals [83, 80, 81, 82, 44, 84].

2.1 $C^*$-algebras

A $C^*$-algebra [170] is defined as an algebra $C$ over the field $\mathbb{C}$ with unit $I$, equipped with:

(i) an operation $\cdot: C \rightarrow C$ satisfying

\[(xy)^* = y^*x^*, \quad (x + y)^* = x^* + y^*, \quad (x^*)^* = x, \quad (\lambda x)^* = \lambda^*x^* \quad \forall x, y \in C \forall \lambda \in \mathbb{C},\]

with the action of $\cdot$ on $\lambda \in \mathbb{C}$ given by standard complex conjugation,

\[\cdot: \mathbb{C} \ni \lambda = (\text{re} (\lambda) + i \cdot \text{im}(\lambda)) \mapsto \lambda^* := (\text{re} (\lambda) - i \cdot \text{im}(\lambda)) \in \mathbb{C},\]

(ii) a norm $\|\cdot\|: C \rightarrow [0, +\infty]$ such that $C$ is a Banach space [29] over $\mathbb{C}$ with norm $\|\cdot\|$, and

\[\|x^*x\| = \|x\|^2 \quad \forall x \in C,\]

or, equivalently [383, 177],

\[\|x^*x\| = \|x\|^2\|x\| \quad \forall x \in C.\]

The properties $\|1\| = 1$ and $\|x^*y\| \leq \|y\|\|x\|$ $\forall x, y \in C$ follow from (3) [19] (see also [326]), ensuring continuity of $\cdot$ and of multiplication in the topology generated by $\|\cdot\|$. Algebra over $\mathbb{C}$ that is equipped only with the map $\cdot$ defined as above (but with no norm) is called a $*$-algebra, while the algebra over $\mathbb{C}$ that is equipped only with the norm $\|\cdot\|$ such that it becomes a Banach space (but with no $\cdot$ map) is called a Banach algebra [363]. A $*$-algebra equipped with a structure of a topological vector space such that the operations $\cdot$ and $*$ are continuous will be called topological [595]. (It is possible to develop a theory of $C^*$-algebras without unit $I$, as well as the theory of Banach $*$-algebras, defined as $*$-algebras that are also Banach spaces and satisfy $\|x^*\| = \|x\|$ and $\|xy\| \leq \|x\|\|y\|$ instead of (3). Such theories, however, will not be useful for our purposes.) The most remarkable property of $C^*$-algebras follows from the condition (3): their norm structure is uniquely determined by their algebraic structure [170], which follows from the property:\

\[\|x\| = \sqrt{\sup \{|\xi| \mid \lambda \in \mathbb{C}, \text{ (}x^*x - \lambda I\text{) is not invertible}\}} \quad \forall x \in C.\]

Let $\lambda_1, \lambda_2 \in \mathbb{C}$ be arbitrary. A $*$-homomorphism of $*$-algebras $C_1$ and $C_2$ is defined as a map $\varsigma: C_1 \rightarrow C_2$ such that

\[\varsigma(\lambda_1 x_1 + \lambda_2 x_2) = \lambda_1 \varsigma(x_1) + \lambda_2 \varsigma(x_2),\]

\[\varsigma(x_1x_2) = \varsigma(x_1)\varsigma(x_2),\]

\[\varsigma(x^*) = \varsigma(x)^*,\]

\[\varsigma(\lambda x) = \lambda \varsigma(x) \quad \forall \lambda \in \mathbb{C}.\]

$^6$For the definition of invertibility see below, for more discussion of sup see Section 5.6.
for all \( x, x_1, x_2 \in C_1 \). From (5) it follows that every *-homomorphism \( \zeta \) of a \( C^* \)-algebra \( C \) preserves its topological structure, that is, it is continuous with respect to the norm \( \| \| \) of \( C \), and

\[
|\zeta(x)| \leq \|x\| \quad \forall x \in C. \tag{9}
\]

An antilinear *-homomorphism is defined as a map \( \zeta : C_1 \to C_2 \) satisfying (7), (8), and

\[
\zeta(\lambda_1 x_1 + \lambda_2 x_2) = \lambda_1^* \zeta(x_1) + \lambda_2^* \zeta(x_2) \quad \forall x_1, x_2 \in C_1. \tag{10}
\]

A Jordan *-homomorphism is defined as a map \( \zeta : C_1 \to C_2 \) satisfying (6), (8), and

\[
\zeta(x_1 x_2 + x_2 x_1) = \zeta(x_1)\zeta(x_2) + \zeta(x_2)\zeta(x_1) \quad \forall x_1, x_2 + 2 \in C_1, \tag{11}
\]

or, equivalently,

\[
\zeta(xx) = \zeta(x)\zeta(x) \quad \forall x \in C_1. \tag{12}
\]

A *-antihomomorphism is defined as a map \( \zeta : C_1 \to C_2 \) satisfying (6), (8), and

\[
\zeta(x_1 x_2) = \zeta(x_2)\zeta(x_1) \quad \forall x_1, x_2 \in C_1. \tag{13}
\]

Given any \( C^* \)-algebra \( C \) the opposite algebra \( C^o \) is defined as a \( C^* \)-algebra which has the same elements and norm as \( C \), but the opposite multiplication maps (that is, if \( x, y \in C \) and \( \lambda_1, \lambda_2 \in \mathbb{C} \), then \( x^o, y^o \in C^o \) satisfy: \((\lambda_1 x + \lambda_2 y)^o = \lambda_1 x^o + \lambda_2 y^o\), \((x^o)^o = (x^o)^*\), \((xy)^o = y^o x^o\)). Hence, given \( C^* \)-algebras \( C_1 \) and \( C_2 \), one can identify *-homomorphisms \( \zeta : C_1 \to C_2 \) with *-antihomomorphisms \( C^o : C_1 \to C_2 \) by \( \zeta^o(x^o) = \zeta(x) \quad \forall x \in C_1 \). A *-homomorphism \( \zeta : C_1 \to C_2 \) of \( C^* \)-algebras \( C_1 \) and \( C_2 \) is called: unital iff \( \zeta(1) = 1 \); a *-isomorphism iff

\[
0 = \ker(\zeta) := \{ x \in C_1 \mid \zeta(x) = 0 \}. \tag{14}
\]

Condition (14) determines analogously the notions of antilinear *-isomorphism, Jordan *-isomorphism, and *-antihomomorphism. If \( B_1 \) and \( B_2 \) are Banach spaces, then a linear function \( f : B_1 \to B_2 \) is called: norm preserving iff \( \|f(x)\|_{B_2} = \|x\|_{B_1} \quad \forall x \in B_1 \); an isometry iff it is norm preserving and continuous with respect to norm topologies of \( B_1 \) and \( B_2 \); an isometric isomorphism iff it is a bijective isometry. Every isometry is injective, so \( f \) is an isometric isomorphism iff it is a surjective isometry. If \( C_1 \) and \( C_2 \) are \( C^* \)-algebras, then every *-isomorphism \( \zeta : C_1 \to C_2 \) is an isometric isomorphism. The same is true for antilinear *-isomorphism, Jordan *-isomorphism, and *-antihomomorphism. A *-automorphism of a \( C^* \)-algebra \( C \) is defined as a *-isomorphism from \( C \) to \( C \). Every *-automorphism \( \alpha \) of a \( C^* \)-algebra satisfies \( \|\alpha(x)\| = \|x\| \quad \forall x \in C \). The set of all *-automorphisms of a given \( C^* \)-algebra \( C \) is a group, denoted by \( \text{Aut}(C) \). Given some family \( \{\alpha_i\} \subseteq \text{Aut}(C) \), with \( i \) ranging over some set \( I \), the fixed point *-subalgebra \( C_\alpha \) of \( C \) with respect to \( \{\alpha_i\} \) is defined as

\[
C_\alpha := \{ x \in C \mid \alpha_i(x) = x \quad \forall i \in I \}. \tag{15}
\]

An element \( x \) of a \(*\)-algebra \( C \) is called: normal iff \( xx^* = x^*x \) \([566]\); self-adjoint iff \( x = x^* \); anti-self-adjoint if \( x = -x^* \); isometry if \( xx^* = x^*x = I \); unitary if \( xx^* = x^*x = I \) \([10, 482]\); projection iff \( x = x^* = xx = : x^2 \); positive iff \( \exists y \in C \) such that \( x = y^*y \); square root iff it is positive and \( \exists ! \) positive \( y \in C \) such that \( y^2 = x \) (which is denoted by \( y = : x^{1/2} \)); partial isometry iff \( xx^* \) is a projection; invertible iff \( \exists y \in C \) such that \( xy = I = yx \) (this is denoted by \( y = : x^{-1} \)). For a given \( x \in C \), the following implications hold:

\[
\begin{align*}
x \text{ is unitary} & \implies x \text{ is an isometry} & x \text{ is a partial isometry} & \iff x \text{ is projection} \tag{16} \\
x \text{ is invertible} & \iff x \text{ is normal} & x \text{ is self-adjoint} & \iff x \text{ is positive.}
\end{align*}
\]

Moreover, \( (x^{-1})^{-1} = x, (xy)^{-1} = y^{-1}x^{-1} \), and \( (x^*)^{-1} = (x^{-1})^* \). If \( x \) is a partial isometry, then \( xx^* \) is a projection. The absolute value of \( x \in C \) is defined as \( |x| := (x^*x)^{1/2} \in C \), and it is always positive.
If $x$ is a positive element of a $*$-algebra $\mathcal{C}$, then one writes $x \geq 0$. A partial order relation $\geq$ on elements of $*$-algebra $\mathcal{C}$ is defined by\footnote{As shown in [164, 275, 165], the above definition of partial order $x \geq y$ for $x, y \in \mathcal{C}$ on an arbitrary $C^*$-algebra $\mathcal{C}$ is equivalent to the partial order defined by the conditions

(i) $x \geq 0$ $\iff$ $x = x^*$ and $sp(x) \subseteq \mathbb{R}^+$,
(ii) $x \geq y$ $\iff$ $x - y \geq 0$.}

\begin{equation}
    x \geq y \iff (x - y) \geq 0, \text{ for } x, y \in \mathcal{C}.
\end{equation}

Given a $*$-algebra $\mathcal{C}$, the set of all positive elements of $\mathcal{C}$ is denoted $\mathcal{C}^+$, the set of all projections of $\mathcal{C}$ is denoted $\text{Proj}(\mathcal{C})$, the set of all self-adjoint elements of $\mathcal{C}$ is denoted $\mathcal{C}_{\text{sa}}$, the set of all anti-self-adjoint elements of $\mathcal{C}$ is denoted $\mathcal{C}_{\text{asa}}$, the set of all unitary elements of $\mathcal{C}$ is denoted $\mathcal{C}_{\text{uni}}$, while the set of all invertible elements of $\mathcal{C}$ is denoted $\mathcal{C}_{\text{inv}}$. For any $*$-algebra $\mathcal{C}$, the set $\mathcal{C}^+$ is a cone that is pointed ($\mathcal{C}^+ \cap (-\mathcal{C}^+) = \{0\}$), convex, closed in norm topology, and spans linearly $\mathcal{C}$ ($\text{span}_{\mathbb{C}} \mathcal{C}^+ = \mathcal{C}$) [164, 275]. As follows from (16), $\text{Proj}(\mathcal{C}) \subseteq \mathcal{C}^c \subseteq \mathcal{C}_{\text{sa}}$ and $\mathcal{C}_{\text{inv}} \subseteq \mathcal{C}_{\text{uni}}$. The set $\mathcal{C}_{\text{sa}}$ equipped with partial order $\geq$ is a lattice iff $\mathcal{C}$ is commutative [502].

If $I$ is an ideal in a $C^*$-algebra $\mathcal{C}$ that is closed in norm topology of $\mathcal{C}$, then $\mathcal{C}/I$ is also a $C^*$-algebra [489, 261]. The $C^*$-algebra $\mathcal{C}$ is said to be generated by a set $Y \subseteq \mathcal{C}$ if $\mathcal{C}$ is equal to completion of the algebra of polynomials of elements of $Y$ in the topology of a norm $\| \cdot \|$ of $\mathcal{C}$. In particular, if $\mathcal{C}_2 \subseteq \mathcal{C}_1$ is a $C^*$-algebra generated by the set $\{x, x^*\}$, where $x, x^* \in \mathcal{C}_1$, then $(x - \lambda I)^{-1} \subseteq \mathcal{C}_2$. Every $C^*$-algebra is generated by $\mathcal{C}_{\text{sa}}$, and if $\mathcal{C}$ contains $I$ (we consider only such cases), then it is generated by the set of all its unitary elements.

If $\mathcal{C}$ is a $C^*$-algebra and $Y \subseteq \mathcal{C}$, then a right annihilator of $Y$ and a two sided annihilator of $Y$ are defined, respectively, as [116, 324]

\begin{equation}
\text{ann}_r(Y) := \{x \in \mathcal{C} \mid yx = 0 \forall y \in Y\}, \text{ and ann}(Y) := \{x \in \mathcal{C} \mid yx = 0 = xy \forall y \in Y\},
\end{equation}

with $\text{ann}_r(\{y\}) = \text{ann}_r(y)$ and $\text{ann}(\{y\}) = \text{ann}(y)$. A $C^*$-algebra $\mathcal{C}$ is called: Ştrătilă–Zsidó [669, 539] iff

\begin{equation}
\forall x \in \mathcal{C}^+ \forall \lambda_1, \lambda_2 \in [0, \infty[ \; \exists P \in \text{Proj}(\mathcal{C}) \; \lambda_1 \leq \lambda_2 \Rightarrow (xP \geq \lambda_1 P \text{ and } x(1 - P) \leq \lambda_2 (1 - P));
\end{equation}

Rickart [429] iff

\begin{equation}
\forall x \in \mathcal{C} \; \exists P \in \text{Proj}(\mathcal{C}) \; \text{ann}_r(x) = PC := \bigcup_{x \in \mathcal{C}} \{Px\};
\end{equation}

an $AW^*$-algebra [260, 262] iff

\begin{equation}
\forall Y \subseteq \mathcal{C} \; \exists P \in \text{Proj}(\mathcal{C}) \; Y \neq \emptyset \Rightarrow \text{ann}_r(Y) = PC.
\end{equation}

Each $AW^*$-algebra is a Rickart $C^*$-algebra, and each Rickart $C^*$-algebra is a Ştrătilă–Zsidó $C^*$-algebra [539]. A nonunital $C^*$-subalgebra $\mathcal{C}_2$ of a $C^*$-algebra $\mathcal{C}_1$ is called hereditary iff

\begin{equation}
0 \leq x \leq y \Rightarrow x \in \mathcal{C}_2 \; \forall x \in \mathcal{C}_1 \; \forall y \in \mathcal{C}_2.
\end{equation}

If $Y$ is a subset of $C^*$-algebra $\mathcal{C}$, then the hereditary $C^*$-subalgebra of $\mathcal{C}$ generated by $Y$ is denoted $\text{her}_C(Y)$. A $*$-homomorphism $\zeta : \mathcal{C}_1 \to \mathcal{C}_2$ of $C^*$-algebras $\mathcal{C}_1$ and $\mathcal{C}_2$ will be called complete iff

\begin{equation}
\text{ann}(\zeta(\mathcal{C}_1)) = \text{her}_{\mathcal{C}_2}(\zeta(\text{ann}(\mathcal{C}_1)));
\end{equation}

for every hereditary nonunital $C^*$-subalgebra $\mathcal{C}_3$ of $\mathcal{C}_1$ [400].
2.2 Functionals

Let \( \mathcal{B} \) be a Banach space over \( \mathbb{K} \), where \( \mathbb{K} \in \{ \mathbb{R}, \mathbb{C} \} \). Recall that the norm topology on \( \mathcal{B} \) is defined by the set of neighbourhoods

\[
N_\epsilon(x) := \{ y \in \mathcal{B} \mid |x - y| < \epsilon \},
\]

with \( \epsilon > 0 \) and \( x \in \mathcal{B} \). Any function \( \phi : \mathcal{B} \to \mathbb{K} \) is called a functional. It is additionally called: \( \mathbb{K}\)-linear iff

\[
\phi(\lambda_1 x + \lambda_2 y) = \lambda_1 \phi(x) + \lambda_2 \phi(y) \; \forall \lambda_1, \lambda_2 \in \mathbb{K};
\]

norm continuous iff it is continuous in the topology induced by the norm of \( \mathcal{B} \). A Banach dual [209] of \( \mathcal{B} \) is defined as a set \( \mathcal{B}^\mathbb{K} \) of all norm continuous \( \mathbb{K}\)-linear functionals \( \phi \) on \( \mathcal{B} \), equipped with the norm

\[
|\phi| := \sup\{|\phi(x)| \mid \|x\| \leq 1, \; x \in \mathcal{B}\}.
\]

The set \( \mathcal{B}^\mathbb{K} \) is complete in this norm, and so is a Banach space. For every Banach space \( \mathcal{B} \) there exists a canonical embedding \( j : \mathcal{B} \to \mathcal{B}^{\mathbb{K}\mathbb{B}} \), defined by

\[
(j(x))(\phi) = \phi(x) \quad \forall \phi \in \mathcal{B}^{\mathbb{K}\mathbb{B}} \; \forall x \in \mathcal{B},
\]

which is an isometry [209]. The weak-\(*\) topology on \( \mathcal{B}^{\mathbb{K}\mathbb{B}} \) is defined as the weakest topology on \( \mathcal{B}^{\mathbb{K}\mathbb{B}} \) such that the \( \mathbb{K}\)-linear functions \( \mathcal{B}^{\mathbb{K}\mathbb{B}} \ni \omega \mapsto \omega(x) \in \mathbb{K} \) are continuous in this topology for every \( x \in \mathcal{B} \). The neighbourhoods of the weak-\(*\) topology on \( \mathcal{B}^{\mathbb{K}\mathbb{B}} \) have the form

\[
N_{\epsilon,\{x_k\}}(\phi) := \{ \omega \in \mathcal{B}^{\mathbb{K}\mathbb{B}} \mid |\omega(x_k) - \phi(x_k)| < \epsilon \},
\]

where \( \{x_k\} \subseteq \mathcal{B} \), \( k \in \{1, \ldots, m\} \), \( m \in \mathbb{N} \), \( \epsilon > 0 \). This topology is locally convex, but, in general, it is not first countable.

If there exists a Banach space \( \mathcal{E} \) that satisfies \( (\mathcal{E}, \mathbb{K}) = \mathcal{B} \), then it is called a predual of \( \mathcal{B} \) [57], and it can be embedded as a subset of the space \( \mathcal{B}^\mathbb{K} \) of \( \mathbb{K}\)-linear functionals on \( \mathcal{B} \) by means of a canonical embedding map \( j : \mathcal{E} \to \mathcal{B}^{\mathbb{K}\mathbb{B}} \). In general, a Banach space can possess no predual or it may possess different preduals which are not isometrically isomorphic (see [178] for a review of this issue).

A functional \( \omega : \mathcal{C} \to \mathbb{C} \) on a \( \mathbb{C}\)-algebra \( \mathcal{C} \) is called: linear iff it is \( \mathbb{C}\)-linear; positive iff \( \omega(x^*x) \geq 0 \); faithful iff \( \omega(x^*x) = 0 \Rightarrow x = 0 \); tracial iff \( \omega(xy) = \omega(yx) \); normalised iff \( \omega(\mathbb{I}) = 1 \); self-adjoint iff \( \omega^* = \omega \), where \( \omega^*(x) := (\omega(x^*))^* \); normal iff \( \omega(\sup \mathcal{F}) = \sup \{ \omega(x) \mid x \in \mathcal{F} \} \) for each directed filter \( \mathcal{F} \subseteq \mathcal{C}^+ \) with the upper bound \( \sup \mathcal{F} \), or, equivalently, iff \( \omega(\sup \{x_i\}) = \sup \{ \omega(x_i) \} \) for every uniformly bounded \( (\sup \{ \|x_i\| < \infty \} \) and increasing \( (t_i \geq t_j \iff x_i \geq x_j) \) set \( \{x_i\} \subseteq \mathcal{C}^+ \). Every positive linear functional is self-adjoint. If \( \omega, \phi \) are self-adjoint linear functionals on \( \mathcal{C} \) and \( (\omega - \phi) \) is positive, then one writes \( \phi \leq \omega \), and says that \( \omega \) majorises \( \phi \) (this is equivalent to \( \phi(x) \leq \omega(x) \; \forall x \in \mathcal{C}^+ \)). Self-adjoint functionals are uniquely determined by their restriction to the self-adjoint elements of \( \mathcal{C} \). Moreover, every linear functional \( \omega \) on \( \mathcal{C} \) can be represented in the form \( \omega = \omega_1 + i\omega_2 \), with linear self-adjoint \( \omega_1 \) and \( \omega_2 \). The norm of a linear functional is defined by (26),

\[
|\omega| := \sup\{|\omega(x)| \mid \|x\| \leq 1, \; x \in \mathcal{C}\}.
\]

Each positive linear functional on a \( \mathbb{C}\)-algebra satisfies \( |\omega| = |\omega(\mathbb{I})| \), is continuous, and self-adjoint (hence, it can be completely determined by the values it takes on the self-adjoint elements of the algebra).

If \( \mathcal{C} \) is a \( \mathbb{C}\)-algebra, then the space \( \mathcal{C}^\mathbb{C} \) is a Banach space with a norm given by (29). The space of all positive linear functionals on \( \mathcal{C} \) is denoted \( \mathcal{C}^\mathbb{C}^+ \) and it is a convex cone in \( \mathcal{C}^\mathbb{C} \) that is closed in the weak-\(*\) topology on \( \mathcal{C}^\mathbb{C} \). The space of all faithful elements of \( \mathcal{C}^\mathbb{C}^+ \) is denoted \( \mathcal{C}_0^\mathbb{C}^+ \). The space of all self-adjoint elements of \( \mathcal{C}^\mathbb{C} \) is denoted \( (\mathcal{C}^\mathbb{C})^{sa} \). The space of all normalised elements of \( \mathcal{C}^\mathbb{C}^+ \) is denoted \( \mathcal{S}(\mathcal{C}) \), and the notation \( \mathcal{S}_0(\mathcal{C}) := \mathcal{S}(\mathcal{C}) \cap \mathcal{C}_0^\mathbb{C}^+ \) will be used. An element \( \phi \in \mathcal{C}^\mathbb{C}^+ \) is called: pure iff

\[
\forall \psi \in \mathcal{C}^\mathbb{C}^+ \; \psi \leq \phi \Rightarrow \exists \lambda \in \mathbb{R}^+ \; \psi = \lambda \phi;
\]

(30)
mixed iff it is not pure. An element $x$ of the convex set $X$ is called an extremal point iff

$$\exists x_1, x_2 \in X \exists \lambda \in ]0, 1[ \quad x = \lambda x_1 + (1 - \lambda)x_2 \quad \text{and} \quad x_1 \neq x_2$$

is false. \hfill (31)

From the weak-* compactness theorem \cite{30, 3, 509, 251, 116} it follows that $S(C)$ is a convex subset of $C^B$ which is compact in weak-* topology on $C^B$ \cite{488}. Any $\omega \in S(C)$ is pure iff it is an extremal point of $S(C)$. By the Krein–Milman theorem \cite{294, 654}, if $B$ is a Banach space and $X \subseteq B^*$ is convex and compact in weak-* topology on $B^*$, then it is a closure in weak-* topology on $B^*$ of the set of all finite convex combinations of its extremal points. Hence, every element of $S(C)$ can be obtained as a finite convex combination of pure elements of $S(C)$.

If for a given $C^*$-algebra $C$ there exists a predual $C_\star$, then it is a unique predual of $C$, and in such case $C$ is called a $W^*$-algebra \cite{454}. Every $W^*$-algebra is an $AW^*$-algebra \cite{206}, but converse is false [121]. If $\mathcal{N}$ is a $W^*$-algebra, then any $\omega \in \mathcal{N}^{B^+}$ is normal iff it is continuous in the weak-* topology on $C$. In what follows, the term ‘weak-* topology’ will refer by default to weak-* topology on a $W^*$-algebra $\mathcal{N}$ with respect to its predual $\mathcal{N}_\star$. Other uses of the weak-* topology (e.g., on $C^B$ with respect to a $C^*$-algebra $C$) will be always explicitly stated. The predual $\mathcal{N}_\star$ of a $W^*$-algebra $\mathcal{N}$ is a norm closed vector subspace of $\mathcal{N}^{B^*} = (\mathcal{N}_\star)^{B^*}$. The norm on $\mathcal{N}_\star$ coincides with the norm on $C^B$.

One defines also

$$C^+_\star := C^{B^+} \cap C_\star, \quad C^+_\star := S(C) \cap C_\star, \quad C^{0\star} := C^{B^+} \cap C_\star, \quad C^{\star\alpha} := S(C) \cap C^{\alpha}, \quad C^{\star\alpha} := (C^B)^{\alpha} \cap C_\star,$$

and the following embeddings hold:

$$C^{0\star} \hookrightarrow C^+_\star \hookrightarrow C^{\star\alpha} \hookrightarrow C^{\star\alpha} \hookrightarrow C_\star.$$ \hfill (33)

Each element of $C^+_\star$ will be called a state, while each element of $C^{0\star}_\star$ will be called a normalised state.\footnote{This terminological shift with respect to more traditional terminology (which defines a ‘state’ as an element of $S(C)$ for any $C^*$-algebra $C$, see \cite{488, 487, 140]) reflects the change of perspective advocated in the present work: according to it, the space $N^*_\star$ over a $W^*$-algebra $N$ is a more fundamental object of interest than the space $S(C)$ over a $C^*$-algebra $C$.} A linear function between $W^*$-algebras will be called normal iff it is continuous with respect to their weak-* topologies. While every $*$-homomorphism of $C^*$-algebras is continuous with respect to their norm topologies, from the uniqueness of a predual of a $W^*$-algebra it follows that every $*$-isomorphism of $W^*$-algebras is also continuous with respect to their weak-* topologies. The same holds for every Jordan $*$-isomorphism of $W^*$-algebras. By a theorem of Kadison \cite{247}, for every Jordan $*$-isomorphism $\varsigma : N_1 \to N_2$ of $W^*$-algebras $N_1$ and $N_2$ there exists a $*$-isomorphism $\varsigma_0 : N_1 \to N_2$ and a $*$-antiisomorphism $\varsigma_0 : N_1 \to N_2$ such that $\varsigma$ is a ‘sum’ of $\varsigma_0$ and $\varsigma_0$ in the sense that: $\varsigma = \varsigma_0 + \varsigma_0$, as a linear map, and there exist $W^*$-algebras $N_{1a}, N_{1b} \subseteq N_1$ and $N_{2a}, N_{2b} \subseteq N_2$ such that $N_1 = N_{1a} \oplus N_{1b}$, $N_{2a} \oplus N_{2b}$, $\varsigma_0 : N_{1a} \to N_{1b}$ is an $*$-isomorphism, $\varsigma_0(N_{1a}) = 0$, and $\varsigma_0(N_{1b}) = 0$. This means that for $W^*$-algebras the notion of $*$-isomorphism is strictly stronger than the notion of Jordan $*$-isomorphism. The uniqueness of a predual allows to define two additional topologies on a $W^*$-algebra $N$: the ultrastrong topology, defined by the family of semi-norms on $N$ given by

$$N \times N^*_\star \ni (x, \phi) \mapsto \|x\|_\phi := (\phi(x^*x))^{1/2} \in \mathbb{R}^+,$$

and the ultrastrong-$\sigma$ topology, provided by the family of semi-norms $\{(\|x\|_\phi^2 + \|x^*\|_\phi^2)^{1/2}\}$.\footnote{When considered in the context of $W^*$-algebras $N \subseteq \mathcal{B}(\mathcal{H})$, these topologies are usually called $\sigma$-strong and $\sigma$-strong-$\sigma$, respectively. This terminology is intended to avoid the overuse of the symbol $\sigma$ (which will be reserved for modular automorphisms), and also to stress independence of the Hilbert space structure.} An example of a $W^*$-algebra is an algebra $\mathcal{B}(\mathcal{H})$ of all bounded linear operators $\mathcal{H} \to \mathcal{H}$ on any Hilbert space $\mathcal{H}$ (the predual $\mathcal{S}_1(\mathcal{H}) = \mathcal{B}(\mathcal{H})_\star$ and other $\mathcal{S}_p(\mathcal{H})$ spaces will be discussed in Section 5.2).
A generalisation of the concept of state is provided by the notion of weight \cite{127, 569, 87, 88, 90, 394, 398}. A weight on a $C^*$-algebra $C$ is defined as a function $\omega : C^+ \to [0, +\infty]$ such that $\omega(0) = 0$, $\omega(x + y) = \omega(x) + \omega(y)$, and $\lambda \geq 0 \Rightarrow \omega(\lambda x) = \lambda \omega(x)$, with the convention $0 \cdot (+\infty) = 0$. The domain of a weight $\omega$ can be extended by linearity to the topological $*$-algebra

$$m_\omega := \text{span}_C \{x^*y \mid x, y \in C, \omega(x^*x) < \infty, \omega(y^*y) < \infty\} = \text{span}_C \{x \in C^+ \mid \omega(x) < \infty\} \subseteq C,$$  \hspace{1cm} (35)$$

while $\omega$ can be extended to a positive linear functional on $m_\omega$, which coincides with $\omega$ on $m_\omega \cap C^+$. A weight is called: normalised iff $\omega(1) = 1$; faithful iff $\omega(x) = 0 \Rightarrow x = 0$; finite iff $\omega(\|i\|) < \infty$; semi-finite iff

$$\forall x \in C^+ \exists y \in C^+, \omega(x) = \infty \Rightarrow (x \geq y \text{ and } 0 < \omega(y) < \infty);$$  \hspace{1cm} (36)$$

trace iff $\omega(u^*xu) = \omega(x)$ $\forall u \in C\text{uni}$ $\forall x \in C^+$ (this is equivalent to the condition $\omega(xx^*) = \omega(x^*x) \forall x \in C$); normal iff $\omega(\text{sup}\{x_i\}) = \text{sup}\{\omega(x_i)\}$ for any uniformly bounded increasing net $\{x_i\} \subseteq C^+$. A space of all normal semi-finite weights on a $C^*$-algebra $C$ is denoted $\mathcal{W}(C)$, while the subset of all faithful elements of $\mathcal{W}(C)$ is denoted $\mathcal{W}_0(C)$. The symbol $\tau$ will be used exclusively to denote traces. Every finite weight is also semi-finite. Every tracial element of $C^{B+}$ is a finite trace on $C^+$. Conversely, every finite trace on $C^+$ can be uniquely extended by linearity to a tracial element of $C^{B+}$. Given $\omega, \phi \in \mathcal{W}(C)$, we say that: $\omega$ majorises $\phi$ iff $\phi(x) \leq \omega(x) \forall x \in C^+$, which is denoted by $\phi \leq \omega$; $\phi$ is dominated by $\omega$ iff $\exists \lambda > 0 \phi \leq \lambda \omega$. The equivalent conditions for a weight $\omega$ on a $W^*$-algebra $\mathcal{N}$ to be normal are \cite{196}:

1) $\omega(x) = \sup_{\phi \in N^+_+} \{\phi(x) \mid \phi \leq \omega\},$

2) $\omega$ is weakly-$*$ lower semi-continuous (that is, the set $\{x \in N^+ \mid \phi(x) \leq \lambda\}$ is weakly-$*$ closed for each $\lambda \in \mathbb{R}^+$).

For any normal weight on $\mathcal{N}$ there exists a family $\{\phi_i\} \subseteq N^+_+$ such that $\phi(x) = \sum \phi_i(x) \forall x \in N^+$ \cite{401}. A weight $\phi$ on any $W^*$-algebra $\mathcal{N}$ is semi-finite iff a left ideal in $\mathcal{N}$ given by

$$n_\phi := \{x \in \mathcal{N} \mid \phi(x^*x) < \infty\}$$  \hspace{1cm} (37)$$

is weakly-$*$ dense in $\mathcal{N}$, or, equivalently, iff $m_\phi$ is weakly-$*$ dense in $\mathcal{N}$. Every state is a finite normal weight, and every faithful state is a finite faithful normal state, hence the diagram

$$\mathcal{N}^+_* \xrightarrow{\mathcal{W}(\mathcal{N}) \ x_i} \mathcal{W}_0(\mathcal{N}) \xrightarrow{\mathcal{W}(\mathcal{N}) \ y_i} \mathcal{N}^+_* \hspace{1cm} (38)$$

commutes. Note that for $\omega \in N^+_+$ the normality is equivalent to weak-$*$ continuity, which is stronger than weak-$*$ lower semi-continuity of elements of $\mathcal{W}(\mathcal{N})$.

Given a $W^*$-algebra $\mathcal{N}$, the set $\text{Proj}(\mathcal{N})$ is a Dedekind–MacNeille complete lattice with respect to the partial order relation $\leq \ (\text{see Section 5.6 for a definition})$. Moreover, $\text{span}_C \text{Proj}(\mathcal{N})$ is a norm dense subset of $\mathcal{N}$. For any $x \in \mathcal{N}$ a left support and a right support of $x$ are defined, respectively, as

$$\text{supp}_L(x) := 1 - \sup\{P \in \text{Proj}(\mathcal{N}) \mid Px = x\}, \hspace{1cm} (39)$$

$$\text{supp}_R(x) := 1 - \sup\{P \in \text{Proj}(\mathcal{N}) \mid xP = x\}. \hspace{1cm} (40)$$

If $y \in \mathcal{N}^{\text{sa}}$, then $\text{supp}_L(y) = \text{supp}_R(y) =: \text{supp}(y)$, which is called a support of $y$. Given $\omega \in N^+_+$,

$$\text{supp}(\omega) := \inf\{P \in \text{Proj}(\mathcal{N}) \mid \omega(P) = 1\} = 1 - \sup\{P \in \text{Proj}(\mathcal{N}) \mid \omega(P) = 0\}, \hspace{1cm} (41)$$

$$\text{supp}_3(\omega) := \inf\{P \in \text{Proj}(\mathcal{N}) \cap \mathcal{N} \mid \omega(P) = 1\}. \hspace{1cm} (42)$$
are called, respectively, a support and a central support of \( \omega \). If \( \psi \) is a normal weight on \( \mathcal{N} \), then there exist \( P_1, P_2 \in \text{Proj}(\mathcal{N}) \) such that \( \ker(\psi) = NP_2 \) and \( \overline{\psi} = NP_1 \), where bar denotes a closure in the weak-\(*\) topology. As a result, \( \overline{\psi} = P_1N P_1 \) and
\[
\psi(x) = \psi(P_1 x P_1) = \psi((P_1 - P_2)x(P_1 - P_2)) \quad \forall x \in \mathcal{N}.
\]
The support of \( \psi \) is defined as \( \text{supp}(\psi) := P_1 - P_2 \). For \( \psi \in \mathcal{W}(\mathcal{N}) \),
\[
\text{supp}(\psi) = \mathbb{I} - \sup\{P \in \text{Proj}(\mathcal{N}) \mid \psi(P) = 0\}.
\]
For \( \omega, \phi \in \mathcal{N}_+^\ast \) we will write \( \omega \ll \phi \) iff \( \text{supp}(\omega) \subseteq \text{supp}(\phi) \). An element \( \omega \in \mathcal{N}_+^{\beta} \) is faithful iff \( \text{supp}(\omega) = \mathbb{I} \). If \( \phi \) is a normal weight on a \( W^\ast \)-algebra \( \mathcal{N} \) (which includes \( \omega \in \mathcal{N}_+^\ast \) as a special case), then the restriction of \( \phi \) to a reduced \( W^\ast \)-algebra,
\[
\mathcal{N}_{\text{supp}(\phi)} := \{x \in \mathcal{N} \mid \text{supp}(\phi)x = x = x \text{supp}(\phi)\} = \bigcup_{x \in \mathcal{N}} \{\text{supp}(\phi)x \text{supp}(\phi)\},
\]
is a faithful normal weight (respectively, an element of \( (\mathcal{N}_{\text{supp}(\phi)})_0^+ \)). If \( \phi \) is semi-finite, then \( \phi |_{\mathcal{N}_{\text{supp}(\phi)}} \in \mathcal{W}_0(\mathcal{N}_{\text{supp}(\phi)}) \). Hence, given \( \psi \in \mathcal{W}(\mathcal{N}) \) and \( P \in \text{Proj}(\mathcal{N}) \), \( P = \supp(\psi) \) iff \( \psi|_\mathcal{N}_P \in \mathcal{W}_0(\mathcal{N}_P) \) and \( \psi(P) = \psi(PxP) \forall x \in \mathcal{N}^+ \). In particular, for \( \omega, \phi \in \mathcal{N}_+^\ast \) and \( \omega \ll \phi \), we have \( \omega |_{\mathcal{N}_{\text{supp}(\phi)}} \in \mathcal{W}_0(\mathcal{N}_{\text{supp}(\phi)}) \).

One of the most important properties of a \( W^\ast \)-algebra is the existence of unique polar decompositions of their elements, as well as of elements of their preduals (when considered only for elements of an algebra, unique polar decompositions exist for all Rickart \( C^\ast \)-algebras [11, 180]). For any \( x \in \mathcal{N} \) there exists a unique partial isometry \( v \in \mathcal{N} \) and a unique \( y \in \mathcal{N}^+ \) such that \( x = vy \), where \( y = (x^*x)^{1/2} \), while \( v \) satisfies \( v^*v = \text{supp}(|x|) \) and \( vv^* = \text{supp}(|x^*|) \) [605]. On the other hand, if \( \phi \in \mathcal{N}_+ \), then there exists a unique partial isometry \( v \in \mathcal{N} \) and a unique \( \omega \in \mathcal{N}_+^{\ast} \) such that \( \phi(v) = \omega(v) \), where \( \|v\| = \|\phi\|, \text{supp}(\phi) = v^*v \), and \( \text{supp}(|\phi|^\ast) = vv^* \), with \( |\phi| := \omega \) [455, 570]. Moreover, \( |\phi| = \phi(v^* \cdot) \).

The equations \( x = v|x| \) and \( \phi = |\phi|(\cdot v) \) are called polar decomposition of, respectively, \( x \) and \( \phi \).

### 2.3 Representations

A representation \( \pi : C \to \mathcal{B}(\mathcal{H}) \) of a \( C^\ast \)-algebra \( C \) is defined as a pair \( (\mathcal{H}, \pi) \) of a Hilbert space \( \mathcal{H} \) and a *-homomorphism \( \pi : C \to \mathcal{B}(\mathcal{H}) \). An antirepresentation of \( C \) is defined as a pair \( (\mathcal{H}, \pi) \) of a Hilbert space \( \mathcal{H} \) and a *-antihomomorphism \( \pi : C \to \mathcal{B}(\mathcal{H}) \). From (9) it follows that every representation \( (\mathcal{H}, \pi) \) is continuous with respect to the norm topologies of \( C \) and \( \mathcal{B}(\mathcal{H}) \) and satisfies \( ||\pi(x)|| \leq ||x|| \forall x \in C \). A representation \( \pi : C \to \mathcal{B}(\mathcal{H}) \) is called: nondegenerate iff \( \{\pi(x) \mid (x, \xi) \in C \times \mathcal{H}\} \) is dense in \( \mathcal{H}; \) nonzero iff \( \pi(C) \neq \{0\}; \) normal iff it is continuous with respect to the weak-\(*\) topologies of \( C \) and \( \mathcal{B}(\mathcal{H}); \) faithful iff it satisfies any of the equivalent conditions:

1. \( \ker(\pi) = \{0\} \) (i.e., it is a *-isomorphism),
2. \( \pi(x) \geq 0 \) and \( \pi(x) \neq 0 \forall x \in C^+ \setminus \{0\}, \)
3. \( ||\pi(x)|| = ||x|| \forall x \in C. \)

For any representation \( \pi : C \to \mathcal{B}(\mathcal{H}) \) the space \( \ker(\pi) \) is an ideal in \( C \), and \( (\mathcal{H}, \pi) \) is a faithful representation of a quotient \( C^\ast \)-algebra \( C/\ker(\pi) \). Any representation \( \pi : C \to \mathcal{B}(\mathcal{H}) \) of a \( C^\ast \)-algebra is nondegenerate iff \( \pi(1) = \mathbb{I} \). From the fact that every *-isomorphism of \( W^\ast \)-algebras is weakly-\(*\) continuous it follows that every faithful representation of a \( W^\ast \)-algebra is also normal. The representations \( \pi_1 : C \to \mathcal{B}(\mathcal{H}_1) \) and \( \pi_2 : C \to \mathcal{B}(\mathcal{H}_2) \) are called unitarily equivalent iff there exists a unitary operator \( u : \mathcal{H}_1 \to \mathcal{H}_2 \) such that \( \pi_2(x) = u \pi_1(x) u^{-1} \forall x \in C. \) If the representations \( \pi_1 : C \to \mathcal{B}(\mathcal{H}_1) \) and \( \pi_2 : C \to \mathcal{B}(\mathcal{H}_2) \) are not unitarily equivalent, they are called unitarily inequivalent.
An element $\xi \in \mathcal{H}$ is called \textit{cyclic} for a $C^*$-algebra $\mathcal{C} \subseteq \mathfrak{B}(\mathcal{H})$ iff $\mathcal{C} \xi := \bigcup_{x \in \mathcal{C}} \{x \xi\}$ is norm dense in $\mathfrak{B}(\mathcal{H})$. Hence, if $\xi \in \mathcal{H}$ is cyclic for $\mathcal{C}$, then
\[
\mathcal{H} = \overline{\mathcal{C} \xi} = \bigcup_{x \in \mathcal{C}} \overline{\{x \xi\}},
\]where the completion is provided in norm topology of $\mathcal{H}$. An element $\xi \in \mathcal{H}$ is called \textit{separating} for a $C^*$-algebra $\mathcal{C} \subseteq \mathfrak{B}(\mathcal{H})$ iff
\[
x_\xi = 0 \Rightarrow x = 0 \ \forall x \in \mathcal{C}.
\]
A representation $\pi : \mathcal{C} \to \mathfrak{B}(\mathcal{H})$ of a $C^*$-algebra $\mathcal{C}$ is called \textit{cyclic} iff there exists $\Omega \in \mathcal{H}$ that is cyclic for $\pi(\mathcal{C})$. Every cyclic representation is nondegenerate. Every nondegenerate representation $\pi(\mathcal{C})$ is a (countable or noncountable) direct sum of cyclic representations. According to the Gel’fand–Na˘ımark–Segal theorem \cite{170, 487} for every pair $(\mathcal{C}, \omega)$ of a $C^*$-algebra $\mathcal{C}$ and $\omega \in \mathfrak{B}^{\mathcal{B}^+}$ there exists a triple $(\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)$ of a Hilbert space $\mathcal{H}_\omega$ and a cyclic representation $\pi_\omega : \mathcal{C} \to \mathfrak{B}(\mathcal{H})$ with a cyclic vector $\Omega_\omega \in \mathcal{H}_\omega$, and this triple is unique up to unitary equivalence. The proof of this theorem is provided by the following explicit construction. For a $C^*$-algebra $\mathcal{C}$ and $\omega \in \mathfrak{B}^{\mathcal{B}^+}$, one defines the scalar form $\langle \cdot, \cdot \rangle_\omega$ on $\mathcal{C}$,
\[
\langle x, y \rangle_\omega := \omega(x^*y) \ \forall x, y \in \mathcal{C},
\]
and the \textit{Gel’fand ideal}
\[
\mathcal{I}_\omega := \{ x \in \mathcal{C} \mid \omega(x^*x) = 0 \} = \{ x \in \mathcal{C} \mid \omega(x^*y) = 0 \ \forall y \in \mathcal{C} \},
\]
which is a left ideal of $\mathcal{C}$, closed in the norm topology (it is also closed in the weak-$*$ topology if $\omega \in \mathfrak{B}^{\mathcal{B}^+}$). The form $\langle \cdot, \cdot \rangle_\omega$ is hermitean on $\mathcal{C}$ and it becomes a scalar product $\langle \cdot, \cdot \rangle_\omega$ on $\mathcal{C}/\mathcal{I}_\omega$. The Hilbert space $\mathcal{H}_\omega$ is obtained by the completion of $\mathcal{C}/\mathcal{I}_\omega$ in the topology of norm generated by $\langle \cdot, \cdot \rangle_\omega$.

Consider the morphisms
\[
[\cdot]_\omega : \mathcal{C} \ni x \mapsto [x]_\omega \in \mathcal{C}/\mathcal{I}_\omega,
\]
\[
\pi_\omega(y) : [y]_\omega \mapsto [xy]_\omega.
\]
From $\|x\|^2 \geq x^*x$ one obtains the inequality
\[
|\pi_\omega(x)[y]_\omega|^2 = \|[xy]_\omega\|^2 = \omega(y^*x^*xy) \leq \|x\|^2 \omega(y^*y) = \|x\|^2 \|[y]_\omega\|^2 \ \forall x, y \in \mathcal{C},
\]
which shows that $\pi_\omega(x)$ is a bounded operator on $\mathcal{H}_\omega$ for each $x \in \mathcal{C}$. On the other hand,
\[
\langle [y]_\omega, \pi_\omega(x)[z]_\omega \rangle_\omega = \omega((y^*x^*)z) = \langle \pi_\omega(x^*)[y]_\omega, [z]_\omega \rangle_\omega \ \forall x, y, z \in \mathcal{C}
\]
shows that $\pi_\omega(x^*) = \pi_\omega(x)^*$. Hence, the map $\pi_\omega : \mathcal{C} \ni x \mapsto \pi_\omega(x) \in \mathfrak{B}(\mathcal{H}_\omega)$ is a $*$-representation.

A triple $(\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)$ is called the \textit{Gel’fand–Na˘ımark–Segal–Segal representation}. The space $\mathcal{C}/\mathcal{I}_\omega$ is a $C^*$-algebra, so $\pi_\omega(\mathcal{C})$ is a $C^*$-algebra too. The GNS representation is nondegenerate. If $\omega \in \mathcal{N}^+_*$ for a given $W^*$-algebra $\mathcal{N}$, then $(\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)$ is faithful iff $\text{supp}_3(\omega) = \mathbb{1}$ (in such case $\omega$ is called \textit{centrally faithful}). The element $\omega \in \mathfrak{B}^{\mathcal{B}^+}$ is uniquely represented in terms of $\mathcal{H}_\omega$ by the vector $[\mathbb{1}]_\omega = : \Omega_\omega \in \mathcal{H}_\omega$, which is cyclic for $\pi_\omega(\mathcal{C})$ and satisfies $[\Omega_\omega] = [\mathbb{1}]$. Hence
\[
\omega(x) = \langle \Omega_\omega, \pi_\omega(x)\Omega_\omega \rangle_\omega \ \forall x \in \mathcal{C},
\]
\[
\omega(y^*x) = \langle \pi_\omega(y)\Omega_\omega, \pi_\omega(x)\Omega_\omega \rangle_\omega \ \forall y, x \in \mathcal{C}.
\]
Given $C^*$-algebra $\mathcal{C}$, if $\omega \in \mathfrak{B}^{\mathcal{B}^+}_0$ then its cyclic GNS representative $\Omega_\omega \in \mathcal{H}_\omega$ is also separating for $\pi_\omega(\mathcal{C})$. Hence, $\pi_\omega(x)\Omega_\omega \neq 0 \ \forall \pi_\omega(x) \neq 0$, because such GNS representation is faithful. Every cyclic representation $(\mathcal{H}, \pi)$ of a $C^*$-algebra $\mathcal{C}$ with a cyclic vector $\xi$ is unitarily equivalent to a GNS representation $(\mathcal{H}_\phi, \pi_\phi, \xi)$ of $\mathcal{C}$, where $\phi \in \mathfrak{B}^{\mathcal{B}^+}$ satisfies $[\mathbb{1}]_\phi = \xi$. Moreover, every representation of a $C^*$-algebra can be decomposed as a (countable or noncountable) direct sum of representations that are unitarily equivalent to the GNS representation.
An analogue of the Gel’fand–Naimark–Segal representation theorem for weights follows the similar construction, but lacks cyclicity. If $\mathcal{C}$ is a $C^*$-algebra, and $\omega$ is a weight on $\mathcal{C}$, then there exists the Hilbert space $\mathcal{H}_\omega$, defined as the completion of $n_\omega/\ker(\omega)$ in the topology of a norm generated by the scalar product $\langle \cdot, \cdot \rangle_\omega : n_\omega \times n_\omega \ni (x, y) \mapsto \omega(x^* y) \in \mathbb{C}$,}

$$\mathcal{H}_\omega := n_\omega / \ker(\omega) = \{ x \in \mathcal{C} \mid \omega(x^* x) < \infty \} / \{ x \in \mathcal{C} \mid \omega(x^* x) = 0 \} = n_\omega / \mathcal{I}_\omega,$$

and there exist the maps

$$[:\omega : n_\omega \ni x \mapsto [x]_\omega \in \mathcal{H}_\omega, \quad \pi_\omega : \mathcal{C} \ni x \mapsto ([y]_\omega \mapsto [xy]_\omega) \in \mathcal{B}(\mathcal{H}_\omega),$$

such that $[:\omega :]$ is linear, $\text{ran}([:\omega :])$ is dense in $\mathcal{H}_\omega$, and $(\mathcal{H}_\omega, \pi_\omega)$ is a representation of $\mathcal{C}$ (which follows from (52) and (53) with domains of variables substituted accordingly to (57) and (58)). If $\omega \in \mathcal{W}(\mathcal{N})$ for a $W^*$-algebra $\mathcal{N}$, then $\pi_\omega$ is nondegenerate and normal. If $\omega \in \mathcal{W}_0(\mathcal{N})$, then $\pi_\omega$ is also faithful.

### 2.4 von Neumann algebras

The **commutant** of a subalgebra $\mathcal{N}$ of any algebra $\mathcal{C}$ is defined as

$$\mathcal{N}^* := \{ y \in \mathcal{C} \mid xy = yx \ \forall x \in \mathcal{N} \},$$

while the **center** of $\mathcal{N}$ is defined as $\mathcal{Z}_\mathcal{N} := \mathcal{N} \cap \mathcal{N}^*$. The commutant operation satisfies

$$\mathcal{N}_1 \subseteq \mathcal{N}_2 \Rightarrow \mathcal{N}_1^* \subseteq \mathcal{N}_2^*, \quad \mathcal{N} \subseteq \mathcal{N}^*, \quad \mathcal{N}^{***} = \mathcal{N}^*. \quad (60)$$

If $\mathcal{N} \subseteq \mathcal{N}^*$, then $\mathcal{N}$ is a commutative algebra. A subalgebra $\mathcal{N}$ of a unital algebra $\mathcal{C}$ over $\mathbb{C}$ is called:

- **irreducible** iff $\mathcal{N}^* = \mathbb{C}1$;
- **reducible** iff $\mathcal{N}^* \neq \mathbb{C}1$; or a **factor** iff $\mathcal{Z}_\mathcal{N} = \mathbb{C}1$. Every unital commutative algebra is a factor. A unital $*$-subalgebra $\mathcal{N}$ of an algebra $\mathcal{B}(\mathcal{H})$ is called the **von Neumann algebra** $[603, 358]$ iff $\mathcal{N} = \mathcal{N}^{**}$. From von Neumann’s double commutant theorem [603] it follows that this is equivalent with any of the conditions: $\mathcal{N}$ is weakly-$*$ closed, $\mathcal{N}$ is ultrastrongly closed, $\mathcal{N}$ is ultraweakly closed. In particular, $\mathcal{B}(\mathcal{H})$ is a von Neumann algebra.

An image $\pi(\mathcal{N})$ of any representation $(\mathcal{H}, \pi)$ of a $W^*$-algebra $\mathcal{N}$ is a von Neumann algebra iff $\pi$ is normal and nondegenerate. In particular, this is always the case for GNS representation $\pi_\omega(\mathcal{N})$ generated by $\omega \in \mathcal{N}_1^*$ or $\omega \in \mathcal{W}(\mathcal{N})$ for any $W^*$-algebra $\mathcal{N}$. By the Sakai theorem [454, 465], for every $W^*$-algebra $\mathcal{N}$ there exists a faithful representation $(\mathcal{H}, \pi)$ such that $\pi(\mathcal{N})$ is a von Neumann algebra on $\mathcal{H}$. Because any faithful representation is a $*$-isomorphism, this means that the topological structure of von Neumann algebras is determined by their algebraic structure [125, 561]. Every pair of $C^*$-algebra $\mathcal{C}$ and $\omega \in \mathcal{C}^{B^+}$ generates the von Neumann algebra $(\pi_\omega(\mathcal{C}))^{**} \subseteq \mathcal{B}(\mathcal{H})$, which is called an **enveloping von Neumann algebra**. If $\omega \in \mathcal{N}_0^+$ for a given $W^*$-algebra $\mathcal{N}$, then $\mathcal{N} \cong \pi_\omega(\mathcal{N}) \cong \pi_\omega(\mathcal{N})^{**}$. For any $C^*$-algebra $\mathcal{C}$, $\omega \in \mathcal{C}^{B^+}$ determines a unique centrally faithful $\tilde{\omega} \in (\pi_\omega(\mathcal{C}))^{**}$ such that

$$\tilde{\omega}|_{\pi_\omega(\mathcal{C})} = \{ \langle \Omega_\omega, \cdot \rangle_\omega, \Omega_\omega \in (\pi_\omega(\mathcal{C}))^{B^+} \}$$

and $\pi_\omega(\mathcal{C})$ is dense in $\pi_\omega(\mathcal{C})^{**}$. With an abuse of notation, $\tilde{\omega}$ is often denoted $\omega$, an it is called a **normal extension** of $\omega$ to $\pi_\omega(\mathcal{C})^{**}$. If $\omega \in \mathcal{C}^{B^+}$ is tracial, then $\tilde{\omega}$ is tracial too.

The representation $(\mathcal{H}, \pi)$ of a $C^*$-algebra $\mathcal{C}$ is called **irreducible** iff $\pi(\mathcal{C})$ is irreducible, hence, iff $\pi(\mathcal{C})^* = \mathbb{C}1$. This is equivalent to the condition: (every $\mathcal{H} \ni \xi \neq 0$ is cyclic for $\pi(\mathcal{C})$) or ($\pi(\mathcal{C}) = \{ 0 \}$ and $\mathcal{H} = \mathbb{C}$). The GNS representation $\pi_\omega$ and the algebra $\pi_\omega(\mathcal{C})$ are irreducible iff $\omega$ is pure [172, 487]. Thus, a nonzero representation is irreducible iff it is unitarily equivalent to a GNS representation associated with a pure $\omega$.

If $\omega(x) := \langle \xi_\omega, x \xi_\omega \rangle_{\mathcal{H}} \forall x \in \mathcal{N} \subseteq \mathcal{B}(\mathcal{H})$ then $\xi_\omega$ is cyclic iff $\text{supp}(\omega)^* = \mathbb{I}$. On the other hand, an element $\xi \in \mathcal{H}$ is separating for $\mathcal{N}$ iff $\omega_\xi(\cdot) := \langle \xi, \cdot \rangle$ is faithful for $\mathcal{N}$. From this it follows that $\omega$ is faithful for $\mathcal{N}$ iff $\xi_\omega$ is cyclic for $\mathcal{N}^*$ and

$$\langle \xi \rangle \text{ is separating for } \mathcal{N} \iff \langle \xi \rangle \text{ is cyclic for } \mathcal{N}^* \iff \langle \xi \rangle \text{ is cyclic for } \mathcal{N}^* \forall \mathcal{N} \subseteq \mathcal{B}(\mathcal{H}) \forall \xi \in \mathcal{H}.$$  

(62)

Hence, a vector $\xi$ is cyclic and separating for a von Neumann algebra $\mathcal{N}$ if $\mathcal{N}\xi$ and $\mathcal{N}^*\xi$ are dense in $\mathcal{H}$. Moreover, the following conditions for a $W^*$-algebra $\mathcal{N}$ are equivalent:
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i) $\mathcal{N}_{\text{ab}}^+ \neq \varnothing$,

ii) $\mathcal{N}$ is $*$-isomorphic to a von Neumann algebra possessing a cyclic and separating vector,

iii) every family $\{P_n\} \subseteq \text{Proj}(\mathcal{N})$ satisfying $P_i P_j = \delta_{ij} I$ is countable.

If any of these conditions is satisfied, then $\mathcal{N}$ is called **countably finite**. In particular, every von Neumann algebra $\mathcal{N} \subseteq \mathfrak{B}(\mathcal{H})$ is countably finite if $\mathcal{H}$ is separable, and $\mathfrak{B}(\mathcal{H})$ is countably finite iff $\mathcal{H}$ is separable.\(^{11}\)

## 2.5 Barycentric decompositions

*Note: this section is included for the purpose of completeness of exposition, but its contents will not be used in the rest of this text, with an exception of the last paragraph of Section 3.1.*

Let $K$ be a convex subset of a real topological vector space $X$. An element $x \in K$ is called **extreme** iff

$$\exists x_1, x_2 \in K \quad (x_1 \neq x_2 \text{ and } \exists \lambda \in [0,1] \quad x = (1-\lambda)x_1 + \lambda x_2)$$

(63) is false. The set of all extreme elements of $K$ is denoted $\text{ex}(K)$. A subset $F \subseteq K$ is called a **face** iff

$$\forall x \in F \ \exists n \in \mathbb{N} \quad \left( \exists \{\lambda_i\}_{i=1}^n \subseteq \mathbb{R}^+ \ x = \sum_{i=1}^n \lambda_i x_i, \ \sum_{i=1}^n \lambda_i = 1 \right) \Rightarrow \{x_i\}_{i=1}^n \subseteq F.$$ 

(64)

If $Y \subseteq K$, then the smallest (with respect to set embedding) among the faces of $K$ that contain $Y$ is called to be **generated** by $Y$ in $K$, and is denoted $\text{face}(Y)$. If $x \in K$, then one also defines

$$\text{face}(x) := \{y \in K \mid \exists \epsilon > 0 \ x + \epsilon (x - y) \in K\}.$$ 

(65)

A **convex hull** of $Y \subseteq X$ is defined by

$$\text{co}(Y) := \left\{ x \in X \mid \exists n \in \mathbb{N} \ \exists \{x_i\}_{i=1}^n \subseteq Y \ \exists \{\lambda_i\}_{i=1}^n \subseteq \mathbb{R}^+ \ \sum_{i=1}^n \lambda_i = 1, \ x = \sum_{i=1}^n \lambda_i x_i \right\}.$$ 

(66)

The elements $y, z \in K$ will be called **strongly disjoint** and denoted $y \perp z$ iff

$$\left\{ \begin{array}{l}
\text{face(face(y) \cup face(z)) = co(face(y) \cup face(z))} \\
\text{span}_{\mathbb{R}} \text{face}(y) \cap \text{span}_{\mathbb{R}} \text{face}(z) = \{0\}\end{array} \right.$$ 

(67)

A point $x \in K$ will be called **primary** iff

$$x = \lambda y + (1-\lambda)z \Rightarrow ((y \perp z) \text{ is false}) \ \forall y, z \in K \ \forall \lambda \in [0,1[.$$

(68)

In what follows, we will use some of the notions introduced and discussed in Section 5.6, marking them by **italics**. We will assume that $X$ is **locally compact Hausdorff** real topological vector space, and that $K$ is its **compact** convex subset. The set $\text{Rad}(K)^+$ of Radon measures $\tilde{\mu} : \tilde{\mathcal{O}}_{\text{Borel}}(K) \to [0, +\infty]$ is **order preserving** isometrically isomorphic to a subset of a Banach dual $\mathcal{C}(K)^{\mathbb{B}}$ of a space $\mathcal{C}(K)$ of all continuous functions on $K$. As a result, $\text{Rad}(K)^+$ and $\text{Rad}(K)^+_1 := \{\tilde{\mu} \in \text{Rad}(K)^+ \mid ||\tilde{\mu}|| = 1\}$ can be equipped with a weak-$*$ topology on $\mathcal{C}(K)^{\mathbb{B}}$ with respect to $\mathcal{C}(K)$. If $\tilde{\mu} \in \text{Rad}(K)^+_1$, then $\tilde{\mu}$ is called: **supported** by $C \subseteq K$ iff $\tilde{\mu}(C) = 1$; **pseudosupported** by $C \subseteq K$ iff $\tilde{\mu}(Z) = 0$ for every compact countable intersection $Z$ of open sets in $K$ such that $Z \cap C = \emptyset$. A **barycenter** of nonzero $\tilde{\mu} \in \text{Rad}(K)^+$ is defined as

$$\text{bary}_K(\tilde{\mu}) := \frac{1}{\tilde{\mu}(K)} \int_K \tilde{\mu}(x) x.$$ 

(69)

\(^{11}\)A topological space $X$ is called **separable** iff it contains a countable dense subset, that is, if there exists a sequence $\{x_i\} \subseteq X$ such that every open nonempty subset of $X$ contains an element of this sequence.
Every \( \tilde{\mu} \in \text{Rad}(K)^+ \) has a unique barycenter. The set of all elements of \( \text{Rad}(K)^+ \) with barycenter \( x \in K \) will be denoted \( \text{Rad}_x(K)^+ \). A measure \( \tilde{\mu} \in \text{Rad}(K)^+ \) is called **central** iff

\[
\text{face} \left( \text{bary}_K \left( \lambda^{-1} \tilde{\mu} \big|_Y \right) \right) \parallel \text{face} \left( \text{bary}_K \left( (1 - \lambda)^{-1} \tilde{\mu} \big|_{K \setminus Y} \right) \right)
\]

(70)

for all \( Y \in \mathcal{U}_{\text{Borel}}(K) \) such that \( \lambda = \tilde{\mu}(Y) \in [0,1] \). Consider an order relation \( \prec \) on \( \text{Rad}(K)^+ \) defined by [84]

\[
\tilde{\mu}_1 \prec \tilde{\mu}_2 \iff \int \tilde{\mu}_1 f \leq \int \tilde{\mu}_2 f \quad \forall \text{ convex } f \in C(K; \mathbb{R}).
\]

(71)

A measure \( \tilde{\mu} \in \text{Rad}_\omega(K)^+ \) is called **maximal central** iff it is central and is maximal in terms of \( \prec \) among all central measures in \( \text{Rad}_\omega(K)^+ \). According to Wils’ theorem [634, 635], which generalises earlier result of Sakai [460], for every \( x \in K \) there exists a unique maximal central measure \( \tilde{\mu} \in \text{Rad}(K)^+ \) such that \( x \) is the barycenter of \( \tilde{\mu} \), and \( \tilde{\mu} \) is pseudosupported by the set of primary points of \( K \).

A nonempty compact convex subset \( K \) of a locally convex vector space \( X \) is called a **Choquet simplex** [83, 80, 81, 82] iff is is contained in a closed hyperplane\(^{13} \) not containing the origin of \( X \) and the set \( \{ \lambda x \mid \lambda \geq 0, \ x \in K \} \) is a lattice with respect to the ordering defined by

\[
x \geq y :\iff x - y \in K \quad \forall x, y \in X.
\]

(72)

According to the Choquet representation theorem [83, 80, 81, 82], a compact convex metrisable\(^{14} \) subset \( K \) of a locally convex vector space \( X \) is a Choquet simplex iff

\[
\forall x \in K \ \exists! \tilde{\mu} \in \text{Rad}(K)^+ \quad \text{bary}_K(\tilde{\mu}) = x \quad \text{and} \quad \tilde{\mu}(\text{ex}(K)) = 1.
\]

(73)

Let \( \mathcal{C} \) be a \( C^* \)-algebra. An element \( \omega \in \mathcal{C}^{\mathbb{B}} \) will be called **factorial** iff \( \pi_\omega(\mathcal{C})^{**} \) is a factor, or, equivalently, iff

\[
3\pi_\omega(\mathcal{C})^{**} = \pi_\omega(\mathcal{C})^{**} \cap \pi_\omega(\mathcal{C})^* = \mathbb{C}I.
\]

(74)

The set of all factorial elements of \( \mathcal{C}^{\mathbb{B}} \) will be denoted \( \text{fact}(\mathcal{C}) \). A pair \( \omega_1, \omega_2 \in \mathcal{C}^{\mathbb{B}} \) will be called **orthogonal** (and denoted by \( \omega_1 \perp \omega_2 \)) iff

\[
(\omega \leq \omega_1, \ \omega \leq \omega_2) \quad \Rightarrow \quad \omega = 0 \quad \forall \omega \in \mathcal{C}^{\mathbb{B}}.
\]

(75)

Recall that \( \mathcal{S}(\mathcal{C}) \) is a convex set that is compact in the weak-* topology on \( \mathcal{C}^{\mathbb{B}} \). If \( \tilde{\mu} \) is a **compactly inner regular Borel measure** on \( \mathcal{U}_{\text{Borel}}(\mathcal{S}(\mathcal{C})) \), and

\[
\int_Y \tilde{\mu}(\omega) \omega \perp \int_{\mathcal{S}(\mathcal{C}) \setminus Y} \tilde{\mu}(\omega) \omega \quad \forall Y \in \mathcal{U}_{\text{Borel}}(\mathcal{S}(\mathcal{C})),
\]

then \( \tilde{\mu} \) is called **orthogonal**. The set of all orthogonal elements of \( \text{Rad}_\omega(\mathcal{S}(\mathcal{C}))^+ \) will be denoted by \( \text{Rad}^+_\omega(\mathcal{S}(\mathcal{C}))^+ \). Given \( x \in \mathcal{C} \), let \( \hat{x} \) denote an affine continuous function \( \mathcal{S}(\mathcal{C}) \rightarrow \mathbb{C} \) defined by \( \hat{x}(\phi) := \phi(x) \). According to the Tomita–Ruelle theorem [568, 448], for any \( \omega \in \mathcal{S}(\mathcal{C}) \) there is a bijection between:

1. the elements \( \tilde{\mu} \in \text{Rad}_\omega(\mathcal{S}(\mathcal{C}))^+ \),
2. the commutative von Neumann subalgebras \( \mathcal{N} \subseteq \pi_\omega(\mathcal{C})^* \),
3. the elements \( P \in \text{Proj}(\mathfrak{B}(\mathcal{H}_\omega)) \) such that \( P\Omega_\omega \) and \( P\pi_\omega(\mathcal{C})P \subseteq \{ P\pi_\omega(\mathcal{C})P \}^* \).

It is provided by the following relations:

\(^{13} \text{A vector subspace } Y \text{ of a vector space } X \text{ is called a hyperplane iff } X/Y \text{ is one-dimensional.}
\)

\(^{14} \text{A topological space } X \text{ (with topology } \mathcal{T} \text{) is called metrisable iff there exists a metrical distance function } d : X \times X \rightarrow \mathbb{R}^+ \text{ such that the topology induced on } X \text{ by } d \text{ is } \mathcal{T}.\)
i) $P$ is a projection onto $[\mathcal{N}\Omega_\omega]$,  

ii) $\mathcal{N} = \{\pi_\omega(C) \cup P\}^*$, 

iii) $\tilde{\mu}(x_1 \cdots x_n) = \langle \Omega_\omega, \pi_\omega(x_1)P \cdots \pi_\omega(x_n)P\Omega_\omega \rangle_\omega$,  

iv) there exists a $*$-isomorphism between $\mathcal{N}$ and ran($u_\omega^{\#}$), where  

$$u_\omega^{\#} : L_\infty(S(C), \tilde{\Omega}_{\text{Borel}}(S(C)), \tilde{\mu}) \to \pi_\omega(C)^*$$  

is a positive map defined by  

$$\langle \Omega_\omega, u_\omega^{\#}(f)\pi_\omega(x)\Omega_\omega \rangle_\omega = \int_{S(C)} \tilde{\mu}(\phi)f(\phi)^\Diamond(\phi) \ \forall x \in C \ \forall f \in L_\infty(S(C), \tilde{\Omega}_{\text{Borel}}(S(C)), \tilde{\mu}),$$  

$$u_\omega^{\#}(\tilde{y})\pi_\omega(x)\Omega_\omega = \pi_\omega(x)P\pi_\omega(y)\Omega_\omega \ \forall x, y \in C. \tag{79}$$  

Let us recall that a spectral measure is defined as a function $P : \tilde{\Omega}_{\text{Borel}}(\mathbb{R}) \to \text{Proj}(\mathfrak{B}(\mathcal{H}))$ such that  

(i) $P(\mathcal{Y}) \geq P(\emptyset) = 0 \ \forall \mathcal{Y} \in \tilde{\Omega}_{\text{Borel}}(\mathbb{R})$,  

(ii) $P(\mathbb{R}) = I$,  

(iii) $P(\bigcup_{i=1}^{\infty} \mathcal{Y}_i) = \sum_{i=1}^{\infty} P(\mathcal{Y}_i)$ for each countable sequence $\{\mathcal{Y}_i | i \in \mathbb{N} \cup \{+\infty\}\} \subseteq \tilde{\Omega}_{\text{Borel}}(\mathbb{R})$ of mutually disjoint sets, where the series converges in the weak-$*$ topology, while a semi-spectral measure $[68, 372]$ is defined as a function $E : \tilde{\Omega}(\mathcal{X}) \to \mathfrak{B}(\mathcal{H})^+$ such that  

(i) $E(\mathcal{Y}) \geq E(\emptyset) = 0 \ \forall \mathcal{Y} \in \tilde{\Omega}(\mathcal{X})$,  

(ii) $E(\mathcal{X}) = I$,  

(iii) $E(\bigcup_{i=1}^{\infty} \mathcal{Y}_i) = \sum_{i=1}^{\infty} E(\mathcal{Y}_i)$ for each countable sequence $\{\mathcal{Y}_i | i \in \mathbb{N} \cup \{+\infty\}\} \subseteq \tilde{\Omega}(\mathcal{X})$ for mutually disjoint sets, where the series converges in the weak-$*$ topology.  

Let $\chi(\mathcal{Y})$ denote the characteristic function of $\mathcal{Y} \subseteq \mathbb{R}$. For arbitrary $\xi, \zeta \in \mathcal{H}$, consider a $*$-homomorphism $Q$ from the set of bounded $\tilde{\Omega}_{\text{Borel}}(\mathbb{R})$-measurable functions on $\mathbb{R}$ to $\mathfrak{B}(\mathcal{H})$, defined by  

$$\langle \xi, Q(f)\zeta \rangle_\mathcal{H} = \int_{\mathbb{R}} \mu_{\xi, \zeta} f \ \forall f \in C(\mathbb{R}), \tag{80}$$  

where $\mu_{\xi, \zeta}$ is unique by the Riesz representation theorem (see Section 5.6). According to the spectral representation theorem $[602, 603, 440, 524, 604]$, there is a bijection between self-adjoint operators $x$ on abstract separable Hilbert space $\mathcal{H}$ and spectral measures $P : \tilde{\Omega}_{\text{Borel}}(\mathbb{R}) \to \text{Proj}(\mathfrak{B}(\mathcal{H}))$, provided by  

$$x = \int_{\text{dom}(P)} P(\lambda)\lambda, \ \text{sp}(x) = \text{dom}(P), \ P(\lambda) = Q(\chi([0, \lambda])), \tag{81}$$  

This determines a unitary isomorphism between $\mathcal{H}$ and a particular Hilbert space $\mathcal{H}_{x, \xi}$,  

$$U_{x, \xi} : \mathcal{H} \to \mathcal{H}_{x, \xi} := L_2(\text{sp}(x), \tilde{\Omega}_{\text{Borel}}(\text{sp}(x)), \langle \xi, P^x(\cdot)\xi \rangle_{\mathcal{H}}), \tag{82}$$  

such that, whenever $x \in \mathfrak{B}(\mathcal{H})^{sa}$, the commutative algebra generated by $x$ is represented as a subalgebra of $L_\infty(\text{sp}(x), \tilde{\Omega}_{\text{Borel}}(\text{sp}(x)), \langle \xi, P^x(\cdot)\xi \rangle_{\mathcal{H}})$ acting on $\mathcal{H}_{x, \xi}$ by right multiplication. The element $\xi \in \mathcal{H}$ is required to be cyclic for $x$ (but otherwise arbitrary), $\text{sp}(x)$ is the spectrum of $x$, while $P^x$ denotes the spectral measure associated to $x$ by means of (81). More generally, one can begin with a commutative subalgebra $\mathcal{C} \subseteq \mathfrak{B}(\mathcal{H})^{sa}$, and consider a unitary isomorphism of $\mathcal{H}$ with $L_2(\text{sp}_G(\mathcal{C}), \tilde{\Omega}_{\text{Borel}}(\text{sp}_G(\mathcal{C})), \text{tr}_\mathcal{H}(pP^x(\cdot)))$, for $x \in \mathcal{C}^{sa}$, $p \in \mathfrak{G}_1(\mathcal{H})^+$, and $\text{sp}_G(\mathcal{C})$ denoting the Gel’fand
spectrum of $\mathcal{C}$ (see Section 5.8). Hence, different choices of $(x, \xi)$ (or $(\mathcal{C}, \rho)$, or $(\mathcal{C}, \xi)$, or $(x, \rho)$) provide different 'commutative snapshots' of the noncommutative algebra $\mathfrak{B}(\mathcal{H})$.

As observed in [212], for a given choice of a normalised measure on $\mathcal{S}(\mathcal{C})$ with barycenter $\omega$, the Tomita–Ruelle theorem determines a unique semi-spectral measure on $\mathcal{S}(\mathcal{C})$ valued in $\pi_\omega(\mathcal{C})^\ast$. More precisely, given a $C^\ast$-algebra $\mathcal{C}$ and $\tilde{\mu} \in \text{Rad}_{+}(\mathcal{S}(\mathcal{C}))^+_1$, there exists a unique semi-spectral measure $E^\mu_\omega : \tilde{\mathfrak{U}}_{\text{Borel}}(\mathcal{S}(\mathcal{C})) \to \mathfrak{B}(\mathcal{H}_\omega)^+$ such that

$$
\left\langle E^\mu_\omega(\mathcal{Y})^{1/2} \omega, \pi_\omega(x) (E^\mu_\omega(\mathcal{Y}))^{1/2} \omega \right\rangle = \int_{\mathcal{Y}} \tilde{\mu}(\phi)\phi(x) \quad \forall x \in \mathcal{C} \quad \forall \mathcal{Y} \in \tilde{\mathfrak{U}}_{\text{Borel}}(\mathcal{S}(\mathcal{C})).
$$

By definition, $E^\mu_\omega$ is supported on the same set that $\tilde{\mu}$ is.

If $K = \mathcal{S}(\mathcal{C})$ for a given $C^\ast$-algebra $\mathcal{C}$, then the unique measure associated to any $\omega \in \mathcal{S}(\mathcal{C})$ by Wils' theorem is given by

$$
\tilde{\mu}_{3_{\pi_\omega(\mathcal{C})}^\ast} \in \text{Rad}_{+}(\mathcal{S}(\mathcal{C}))^+_1,
$$

which is determined by the Tomita–Ruelle theorem as the measure corresponding to $\mathcal{N} = 3_{\pi_\omega(\mathcal{C})}^\ast$. The measure $\tilde{\mu}_{3_{\pi_\omega(\mathcal{C})}^\ast}$ is pseudosupported by the set $\text{fact}(\mathcal{C}) \cap \mathcal{S}(\mathcal{C})$. If $\mathcal{C}$ is separable in norm topology, then $\text{fact}(\mathcal{C}) \cap \mathcal{S}(\mathcal{C}) \in \tilde{\mathfrak{U}}_{\text{Borel}}(\mathcal{S}(\mathcal{C}))$ [465]. Hence, in such case $\tilde{\mu}_{3_{\pi_\omega(\mathcal{C})}^\ast}$ is supported on $\text{fact}(\mathcal{C}) \cap \mathcal{S}(\mathcal{C})$.

In general case, the requirement that the elements of an algebra should be considered as dual to the functional (and not the other way round) restricts the considerations from pairs ($\mathcal{C}, \mathcal{C}^B$) for arbitrary $\mathcal{C}^\ast$-algebras $\mathcal{C}$ to pairs $(\mathcal{N}, \mathcal{N})$ for arbitrary $W^\ast$-algebras $\mathcal{N}$. Quite remarkably, this setting allows to construct an analogue of the Hilbert–Schmidt space for an arbitrary $W^\ast$-algebra and to provide a similar representation of the space $\mathcal{N}^+_1$ in terms of the positive cone inside this space in a way which allows to consider self-adjoint and positive elements, as well as polar decomposition.

The standard trace $\text{tr}$ on $\mathfrak{B}(\mathcal{H})$, the ideal $\mathfrak{m}_\mathfrak{t}$ is equal to the space $\mathfrak{S}_2(\mathcal{H})$ of all Hilbert–Schmidt operators, while the ideal $\mathfrak{m}_\mathfrak{t}$ is equal to $\mathfrak{S}_1(\mathcal{H})$. In the case of $W^\ast$-algebra $\mathcal{N}$ admitting faithful normal

\[\text{The symbol } \int^\oplus \text{ denotes direct integral in von Neumann's [615] sense. See any exposition of spectral representation theorem for a detailed definition.}\]
semi-finite trace $\tau$, a proper generalisation of these properties can always be obtained by choosing a representation $(\mathcal{H}, \pi)$ which is semi-standard, that is, there exists a conjugation operator\(^{16}\) $J$ on $\mathcal{H}$ such that $J\pi(\mathcal{N})J = \pi(\mathcal{N}^\ast)$ and $JxJ = x^\ast \ \forall x \in 3_{\pi(\mathcal{N})}$ \[123\]. The existence of an operator $J$ follows from the fact that the operation $^\ast : \mathcal{N} \rightarrow \mathcal{N}$ is isometric with respect to the inner product on $\pi(\mathcal{N})$ defined by $\tau$. However, if $\mathcal{N}$ does not admit such trace, this construction fails. A major breakthrough in the theory of operator algebras provided by Tomita [571, 572] can be summarised (in more modern terms) as: every faithful normal semi-finite weight $\psi$ on arbitrary $W^\ast$-algebra $\mathcal{N}$ determines a group of $*$-automorphisms \( \{ \text{Ad}(\Delta^t_\psi) \mid t \in \mathbb{R} \} \subseteq \text{Aut}(\pi_\psi(\mathcal{N})) \), with unitary $\Delta^t_\psi$, and an antilinear $*$-isomorphism $J_\psi : \pi_\psi(\mathcal{N}) \rightarrow J_\psi \pi_\psi(\mathcal{N}) \pi_\psi(\mathcal{N})^\ast$, with a conjugation operator $J_\psi$, such that
\[
\text{Ad}(\Delta^t_\psi)|_{3_{\pi_\psi(\mathcal{N})}} = \text{id}_{3_{\pi_\psi(\mathcal{N})}}, \quad J_\psi x J_\psi = x^\ast \ \forall x \in 3_{\pi_\psi(\mathcal{N})}.
\] (88)

The group $\pi^{-1} \circ \text{Ad}(\Delta^t_\psi)$ of $*$-automorphisms of $\mathcal{N}$ characterises the nonracial behaviour of $\psi$ ($\Delta_\psi = \pi_\psi(1)$ iff $\psi$ is a trace). Among a huge amount of structural results and applications, Tomita’s result has lead also to construction of an analogue of the Hilbert–Schmidt representation, developed for countably additive $W^\ast$-algebras by Araki [15] and Connes [97], and for arbitrary $W^\ast$-algebras by Haagerup [195, 197] (the latter is called a standard representation). The novel property of these representations is that they determine not only a conjugation operator $J : \pi(\mathcal{N}) \rightarrow \pi(\mathcal{N}^\ast)$, but also a convex cone $\mathcal{H}^\ast \subseteq \mathcal{H}$ which admits an order preserving homeomorphism from $\mathcal{N}^\ast_+$, thus forming a generalisation of $L_2(\mathcal{X}, \mathcal{U}(\mathcal{X}), 6) \subseteq \text{Aut}(\pi_\psi(\mathcal{N}))$, with unitary $\Delta^t_\psi$, and an antilinear $*$-isomorphism $J_\psi : \pi_\psi(\mathcal{N}) \rightarrow J_\psi \pi_\psi(\mathcal{N}) \pi_\psi(\mathcal{N})^\ast$, with a conjugation operator $J_\psi$, such that
\[
\text{Ad}(\Delta^t_\psi)|_{3_{\pi_\psi(\mathcal{N})}} = \text{id}_{3_{\pi_\psi(\mathcal{N})}}, \quad J_\psi x J_\psi = x^\ast \ \forall x \in 3_{\pi_\psi(\mathcal{N})}.
\] (88)

3.1 Kubo–Martin–Schwinger condition

If $\mathcal{C}$ is a $C^\ast$-algebra, then a group homomorphism $\alpha : \mathbb{R} \ni t \mapsto \alpha_t \in \text{Aut}(\mathcal{C})$ and a group \{ $\alpha_t \mid t \in \mathbb{R}$ \} are called strongly continuous iff $t \mapsto \alpha_t(x)$ is continuous in norm topology of $\mathcal{C}$ for all $x \in \mathcal{C}$, that is,
\[
\lim_{t \rightarrow 0} |\alpha_t(x) - x| = 0 \ \forall x \in \mathcal{C}.
\] (89)

If $\mathcal{N}$ is a $W^\ast$-algebra, then a group homomorphism $\alpha : \mathbb{R} \ni t \mapsto \alpha_t \in \text{Aut}(\mathcal{N})$ and a group \{ $\alpha_t \mid t \in \mathbb{R}$ \} are called weakly-continuous iff $t \mapsto \phi(\alpha_t(x))$ is a continuous function of $t$ for all $x \in \mathcal{N}$ and for all $\phi \in \mathcal{N}^\ast$. If $\mathcal{C}$ is a $C^\ast$-algebra or a $*$-subalgebra of some $C^\ast$-algebra, and $\alpha : \mathbb{R} \rightarrow \text{Aut}(\mathcal{C})$ is strongly or weakly-continuous group homomorphism, then
\[
C^\alpha_{\mathcal{N}} := \{ x \in \mathcal{C} \mid \exists! \text{ extension of } \alpha \text{ to analytic function } \mathcal{C} \ni z \mapsto \alpha_z(x) \in \mathcal{C} \}
\] (90)
is a $*$-subalgebra of $\mathcal{C}$.

Let $\mathcal{C}$ be (1a) a $C^\ast$-algebra or (1b) a $W^\ast$-algebra; let $\alpha : \mathbb{R} \ni t \mapsto \alpha_t \in \text{Aut}(\mathcal{C})$ be (2a) strongly continuous or (2b) weakly-continuous; let (3a) $\omega \in \mathcal{C}^{B^+}$ or (3b) $\omega \in \mathcal{W}(\mathcal{N})$; and let $\beta \in \mathbb{R} \setminus \{ 0 \}$. Then $\omega$ satisfies the Kubo–Martin–Schwinger condition for $\alpha$ and $\beta$ \[296, 336, 192\] (see also \[637, 268, 638\]) iff any of the following equivalent conditions holds:

i) $C^\alpha_{\mathcal{N}} \neq \emptyset$ and
\[
\omega(y \alpha_z + \bar{\beta}(x)) = \omega(\alpha_z(x)y) \ \forall x \in C^\alpha_{\mathcal{N}} \ \forall y \in C \ \forall z \in C;
\] (91)

16A linear operator $J : \text{dom}(J) \rightarrow \mathcal{H}$, where $\text{dom}(J) \subseteq \mathcal{H}$ and $\mathcal{H}$ is a Hilbert space, is called a conjugation iff it is antilinear, isometric, and involutive ($J^2 = \mathbb{1}$).
ii) for any \( x, y \in \mathcal{C} \) (in the case (1a,2a,3a)) or for any \( x, y \in \mathfrak{n}_\omega \cap \mathfrak{n}^*_\omega \) (in the case (1b,2b,3b)) there exists a map \( F_{x,y} : \mathbb{R} \ni t \mapsto F_{x,y}(t) \in \mathbb{C} \) that can be continued for \( t \in \mathbb{C} \) in such a way that it is holomorphic for \( \text{im}(t) \in ]0,\beta[ \) (if \( \beta \geq 0 \)) or \( \text{im}(t) \in ]\beta,0[ \) (if \( \beta < 0 \)), as well as bounded and continuous in the closure of this domain, and

\[
F_{x,y}(t) = \omega(x\alpha_t(y)) \quad \forall t \in \mathbb{R},
\]

\[
F_{x,y}(t+i\beta) = \omega(\alpha_t(y)x) \quad \forall t \in \mathbb{R};
\]

iii) \( \int_{-\infty}^{+\infty} dt f(t)\omega(x\alpha_t(y)) = \int_{-\infty}^{+\infty} dt f(t+i\beta)\omega(\alpha_t(y)x) \quad \forall x, y \in \mathcal{C}, \)

for all such \( f \) that their inverse Fourier transform \( \hat{f} \), given by

\[
f(t+i\beta) = \int_{-\infty}^{+\infty} \text{d}\lambda \hat{f}(\lambda)e^{-i\lambda t-\lambda \beta},
\]

is an infinitely differentiable function on \( \mathbb{R} \) with a compact support.

Moreover, with the above notation and assumptions (1a,2a,3a) or (1b,2b,3b), \( \omega \) is said to satisfy the KMS condition for \( \alpha \) and:

0) \( \beta = 0 \) iff \( \omega \) is a trace and

\[
\omega(\alpha_t(x)) = \omega(x) \quad \forall x \in \mathcal{C} \quad \forall t \in \mathbb{R};
\]

\( \infty \) \( \beta = \infty \) iff \( \mathcal{C}_\infty \neq \emptyset \) and

\[
\text{im}(z) \geq 0 \Rightarrow |\omega(y\alpha_z(x))| \leq \|x\|y| \quad \forall x \in \mathcal{C}_\infty \quad \forall y \in \mathcal{C} \quad \forall z \in \mathbb{C}.
\]

The basic properties implied by the KMS condition at \( \beta \neq \infty \) are:

1) if \( \omega \) satisfies the KMS condition for \( \alpha \), then \( \omega(\alpha_t(x)) = \omega(x) \quad \forall x \in \mathcal{C} \quad \forall t \in \mathbb{R}, \)

2) if \( \omega \) satisfies the KMS condition for \( \alpha \), then \( \alpha_t(x) = x \quad \forall x \in \text{supp}_{3\mathcal{C}}(\omega)3\mathcal{C}, \)

3) if \( \omega \) satisfies the KMS condition for \( \alpha \) and \( \beta \neq 0 \), then it satisfies the KMS condition for \( \alpha_{\lambda t} \) and \( \frac{\beta}{\lambda} \), where \( \lambda \in \mathbb{R} \setminus \{0\}, \)

4) \( \omega \) satisfies the KMS condition and is faithful \( \iff \pi_\omega \) is faithful,

5) the \( * \)-subalgebra \( \mathcal{C}_\infty \) is norm dense in \( \mathcal{C} \) iff \( \alpha \) is strongly continuous, and it is weakly-\( * \)-dense in \( \mathcal{C} \) iff \( \alpha \) is weakly-\( * \)-continuous,

6) if \( \mathcal{C} \) has a tracial \( \phi \in \mathcal{S}(\mathcal{C}) \) and \( \alpha \) is given by \( \alpha_t = \exp(t[ih,x]) \) for some \( h \in \mathcal{C} \), then

\[
\omega = \frac{\phi(e^{-\beta h} \cdot)}{\phi(e^{\beta h})}
\]

satisfies the KMS condition for \( \alpha \) and every \( \beta \in \mathbb{R} \). On the other hand, if \( \mathcal{N} = \mathfrak{B}(\mathcal{H}) \) for \( \dim \mathcal{H} \in \mathbb{N} \), and there is given a strongly continuous group homomorphism \( \alpha : \mathbb{R} \ni t \mapsto \alpha_t := \text{Ad}(e^{itH}) \in \text{Aut}(\mathcal{N}) \) with \( H \in \mathcal{N}_{sa} \), then \( \omega \in \mathcal{S}(\mathcal{N}) \) satisfies the KMS condition for \( \alpha \) and \( \beta \) iff

\[
\omega = \frac{\text{tr}_\mathcal{H}(\rho)}{\text{tr}_\mathcal{H}(\rho)} \quad \text{and} \quad \rho = e^{-\beta H} \in \mathfrak{S}_1(\mathcal{H})^+, \]
See [267, 466] for review of the properties implied by the KMS condition, and see [193, 444, 194, 147, 496, 22, 18, 418, 644] for equivalent characterisations of the KMS condition.

The set \( S^\alpha_B(\mathcal{C}) \subseteq S(\mathcal{C}) \) of all normalised positive functionals on a \( C^* \)-algebra \( \mathcal{C} \) satisfying the KMS condition for a fixed automorphism \( \alpha \) and a fixed value of \( \beta \) is a convex space, compact in weak-* topology on \( \mathcal{C}^B \). Moreover, it is a Choquet simplex. From Choquet’s representation theorem it follows that every element of \( S^\alpha_B(\mathcal{C}) \) can be uniquely decomposed, by means of barycentric decomposition, as a convex combination of extremal elements of this space [449, 552]. Any \( \omega \in S^\alpha_B(\mathcal{C}) \) is an extremal element of \( S^\alpha_B(\mathcal{C}) \) iff \( \text{3}_{\pi,\omega}(\mathcal{C})_{\bullet\bullet} = \mathbb{C} \) [21, 13, 305, 552, 638], that is, iff \( \omega \in \text{fact}(\mathcal{C}) \). If \( \omega \) is not extremal and \( \mathcal{C} \) is separable in norm topology (or \( \mathcal{H}_\omega \) is separable), then the spectrum of \( \text{3}_{\pi,\omega}(\mathcal{C})_{\bullet\bullet} \) is labelled by extremal elements of \( S^\alpha_B(\mathcal{C}) \), and the corresponding unique maximal central measure \( \tilde{\mu}_{\text{3}_{\pi,\omega}(\mathcal{C})_{\bullet\bullet}} \) on \( S^\alpha_B(\mathcal{C}) \) with barycenter \( \omega \) is supported on \( \text{fact}(\mathcal{C}) \), providing a unique integral decomposition of \( \omega \) in terms of (85). If \( S^\alpha_B(\mathcal{C}) \) contains only one element, \( \omega \), then \( \text{3}_{\pi,\omega}(\mathcal{C})_{\bullet\bullet} = \mathbb{C} \). If a \( W^* \)-algebra \( \mathcal{N} \) is finite (see Section 3.5), then \( S^\alpha_B(\mathcal{N}) = \{ \omega \} \).

### 3.2 Tomita–Takesaki modular theory

For the purpose of the following discussion, let us recall some facts about polar decompositions of possibly unbounded linear operators on a Hilbert space \( \mathcal{H} \). A linear operator \( x : \text{dom}(x) \to \mathcal{H} \) is called: **densely defined** iff \( \text{dom}(x) \) is a dense subset of \( \mathcal{H} \); **closable** iff it is densely defined and the closure of a graph \( \bigcup_{\xi \in \text{dom}(x)} (\xi, x\xi) \) is a closed subset of \( \mathcal{H} \oplus \mathcal{H} \). Given a closable \( x \), an operator defined by the closure of its graph is called a **closable** of \( x \), and is denoted by \( \bar{x} \). A densely defined operator is called **closed** iff it is closable and \( x = \bar{x} \). For every closable densely defined unbounded operator \( x \) its **adjoint** \( x^* \) is defined as a unique densely defined operator \( x^* : \text{dom}(x^*) \to \mathcal{H} \) such that

\[
\langle x^*\xi, \zeta \rangle = \langle x\zeta, \xi \rangle \quad \forall \xi \in \text{dom}(x^*) \quad \forall \zeta \in \text{dom}(x),
\]

where

\[
\text{dom}(x^*) := \{ \xi \in \mathcal{H} \mid \text{dom}(x) \ni \zeta \mapsto \langle \xi, x\zeta \rangle \in \mathbb{C} \text{ is bounded} \}
\]

\[
= \left\{ \xi \in \mathcal{H} \mid \sup_{\zeta \in \text{dom}(x)} \left\{ \frac{|\langle \xi, x\zeta \rangle|}{\| \zeta \|} \right\} < \infty \right\}.
\]

It satisfies \( x^* = (x^*)^* \). According to the Hellinger–Toeplitz theorem [214], if \( \text{dom}(x) = \mathcal{H} \) and \( x = x^* \), then \( x \in \mathcal{B}(\mathcal{H}) \). Hence, an unbounded operator \( x \) can satisfy \( x = x^* \) only on \( \text{dom}(x) \subseteq \mathcal{H} \). A **support** \( \text{supp}(x) \) of a linear operator \( x : \text{dom}(x) \to \mathcal{H} \) is defined as a projection in \( \text{Proj}(\mathcal{B}(\mathcal{H})) \) corresponding to a closed subspace \( \overline{\text{dom}(x) \ominus \text{ker}(x)} \).

A closed, densely defined linear operator \( x : \text{dom}(x) \to \mathcal{H} \) is called: **self-adjoint** iff \( x = x^* \) with \( \text{dom}(x) = \text{dom}(x^*) \); **anti-self-adjoint** iff \( x = -x^* \) with \( \text{dom}(x) = \text{dom}(x^*) \); **positive** iff \( \langle x\xi, \xi \rangle \geq 0 \quad \forall \xi \in \text{dom}(x) \). If \( x \) is positive, then one writes \( x \geq 0 \). If \( x \geq 0 \), then the operator

\[
y := \int_{\text{sp}(x)} P^x(\lambda)\sqrt{\lambda} \tag{102}
\]

is a unique positive operator satisfying \( y^2 = x \), and is denoted by \( x^{1/2} \). For every closed densely defined linear operator \( x : \text{dom}(x) \to \mathcal{H} \), the operator \( x^*x \) is self-adjoint and positive, hence

\[
|x| := \sqrt{x^*x} = \int_{\text{sp}(x^*x)} P^{x^*x}(\lambda)\sqrt{\lambda} \tag{103}
\]

is a unique positive operator satisfying \( |x|^2 = x \). Moreover, every closed densely defined operator \( x \) can be uniquely decomposed in a form \( x = v|x| \), called a **polar decomposition** of \( x \), where \( v \) is a partial isometry in \( \mathcal{B}(\mathcal{H}) \) such that \( vv^* = \text{supp}(x) \) and \( v^*v = \text{ran}(|x|) \). The spectral representation of \( |x| \) reads \( |x| = \int_{\text{sp}(|x|)} P|x|(\lambda)\lambda \). The set of all self-adjoint (respectively, anti-self-adjoint) closed, densely defined linear operators on a given Hilbert space \( \mathcal{H} \) will be denoted \( (\text{Lin}(\mathcal{H}))^{sa} \) (respectively, \( (\text{Lin}(\mathcal{H}))^{asa} \)).
Let $\mathcal{N}$ be a von Neumann algebra acting on the Hilbert space $\mathcal{H}$, and let $\Omega \in \mathcal{H}$ be cyclic and separating for $\mathcal{N}$. Consider a densely defined antilinear operator $R_\Omega$, acting on a dense subspace of $\mathcal{H}$ generated by action of the von Neumann algebra $\mathcal{N}$ on $\Omega$, and given by

$$R_\Omega : x \Omega \mapsto x^* \Omega. \quad (104)$$

This operator is always closable. Its closure $\overline{R_\Omega}$ has a unique polar decomposition $\overline{R_\Omega} = J_\Omega \Delta^{-1/2}_\Omega$, where the strictly positive self-adjoint operator $\Delta_\Omega$ is called the modular Hamiltonian, and the conjugation operator $J_\Omega$ is called the modular conjugation. The operator $\Delta_\Omega$ is characterised by the equation $\Delta_\Omega = \overline{R_\Omega} R_\Omega$, while $J_\Omega$ satisfies $J_\Omega^* = J_\Omega^{-1}$, so it is antiunitary. These two operators satisfy also

$$\overline{R_\Omega} = \overline{R_\Omega}^{-1} = \Delta^{-1/2}_\Omega J_\Omega^*, \quad R_\Omega = J_\Omega \Delta^{-1/2}_\Omega, \quad \Delta_\Omega \Omega = \Omega = J_\Omega \Omega, \quad J_\Omega \Delta_\Omega J_\Omega = \Delta^{-1}_\Omega, \quad J_\Omega \Delta^\mu_\Omega = \Delta^{-\mu}_\Omega J_\Omega. \quad (105)$$

The Tomita theorem [571, 572] states that every pair $(\mathcal{N}, \Omega)$, where $\mathcal{N}$ is a von Neumann algebra acting on a Hilbert space $\mathcal{H}$, and $\Omega \in \mathcal{H}$ is cyclic and separating for $\mathcal{N}$, determines a weakly-$\ast$ continuous group homomorphism $\sigma^\omega : \mathbb{R} \to \text{Aut}(\mathcal{N})$ and an antilinear $\ast$-isomorphism $j_\omega : \mathcal{N} \to \mathcal{N}^\ast$ such that

1) $\sigma^\omega_t : x \mapsto \Delta^{\mu}_\Omega x \Delta^{-\mu}_\Omega$, and $\{\Delta^{\mu}_\Omega | t \in \mathbb{R}\}$ is a strongly continuous group of unitaries in $\mathfrak{B}(\mathcal{H})$,
2) $j_\omega : x \mapsto J_\Omega x J_\Omega$, and $J_\Omega \mathcal{N} J_\Omega = \mathcal{N}^\ast$,
3) the map $\mathbb{R} \ni t \mapsto \Delta^{\mu}_\Omega x \in \mathcal{H}$ has an analytic continuation to the strip $\{z \in \mathbb{C} | -\frac{1}{2} < \text{im}(z) < 0\}$, and $\Delta^{1/2}_\Omega x \Omega = J_\Omega x^* \Omega$,
4) $x \in \mathfrak{R} \Rightarrow j_\omega(x) = x^*, \sigma^\omega_t(x) = x$.

The Winnik-Takesaki theorem [638, 552] (see also [553, 556]) states in addition that

5) $\omega(x) := (\Omega, x \Omega) \forall x \in \mathcal{N}$ is a unique element of $\mathcal{N}^\ast$ that satisfies the KMS condition for $\sigma^\omega$ and $\beta = 1$, and $\sigma^\omega$ is a unique strongly continuous one parameter group for which $\omega$ satisfies the KMS condition with $\beta = 1$.\(^{17}\)

The bijective correspondence between cyclic and separating vectors $\Omega$ and elements $\omega \in \mathcal{N}^\ast$ allows to use notation $\Delta_\omega := \Delta_\Omega$ and $J_\omega := J_\Omega$.\(^{18}\) The group $\sigma^\omega : \mathbb{R} \ni t \mapsto \text{Ad}(\Delta^{\mu}_\omega) \in \text{Aut}(\mathcal{N})$ is called the modular automorphisms group. The KMS condition implies the invariance properties

$$\omega(x) = \omega(\sigma^\omega_t(x)) \forall x \in \mathcal{N}, \quad (106)$$

$$\mathcal{N}_{\sigma^\omega} = \{ x \in \mathcal{N} | \sigma^\omega_t(x) = x \} = \{ x \in \mathcal{N} | \omega(xy) = \omega(yx) \forall y \in \mathcal{N} \}. \quad (107)$$

The unitary operators $\Delta^{\mu}_\omega$ leave $\Omega$ invariant: $\Delta^{\mu}_\Omega \Omega = \Omega$, so the modular Hamiltonian $K_\omega$, defined according to

$$e^{-K_\omega} := \Delta_\omega, \quad (108)$$

satisfies $K_\omega^* = K_\omega$ and $K_\omega \Omega = 0$. If $\omega = (\Omega, \cdot \Omega)$ is tracial, then $j_\omega(x) = x^* \forall x \in \mathcal{N}$.

Every $\omega \in \mathcal{N}^\ast_0$ on a $W^\ast$-algebra $\mathcal{N}$ generates a GNS representation $(\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)$ with cyclic and separating $\Omega_\omega$, hence every such $\omega$ satisfies the KMS condition with respect to uniquely determined weakly-$\ast$ continuous group $\sigma^\omega : \mathbb{R} \ni t \mapsto \sigma^\omega_t \in \text{Aut}(\mathcal{N})$ and $\beta = 1$ with

$$\sigma^\omega : \mathbb{R} \ni t \mapsto \pi_\omega^{-1} \left( \Delta^{\mu}_\omega \pi_\omega(x) \Delta^{-\mu}_\omega \right) \in \mathcal{N} \forall x \in \mathcal{N}. \quad (109)$$

Thus, \[^{17}\text{Sometimes it is stated that } \omega \text{ satisfies the KMS condition for } \sigma^\omega \text{ with } \beta = -1. \text{ This is only a matter of convention (see e.g. [399]).}\)

\[^{18}\text{Rieffel and van Daele [433] showed that the modular operators } \Delta \text{ and } J \text{ (as well as the KMS condition with respect to } \text{Ad}(\Delta^{\mu}) \text{ and } \beta = 1 \text{) can be also characterised in terms of the properties of two real Hilbert subspaces of a given Hilbert space (see also [517]).}\)
A functional \( \omega \in \mathcal{C}^{B^+} \) on a \( C^* \)-algebra \( C \) is called **modular** iff its cyclic GNS representative \( \Omega_\omega \in \mathcal{H}_\omega \) is a separating vector for the von Neumann algebra \( \pi_\omega(C)^{\bullet \bullet} \), that is, \( \omega \) has a faithful normal extension on \( \pi_\omega(C)^{\bullet \bullet} \). The GNS representative \( \Omega_\omega \) of every \( \omega \in \mathcal{C}^{B^+} \) on a \( C^* \)-algebra \( C \) is cyclic and separating for \( \pi_\omega(C)^{\bullet \bullet} \) on \( \mathcal{H}_\omega \), so such \( \omega \)'s are modular. Hence, every pair of a \( C^* \)-algebra \( C \) and \( \omega \in \mathcal{C}^{B^+} \) generates a unique Hilbert space \( \mathcal{H}_\omega \) equipped with a modular automorphism \( \sigma_\omega^\tau \) of the von Neumann algebra \( \pi_\omega(C)^{\bullet \bullet} \), such that the normal extension of \( \omega \) satisfies the KMS condition for \( \sigma_\omega^\tau \) on \( \pi_\omega(C)^{\bullet \bullet} \) and \( \beta = 1 \).

The Tomita–Takesaki theory applies also to weights \([572, 551, 90, 92]\) (see also \([592, 433]\)). If \( \mathcal{N} \) is a \( W^* \)-algebra and \( \omega \in \mathcal{W}_0(\mathcal{N}) \), then there exists a closeable operator

\[
R_\omega : [n_\omega \cap n^*_\omega]_\omega \ni [x]_\omega \mapsto [x^*]_\omega \in \mathcal{H}_\omega.
\]  

Its closure \( \overline{R_\omega} \) has a polar decomposition \( \overline{R_\omega} = J_\omega \Delta_\omega^{1/2} = \Delta_\omega^{-1/2} J_\omega \) with self-adjoint, positive, invertible operator \( \Delta_\omega \) and conjugation operator \( J_\omega \). They satisfy \( \Delta_\omega = R_\omega^* R_\omega \), \( J_\omega^* = J_\omega^{-1} = J_\omega \) and all of equations in \((105)\). The map \( J_\omega : \pi_\omega(\mathcal{N}) \ni x \mapsto J_\omega x J_\omega \in \pi_\omega(\mathcal{N})^* \) is an antilinear \(*\)-isomorphism. Moreover, \( \omega \) satisfies the KMS condition for \( \sigma_\omega^\tau \) and \( \beta = 1 \), where the group \( \sigma_\omega^\tau(\mathbb{R}) \subseteq \text{Aut}(\mathcal{N}) \) is given by

\[
\sigma_\omega^\tau : \mathbb{R} \ni t \mapsto \sigma_\omega^\tau(x) = \pi_\omega^{-1}(\Delta_\omega^{it} \pi_\omega(x) \Delta_\omega^{-it}) \in \mathcal{N} \quad \forall x \in \mathcal{N}.
\]  

In addition,

\[
\Delta_\omega^{it}[x]_\omega = [\sigma_\omega^\tau(x)]_\omega \quad \forall t \in \mathbb{R} \quad \forall x \in n_\omega,
\]

\[
\sigma_\omega^\tau(n_\omega \cap n^*_\omega) = n_\omega \cap n^*_\omega,
\]

\[
J_\omega(\pi_\omega(\mathcal{N})) = \pi_\omega(\mathcal{N})^*,
\]

\[
\omega(\sigma_\omega^\tau(x)) = \omega(x) \quad \forall x \in \mathcal{N}^+ \quad \forall t \in \mathbb{R}.
\]

The weight \( \phi \) on a \( W^* \)-algebra \( \mathcal{N} \) is a trace iff \( \Delta_{\phi} = 1 \), and every semi-finite faithful normal trace \( \tau \) on \( \mathcal{N} \) satisfies \( \sigma_\tau^\tau = \text{id}_{\mathcal{N}} \) \( \forall t \in \mathbb{R} \) \[228\].

From faithfulness of the normal state on the reduced algebra it follows that every \( \phi \in \mathcal{N}_{\text{r}}^+ \) satisfies the KMS condition with respect to \( \sigma_\phi^\tau \) and \( \beta = 1 \) on the reduced algebra \( \mathcal{N}_{\text{supp}(\phi)} \). More generally, every normal weight \( \phi \) on \( \mathcal{N} \) (not necessary semi-finite or faithful) determines a unique strongly continuous group \( \{\sigma_\phi^\tau \mid t \in \mathbb{R}\} \subseteq \text{Aut}(\mathcal{N}) \) such that \((116)\) holds, and \( \phi \) satisfies the KMS condition with respect to \( \sigma_\phi^\tau : \mathbb{R} \ni t \mapsto \sigma_\phi^\tau \in \text{Aut}(\mathcal{N}) \) and \( \beta = 1 \). However, this group can be identified with the group of modular automorphisms only on the reduced algebra \( \mathcal{N}_{\text{supp}(\phi)} \).

### 3.3 Relative modular theory

Refining earlier works by Takesaki \([552]\) and Perdrizet \([404, 405]\) on the dual pair of cones in Hilbert space that arises from the modular theory, Woronowicz \([642]\), Connes \([94, 97]\) and Araki \([15]\) have introduced the new representation of countably finite \( W^* \)-algebras, that preserves certain relationship between modular conjugation operator and a positive cone in the representing Hilbert space. This representation has several remarkable properties that are natural for dealing with the structures of modular theory over countably finite \( W^* \)-algebras. Independently, Haagerup \([195, 197]\) found a general case of this construction, called the standard representation, which is valid for all \( W^* \)-algebras. It can be considered as a refinement (or replacement) of the GNS representation, particularly adapted to the setting of \( W^* \)-algebras.

A subspace \( \mathcal{D} \subseteq \mathcal{H} \) of a complex Hilbert space \( \mathcal{H} \) is called a **cone** iff \( \lambda \xi \in \mathcal{D} \quad \forall \xi \in \mathcal{D} \quad \forall \lambda \geq 0 \). A cone \( \mathcal{D} \subseteq \mathcal{H} \) is called **self-polar** iff

\[
\mathcal{D} = \{ \zeta \in \mathcal{H} \mid \langle \zeta, \zeta \rangle_\mathcal{H} \geq 0 \quad \forall \zeta \in \mathcal{D} \}.
\]

Every self-polar cone \( \mathcal{D} \subseteq \mathcal{H} \) is pointed \((\mathcal{D} \cap (-\mathcal{D}) = \{0\})\), spans linearly \( \mathcal{H} \) (\( \text{span}_\mathcal{C} \mathcal{D} = \mathcal{H} \)), and determines a unique conjugation \( J \) in \( \mathcal{H} \) such that \( J\xi = \xi \forall \xi \in \mathcal{H} \) \([195]\), as well as a partial order on the set \( \mathcal{H}^{sa} := \{ \xi \in \mathcal{H} \mid J\xi = \xi \} \) given by

\[
\xi \leq \zeta \iff \xi - \zeta \in \mathcal{D} \quad \forall \xi, \zeta \in \mathcal{H}^{sa}.
\]
See [195, 56, 232] for additional discussion of self-polar cones in Hilbert spaces. A closed convex self-polar cone in \( \mathcal{H} \) is called a **natural cone** [642, 94, 97, 15], and is denoted \( \mathcal{H}^\natural_{\Omega} \) iff, for a given vector \( \Omega \in \mathcal{H} \) cyclic and separating with respect to a given von Neumann algebra \( \mathcal{N} \) on \( \mathcal{H} \),

\[
\mathcal{H}^\natural_{\Omega} = \bigcup_{x \in \mathcal{N}^+} \{ x, J_\Omega x J_\Omega \Omega \} = \Delta_{\Omega}^{1/4} \mathcal{N}^+ \Omega = \Delta_{\Omega}^{-1/4} (\mathcal{N}^\bullet)^+ \Omega,
\]

(119)

where \((\Delta_\Omega, J_\Omega)\) are modular operator and modular conjugation associated with \((\mathcal{N}, \Omega)\). Every \( \xi \in \mathcal{H}^\natural_{\Omega} \) is cyclic with respect to \( \mathcal{N} \) iff it is separating with respect to \( \mathcal{N} \). In such case \( J_\xi = J_\Omega \) and \( \mathcal{H}^\natural_\xi = \mathcal{H}^\natural_{\Omega} \).

However, if \( \mathcal{N} \) is not countably finite, then it admits no cyclic and separating vector in \( \mathcal{H} \). In such case a more general notion is needed.

If \( \mathcal{N} \) is a \( W^\ast \)-algebra, \( \mathcal{H} \) is a Hilbert space, \( \mathcal{H}^\natural \subseteq \mathcal{H} \) is a self-polar cone, \( \pi \) is a nondegenerate faithful normal representation of \( \mathcal{N} \) on \( \mathcal{H} \), and \( J \) is conjugation on \( \mathcal{H} \), then the quadruple \((\mathcal{H}, \pi, J, \mathcal{H}^\natural)\) is called **standard representation** of \( \mathcal{N} \) and \((\mathcal{H}, \pi(\mathcal{N}), J, \mathcal{H}^\natural)\) is called **standard form** of \( \mathcal{N} \) iff [197]

1) \( J\pi(\mathcal{N})J = \pi(\mathcal{N})^\ast \),

2) \( \xi \in \mathcal{H}^\natural \Rightarrow J\xi = \xi \),

3) \( \pi(x) J \pi(x) J \mathcal{H}^\natural \subseteq \mathcal{H}^\natural \),

4) \( \pi(x) \in \mathcal{N} \Rightarrow J \pi(x) J = \pi(x)^\ast \).

In such case \( J \) is called **standard conjugation**, while \( \mathcal{H}^\natural \) is called **standard cone**. If the elements of \( \mathcal{N} \) are identified with the elements of \( \pi(\mathcal{N}) \) acting on \( \mathcal{H} \), then \( \mathcal{N} \) is called to be in a standard form, or to **act standardly** on \( \mathcal{H} \). In such case, we will also use the notation \( \mathcal{H} = \mathcal{H}(\mathcal{N}) \) instead of \((\mathcal{H}, \pi, J, \mathcal{H}^\natural)\). The standard representation satisfies following properties:

1) \( \forall \phi \in \mathcal{N}^+ \exists! \xi_\pi(\phi) \in \mathcal{H}^\natural \forall x \in \mathcal{N} \: \phi(x) = \langle \xi_\pi(\phi), \pi(x) \xi_\pi(\phi) \rangle_{\mathcal{H}} \).

A vector \( \xi_\pi(\phi) \) is called **standard vector representative** of \( \phi \);

2) the map \( \xi_\pi^2 : \mathcal{H}^\natural \ni \xi \mapsto \phi_\xi \in \mathcal{N}^+ \) defined by the condition \( \phi_\xi(x) = \langle \xi, \pi(x) \xi \rangle_{\mathcal{H}} \forall x \in \mathcal{N} \) is a bijective norm continuous homeomorphism with \((\xi_\pi^2)^{-1} = \xi_\pi \). The map \( \mathcal{N}^+ \ni \phi \mapsto \xi_\pi(\phi) \in \mathcal{H}^\natural \) preserves the order \( \leq \), and

\[
\| \xi - \zeta \| \leq \| \phi_\xi - \omega_\zeta \| \leq \| \xi - \zeta \| \forall \xi, \zeta \in \mathcal{H}^\natural;
\]

(121)

3) \( \xi \in \mathcal{H}^\natural \Rightarrow (J\xi \in \mathcal{H}^\natural \text{ and } xj(x)\xi \in \mathcal{H}^\natural \forall x \in \pi(\mathcal{N})) \);

4) for all \( \zeta \in \mathcal{H} \) there exists a unique \( \xi \in \mathcal{H}^\natural \) and a unique partial isometry \( v \in \pi(\mathcal{N}) \) such that \( \zeta = v|x| \) and \( v^*v = P(\xi) \), where \( P(\xi) \) denotes a projection onto \( \pi(\mathcal{N})^\ast\xi \). The equation \( \zeta = v|x| \) with \( |x| := \xi \) is called a **polar decomposition** of \( \zeta \);

5) every vector in \( \mathcal{H} \) can be represented as a complex linear combination of four elements of \( \mathcal{H}^\natural \);

6) \( \mathcal{H}^\natural \) is closed and convex;

7) \( \phi \in \mathcal{N}^+_\Omega \Rightarrow \bigcup_{x \in \pi(\mathcal{N})} \{ xj(x)\xi_\pi(\phi) \} \) is dense in \( \mathcal{H}^\natural \), \( \xi_\pi(\phi) \) is cyclic and separating for \( \pi(\mathcal{N}) \),

\[
J = J_{\xi_\pi(\phi)} \text{, and } \mathcal{H}^\natural \text{ is a natural cone, } \mathcal{H}^\natural = \mathcal{H}^\natural_{\xi_\pi(\phi)}, \text{ which satisfies}
\]

\[
\Delta_{\xi_\pi(\phi)}^{1/4} \mathcal{H}^\natural_{\xi_\pi(\phi)} = \mathcal{H}^\natural_{\xi_\pi(\phi)} \forall t \in \mathbb{R}.
\]

(122)

Every \( W^\ast \)-algebra has a faithful representation \( \pi \) such that \( \pi(\mathcal{N}) \) is in standard form, and this representation is unique up to a unitary equivalence: if \((\mathcal{H}_1, \pi_1, J_1, \mathcal{H}_1^\natural)\) and \((\mathcal{H}_2, \pi_2, J_2, \mathcal{H}_2^\natural)\) are two standard representations, and \( \varsigma : \pi_1(\mathcal{N}) \to \pi_2(\mathcal{N}) \) is a \(*\)-isomorphism, then there exists a unique unitary \( u_\varsigma : \mathcal{H}_1 \to \mathcal{H}_2 \) such that [195, 197]:

21
i) \( \zeta(x) = u_\omega x u_\omega^* \forall x \in \pi_1(\mathcal{N}) \),

ii) \( J_2 = u_\omega J_1 u_\omega^* \),

iii) \( \mathcal{H}_2^2 = u_\omega \mathcal{H}_1^2 \).

This unitary will be called **standard unitary equivalence**. For any \( \mathcal{W}^* \)-algebra \( \mathcal{N} \), every \( \omega \in \mathcal{W}_0(\mathcal{N}) \) determines a standard representation given by \( (\mathcal{H}_\omega, \pi_\omega, J_\omega, \mathcal{H}_2^2) \), where \( J_\omega \) is a modular conjugation of \( \omega \), and

\[
\mathcal{H}_\omega^2 = \bigcup_{x \in \pi_\omega^{-1}(\mathbb{C})} \{ \pi_\omega(x) J_\omega [x]_{\omega} = \Delta^{1/2}_\omega [m_{x^*}]_{\omega} \}. \tag{123}
\]

If \( \mathcal{N} \) is countably finite, then every \( \omega \in \mathcal{N}^+_{\mathcal{W}_0} \) determines a standard representation of \( \mathcal{N} \) given by the faithful normal GNS representation \( (\mathcal{H}_\omega, \pi_\omega, \Omega_\omega) \), equipped with a modular conjugation \( J_\omega \) and with a natural cone \( \mathcal{H}^2_{\Omega_\omega} \). If \( \omega \) is tracial, then

\[
\mathcal{H}^2_{\Omega_\omega} = \pi_\omega(\mathcal{N})^+ \Omega_\omega. \tag{124}
\]

In what follows, we will always assume that the von Neumann algebras under consideration are in standard form (unless explicitly stated otherwise).

For a given \( \mathcal{W}^* \)-algebra \( \mathcal{N}, \phi \in \mathcal{W}(\mathcal{N}) \), and \( \omega \in \mathcal{W}_0(\mathcal{N}) \) the map

\[
R_{\phi, \omega}: [x]_\omega \mapsto [x]_\phi \quad \forall x \in \pi_{\omega} \cap \pi_{\phi}^*,
\]

is a densely defined, closable antilinear operator. Its closure admits a unique polar decomposition

\[
\overline{R}_{\phi, \omega} = J_{\phi, \omega} \Delta_{\phi, \omega}^{1/2} \tag{126}
\]

where \( J_{\phi, \omega} \) is a conjugation operator, called **relative modular conjugation**, while \( \Delta_{\phi, \omega} \) is a positive self-adjoint operator on \( \text{dom}(\Delta_{\phi, \omega}) \subseteq \mathcal{H}_\omega \) with \( \text{supp}(\Delta_{\phi, \omega}) = \text{supp}(\pi) \mathcal{H}_\omega \), called a **relative modular operator** [14, 97, 118]. These operators satisfy

\[
\Delta_{\phi, \omega} = J_{\phi, \omega} \Delta^{-1}_{\omega, \phi} J_{\phi, \omega}, \quad \Delta_{\lambda_1 \phi, \lambda_2 \omega} = \frac{\lambda_1}{\lambda_2} \Delta_{\phi, \omega} \quad \forall \lambda_1, \lambda_2 \in \mathbb{R}. \tag{127}
\]

Moreover, for any \( \omega \in \mathcal{W}_0(\mathcal{N}) \)

\[
\Delta_{\omega, \omega} = \Delta_\omega, \quad J_{\omega, \omega} = J_\omega. \tag{128}
\]

The relative modular operator can be equivalently characterised by

\[
\Delta_{\phi, \omega} = R^*_{\phi, \omega} \overline{R}_{\phi, \omega}. \tag{129}
\]

The self-adjoint operator \( K_{\phi, \omega} = -\log \Delta_{\phi, \omega} \) is called **relative modular hamiltonian** [14, 16]. For every \( \phi, \omega \in \mathcal{W}_0(\mathcal{N}) \) the relative modular conjugation \( J_{\phi, \omega} \) determines a unique unitary operator \( J_{\phi, \omega} =: V_{\phi, \omega}: \mathcal{H}_\omega \to \mathcal{H}_\phi \), such that

\[
\pi_{\phi}(x) = V_{\phi, \omega} \pi_{\omega}(x) V_{\phi, \omega}^*, \quad V_{\phi, \omega}(\mathcal{H}_\omega^2) = \mathcal{H}_\phi^2, \quad V_{\phi, \omega} J_\omega = J_\phi V_{\phi, \omega}. \tag{130}
\]

Thus, \( V_{\phi, \omega} \) is a standard unitary equivalence of a \( * \)-isomorphism \( \varsigma_{\phi, \omega}: \pi_{\omega}(\mathcal{N}) \to \pi_\phi(\mathcal{N}) \) determined by the condition \( \varsigma_{\phi, \omega} \circ \pi_{\omega} = \pi_{\phi} \). We will call \( V_{\phi, \omega} \) a **standard unitary transition** between \( \mathcal{H}_\omega \) and \( \mathcal{H}_\phi \). By definition of \( V_{\phi, \omega} \), \( J_{\phi, \omega} \) satisfies \( J_{\phi, \omega} = V_{\phi, \omega} J_\omega = J_\phi V_{\phi, \omega} \). If \( \omega, \phi \in \mathcal{N}_{\mathcal{W}_0}^+ \), then the operators \( \Delta_{\phi, \omega} \) can be defined by the unique polar decomposition \( \overline{R}_{\phi, \omega} = J_{\phi, \omega} \Delta_{\phi, \omega}^{1/2} \) of the closure of a densely defined antilinear operator \( R_{\phi, \omega} \),

\[
R_{\phi, \omega}: \mathcal{H}_\omega \ni x \Omega_\omega \mapsto x^* \Omega_\phi \in \mathcal{H}_\phi, \tag{133}
\]
where \( \Omega_\omega \) and \( \Omega_\phi \) are cyclic and separating GNS vector representatives of \( \omega \) and \( \phi \), respectively. However, this holds only if the \( W^* \)-algebra \( \mathcal{N} \) is countably finite, which is one of the main reasons for introducing standard representation.

The relative modular operators allow to define an ultrastrongly-\( \ast \) continuous one-parameter family of partial isometries in \( \text{supp}(\phi)\mathcal{N} \), called \textit{Connes’ cocycle} \([96]\),

\[
\mathbb{R} \ni t \mapsto [\phi : \omega]_t := \Delta^\ast_{\phi, \omega} \Delta^{-\ast}_{\phi, \omega} = \Delta^\ast_{\phi, \omega} \Delta^{-\ast}_{\phi, \omega} \in \text{supp}(\phi)\mathcal{N},
\]

(134)

where \( \psi \in \mathcal{W}(\mathcal{N}) \) is arbitrary, so it can be set equal to \( \omega \). If \( \phi \in \mathcal{W}_0(\mathcal{N}) \), then \( [\phi : \omega]_t \) becomes an ultrastrongly continuous family of unitary elements of \( \mathcal{N} \). As shown by Araki and Masuda \([20]\) (see also \([340]\)), the definition of \( \Delta_{\phi, \omega} \) and \( [\phi : \omega]_t \) can be further extended to the case when \( \phi, \omega \in \mathcal{W}(\mathcal{N}) \), by means of a densely defined closable antilinear operator

\[
R_{\phi, \omega} : [x]_\omega + (I - \text{supp}(\overline{n}_\phi)_\omega) \zeta \mapsto \text{supp}(\omega)[x^\ast]_\phi \ \forall x \in n_\omega \cap n_\phi^* \ \forall \zeta \in \mathcal{H},
\]

(135)

where \( (\mathcal{H}, \pi, J, \mathcal{H}^2) \) is a standard representation of a \( W^* \)-algebra \( \mathcal{N} \), and \( \mathcal{H}_\phi \subseteq \mathcal{H} \supseteq \mathcal{H}_\omega \). For \( \phi, \omega \in \mathcal{N}_+^\ast \) this becomes a closable antilinear operator \([17, 279]\)

\[
R_{\phi, \omega} : x\xi_\pi(\omega) + \zeta \mapsto \text{supp}(\omega)x^\ast\xi_\pi(\phi) \ \forall x \in \pi(\mathcal{N}) \ \forall \zeta \in (\pi(\mathcal{N})\xi_\pi(\omega))\perp,
\]

(136)

acting on a dense domain \( (\pi(\mathcal{N})\xi_\pi(\omega)) \perp \cap \pi(\mathcal{N})\xi_\pi(\omega)) \subseteq \mathcal{H} \), where \( (\pi(\mathcal{N})\xi_\pi(\omega))\perp \) denotes a complement of the closure in \( \mathcal{H} \) of the linear span of the action \( \pi(\mathcal{N}) \) on \( \xi_\pi(\omega) \). In both cases, the relative modular operator is determined by the polar decomposition of the closure \( R_{\phi, \omega} \) of \( R_{\phi, \omega} \),

\[
\Delta_{\phi, \omega} := R_{\phi, \omega}^* R_{\phi, \omega}.
\]

(137)

If (135) or (136) is used instead of (125), then the formula (134) has to be replaced by

\[
\mathbb{R} \ni t \mapsto [\phi : \omega]_t\text{supp}(\overline{n}_\phi)_\omega) := \Delta^\ast_{\phi, \omega} \Delta^{-\ast}_{\phi, \omega},
\]

(138)

and \( [\phi : \omega]_t \) is a partial isometry in \( \text{supp}(\phi)\mathcal{N}\text{supp}(\omega) \) whenever \( [\text{supp}(\phi), \text{supp}(\omega)] = 0 \).

Consider a von Neumann algebra \( \mathcal{N} \), acting on a Hilbert space \( \mathcal{H} \), a weight \( \phi^\ast \in \mathcal{W}_0(\mathcal{N}^\ast) \), a \textit{lineal} set \([503, 504]\)

\[
\mathcal{D}(\mathcal{H}, \phi) := \left\{ \zeta \in \mathcal{H} \mid \exists \lambda \geq 0 \ \forall x \in n_\phi \subseteq \mathcal{N}^\ast \ \|x\zeta\|^2 \leq \lambda \phi^\ast(x^\ast x) \right\},
\]

(139)

and a bounded operator

\[
R_{\phi^\ast}(\xi) : \mathcal{H}_{\phi^\ast} \ni [x]_{\phi^\ast} \mapsto x\xi \in \mathcal{H} \ \forall x \in n_{\phi^\ast} \ \forall \xi \in \mathcal{D}(\mathcal{H}, \phi),
\]

(140)

where \( (\mathcal{H}_{\phi^\ast}, \pi_{\phi^\ast}) \) is a GNS representation of \( \mathcal{N}^\ast \) with respect to \( \phi^\ast \). The map \( \xi \mapsto R_{\phi^\ast}(\xi) \) is linear, and \( R_{\phi^\ast}(\xi)R_{\phi^\ast}(\xi)^* \in \mathcal{N}^\ast \). For any \( \psi \in \mathcal{W}(\mathcal{N}) \) the function

\[
\xi \mapsto \psi(R_{\phi^\ast}(\xi)R_{\phi^\ast}(\xi)^*)
\]

(141)

is closable and bounded on

\[
\mathcal{D}(\mathcal{H}, \phi, \psi) := \{ \xi \in \mathcal{D}(\mathcal{H}, \phi) \mid R_{\phi^\ast}(\xi) \in n_\psi \}.
\]

(142)

The \textit{Connes spatial quotient} \([103]\) is defined as the largest positive self-adjoint operator \( \frac{\psi}{\phi^\ast} : \mathcal{D}(\mathcal{H}, \phi, \psi) \to \mathcal{H} \) satisfying

\[
\left\| \left( \frac{\psi}{\phi^\ast} \right)^{1/2} \xi \right\|^2 = \psi(R_{\phi^\ast}(\xi)R_{\phi^\ast}(\xi)^*) \ \forall \xi \in \mathcal{D}(\mathcal{H}, \phi, \psi).
\]

(143)

\(^{19}\)We use the term ‘quotient’ instead of ‘derivative’, in order to reserve the term ‘derivative’ for the notions defined by means of differential or smooth structures. By the same reason we use the term ‘Radon–Nikodým quotient’ instead of ‘Radon–Nikodým derivative’. The Radon–Nikodým quotient and Connes’ spatial quotient are defined in the absence of any differential structure, and they are not derivatives (apart from very special cases), so they shall not be called ‘derivatives’. This is especially important in the context of the quantum information geometry, where one considers explicitly the derivatives on spaces of integrals and spaces of quantum states.
The operator \( \left( \frac{\psi}{\phi^*} \right)^{1/2} \) is unbounded, but it is essentially self-adjoint on \( D(\mathcal{H}, \phi, \psi) \). It satisfies [103, 563, 144]

\[
\sup_t \{ \psi_t \} = \psi \Rightarrow \sup_t \left\{ \frac{\psi_t}{\phi^*} \right\} = \frac{\psi}{\phi^*}, \quad \forall \psi, \psi_t \in \mathcal{W}(\mathcal{N}), \tag{144}
\]

\[
\left( \frac{\psi_2}{\phi^*} \right)^{it} = [\psi_2 : \psi_1]_t \left( \frac{\psi_1}{\phi^*} \right)^{it}, \quad \forall \psi_1, \psi_2 \in \mathcal{W}_0(\mathcal{N}) \forall t \in \mathbb{R}, \tag{145}
\]

\[
\left( \frac{\psi}{\phi^*} \right)^{-1} = \frac{\phi^*}{\psi}, \quad \forall \psi \in \mathcal{W}_0(\mathcal{N}), \tag{146}
\]

\[
\frac{\psi(x \cdot x^*)}{\phi^*} = x \frac{\psi^*}{\phi^*} x^* \quad \forall \psi \in \mathcal{W}(\mathcal{N}) \forall x \in \mathcal{N}, \tag{147}
\]

\[
\sigma^\psi_t(x) = \left( \frac{\psi}{\phi^*} \right)^{it} x \left( \frac{\psi}{\phi^*} \right)^{-it}, \quad \forall x \in \mathcal{N}_{\text{supp}(\psi)} \forall \psi \in \mathcal{W}(\mathcal{N}), \tag{148}
\]

\[
\frac{\psi_1 + \psi_2}{\phi^*} = \frac{\psi_1}{\phi^*} + \frac{\psi_2}{\phi^*}, \quad \forall \text{ finite } \psi_1, \psi_2 \in \mathcal{W}(\mathcal{N}), \tag{149}
\]

\[
\psi_1 \preceq \psi_2 \iff \psi_1 \leq \psi_2 \leq \psi_2 \quad \forall \psi_1, \psi_2 \in \mathcal{W}(\mathcal{N}). \tag{150}
\]

The extension of \( \frac{\psi}{\phi^*} \) to all normal weights \( \psi \) on \( \mathcal{N} \) was constructed by Terp [563], and it also satisfies the above properties. Connes’ spatial quotient is a generalisation of the relative modular operator \( \Delta_{\phi,\psi} \). For a given choice of a standard representation, and for \( \psi \in \mathcal{W}_0(\mathcal{N}) \) and \( \phi \in \mathcal{W}_0(\mathcal{N}) \) or \( \phi \in \mathcal{N}^+_+ \) one has

\[
\frac{\phi}{\psi^*} \xi = \Delta_{\phi,\psi} \xi, \tag{151}
\]

where \( \xi \in \text{supp}(\phi)\mathcal{H} \) and \( \psi^* := \psi(\mathcal{J} \cdot \mathcal{J}) \in \mathcal{W}_0(\mathcal{N}^*) \), so the properties (145)-(148) turn into the corresponding properties of \( \Delta_{\phi,\psi} \). By (145) and (146), if \( \varphi, \phi, \psi \in \mathcal{W}_0(\mathcal{N}) \), then

\[
\left( \frac{\varphi^*}{\varphi(J \cdot J)} \right)^{it} \left( \frac{\psi}{\varphi(J \cdot J)} \right)^{-it} = [\varphi : \psi]_t, \quad \forall t \in \mathbb{R}. \tag{152}
\]

If \( \mathcal{N} \) is semi-finite, \( \phi \in \mathcal{W}_0(\mathcal{N}) \), and \( \tau \) is a faithful normal semi-finite trace on \( \mathcal{N} \), then

\[
\left( \frac{\phi}{\tau(J \cdot J)} \right)^{it} = [\phi : \tau]_t, \quad \forall t \in \mathbb{R}. \tag{153}
\]

If \( \Omega \in \mathcal{H} \) is cyclic and separating for \( \mathcal{N} \), \( \omega(x) = \langle \Omega, x\Omega \rangle \) \( \forall x \in \mathcal{N} \) and \( \omega^*(\mathcal{x}^*) = \langle \Omega, \mathcal{x}^*\Omega \rangle \) \( \forall \mathcal{x}^* \in \mathcal{N}^* \), then

\[
\omega \frac{\mathcal{x}^*}{\omega^*} = \Delta_\omega. \tag{154}
\]

### 3.4 Canonical representation and bimodules

We will consider now the canonical construction of relative modular structures over arbitrary \( \mathcal{W}^* \)-algebra. The starting point is a characterisation of Connes' cocycle in terms of analytic properties of a pair of weights. Next we will follow Kosaki’s [279] construction of a canonical standard representation that is uniquely associated with a given \( \mathcal{W}^* \)-algebra. Finally, we will consider Connes’ idea [103] of right- and bi- \( \mathcal{W}^* \)-modules (correspondences) [103, 413, 106, 648, 143, 144] in the context of Kosaki’s canonical representation, and its special cases, as well as Falcone’s [143, 144] definition of Connes’ spatial quotient based on right \( \mathcal{W}^* \)-modules.

For any \( \mathcal{W}^* \)-algebra \( \mathcal{N} \), \( \phi \in \mathcal{W}_0(\mathcal{N}) \) and \( \psi \in \mathcal{W}(\mathcal{N}) \), a Connes cocycle \( \mathcal{R} \ni t \mapsto [\psi : \phi]_t \in \text{supp}(\psi)\mathcal{N} \) can be characterised [96] independently of any representation, as a unique ultrastrongly-\( * \)-continuous family \( \{ u_t \mid t \in \mathcal{R} \} \) of partial isometries in \( \text{supp}(\psi)\mathcal{N} \) such that for all \( s, t \in \mathcal{R} \)
1)  \[ u_{s+t} = u_s \sigma^\phi_s(u_t), \]  (155)

2) \( u_s u_s^* = \text{supp}(\psi), \)

3) \( u_s^* u_s = \sigma^\phi_s(\text{supp}(\phi)), \)

4) \( u_s \sigma^\phi_s (n^*_\psi \cap n_\phi) \subseteq n^*_\psi \cap n_\phi, \)

5) \[ \sigma^\phi_t(x) = u_t \sigma^\phi_t(x) u_t^* \quad \forall x \in \mathcal{N}_{\text{supp}(\psi)}, \]  (156)

6) for all \( x \in n_\psi \cap n_\phi^* \) and for all \( y \in n_\phi \cap n_\phi^* \), there exists a function \( F_{x,y} \) that is bounded and continuous on the strip \( \{ z \in \mathbb{C} \mid \text{im}(z) \in [0,1] \} \) and holomorphic in its interior such that

\[
F_{x,y}(t) = \psi(u_t \sigma^\phi_t(y)x),
\]

\[
F_{x,y}(t + i) = \phi(x u_t \sigma^\phi_t(y)).
\]

Hence, as opposed to relative modular operators, Connes’ cocycle is a canonical object associated to any pair \((\psi, \phi) \in \mathcal{W}(\mathcal{N}) \times \mathcal{W}_0(\mathcal{N})\) of weights on any \(W^\star\)-algebra \(\mathcal{N}\). If \(\psi \in \mathcal{W}_0(\mathcal{N})\), then \(t \mapsto [\psi : \phi]_t\) becomes an ultrastrongly continuous group of unitaries in \(\mathcal{N}\); the conditions 2) and 3) are satisfied trivially, the relation \(\subseteq\) in 4) becomes \(=\), and \(\mathcal{N}_{\text{supp}(\psi)}\) in 5) turns to \(\mathcal{N}\) [96]. If \(\psi \in \mathcal{N}_1^+\) and \(\phi \in \mathcal{N}_0^+\), then the condition 4) is satisfied trivially, while the domains of \(x\) in \(y\) in the condition 6) become \(x \in \mathcal{N}_{\text{supp}(\psi)}\) and \(y \in \text{supp}(\psi)\)\(\mathcal{N}\) [279].

Conversely, if \(\phi \in \mathcal{W}_0(\mathcal{N})\) and \(\{ u_t \mid t \in \mathbb{R} \}\) is an ultrastrongly-\(\star\) continuous one parameter family of partial isometries in \(\mathcal{N}\) such that for all \(s, t \in \mathbb{R}\)

1') \( u_{s+t} = u_s \sigma^\phi_s(u_t), \)

2') \( u_s u_s^* \in \text{Proj}(\mathcal{N}), \)

3') \( u_s^* u_s = \sigma^\phi_s(u_s u_s^*), \)

then there exists a unique \(\psi \in \mathcal{W}(\mathcal{N})\) such that \([\psi : \phi]_t = u_t \) and \(\text{supp}(\psi) = u_t u_t^* \forall t \in \mathbb{R}\). If \(\{ u_t \mid t \in \mathbb{R} \}\) is assumed to be an ultrastrongly continuous family of unitaries in \(\mathcal{N}\) satisfying condition 1'), then there exists a unique \(\psi \in \mathcal{W}_0(\mathcal{N})\) such that \([\psi : \phi]_t = u_t \) \(\forall t \in \mathbb{R}\). The main properties of Connes’ cocycle for \(\omega_1, \omega_2, \omega_3 \in \mathcal{W}_0(\mathcal{N})\) are:

\[
[\omega_1 : \omega_2]_0 = I,
\]

\[
[\omega_1 : \omega_2]_t = I \quad \forall t \in \mathbb{R} \Rightarrow \omega_1 = \omega_2,
\]

\[
[\omega_1 : \omega_3]_t = [\omega_2 : \omega_3]_t \iff \omega_1 = \omega_2,
\]

\[
[\omega_1 : \omega_2]_t [\omega_2 : \omega_3]_t = [\omega_1 : \omega_3]_t,
\]

\[
[\omega_1 : \omega_2]_t^* = [\omega_2 : \omega_1]_t,
\]

\[
[\omega_1 : \omega_2]_t (\sigma^\omega_{12}(x)) = (\sigma^\omega_{12}(x))[\omega_1 : \omega_2]_t,
\]

\[
\omega_1 (\cdot) = \omega_2(u \cdot u^*) \iff [\omega_1 : \omega_2]_t = u^* \sigma^\omega_{12}(u) \forall u \in \mathcal{N}_{\text{uni}}.
\]

If \(\omega_1, \omega_2 \in \mathcal{W}(\mathcal{N})\) and \([\omega_1 : \omega_2]_t\) defined by (138) satisfies

\[
[\omega_1 : \omega_2]_t [\omega_1 : \omega_2]_t^* = \sigma^\omega_{12} (\text{supp}(\omega_1) \text{supp}(\omega_2)),
\]

\[
[\omega_1 : \omega_2]_t^* [\omega_1 : \omega_2]_t = \sigma^\omega_{21} (\text{supp}(\omega_1) \text{supp}(\omega_2)),
\]

\[
[\text{supp}(\omega_1), \text{supp}(\omega_2)] = 0,
\]

then (163) holds, (155) holds for \(\text{supp}(\omega_2) \geq \text{supp}(\omega_1)\), (156) holds for \(x \in \text{supp}(\omega_1) \text{supp}(\omega_2)\), while (162) holds if either \(\text{supp}(\omega_2) \geq \text{supp}(\omega_1)\) or \(\text{supp}(\omega_1) \geq \text{supp}(\omega_3)\).
Following Kosaki [279], consider new addition and multiplication structure on \( \mathcal{N}^+_\star \):

\[
\lambda \sqrt{\phi} = \sqrt{\lambda^2 \phi} \quad \forall \lambda \in \mathbb{R}^+ \quad \forall \phi \in \mathcal{N}^+_\star, \\
\sqrt{\phi} + \sqrt{\psi} = \sqrt{(\phi + \psi)(y^* \cdot y)} \quad \forall \phi, \psi \in \mathcal{N}^+_\star,
\]

where

\[
y := [\phi : (\phi + \psi)]_{-i/2} + [\psi : (\phi + \psi)]_{-i/2},
\]

and \( \sqrt{\phi} \) is understood as a symbol denoting the element \( \phi \) of \( \mathcal{N}^+_\star \) whenever it is subjected to the above operations instead of ‘ordinary’ addition and multiplication on \( \mathcal{N}^+_\star \). A ‘noncommutative Hellinger integral’ on \( \mathcal{N}^+_\star \),

\[
\left( \sqrt{\phi} \right) : (\phi + \psi) \left( [\phi : (\phi + \psi)]_{-i/2} + [\psi : (\phi + \psi)]_{-i/2} \right)
\]

is a positive bilinear symmetric form on \( \mathcal{N}^+_\star \) with respect to the operations defined by (169) and (170).

Consider an equivalence relation \( \sim_\sqrt{\cdot} \) on pairs \( (\sqrt{\phi}, \sqrt{\psi}) \in \mathcal{N}^+_\star \times \mathcal{N}^+_\star \),

\[
(\sqrt{\phi_1}, \sqrt{\psi_1}) \sim_\sqrt{\cdot} (\sqrt{\phi_2}, \sqrt{\psi_2}) \iff \sqrt{\phi_1} + \sqrt{\psi_2} = \sqrt{\phi_2} + \sqrt{\psi_1}.
\]

The set of equivalence classes \( \mathcal{N}^+_\star \times \mathcal{N}^+_\star / \sim_\sqrt{\cdot} \) can be equipped with a real vector space structure, provided by

\[
(\sqrt{\phi_1}, \sqrt{\psi_1}) \sim_\sqrt{\cdot} (\sqrt{\phi_2}, \sqrt{\psi_2}) : (\lambda \sqrt{\phi_1} + \sqrt{\psi_1}, \sqrt{\phi_2} + \sqrt{\psi_2})_{\sqrt{\cdot}}:
\]

where \( (\sqrt{\phi}, \sqrt{\psi})_{\sqrt{\cdot}} \) denotes an element of \( \mathcal{N}^+_\star \times \mathcal{N}^+_\star / \sim_\sqrt{\cdot} \). The real vector space \( (\mathcal{N}^+_\star \times \mathcal{N}^+_\star / \sim_\sqrt{\cdot}, +, \cdot) \) will be denoted \( V \). The map

\[
\mathcal{N}^+_\star \ni \phi \mapsto (\sqrt{\phi}, 0)_{\sqrt{\cdot}} \in V
\]

is injective, positive and preserves addition and multiplication by positive scalars. Its image in \( V \) will be denoted by \( L_2(\mathcal{N})^+ \). A function

\[
\langle \cdot, \cdot \rangle_{\sqrt{\cdot}} : V \times V \to \mathbb{R},
\]

\[
\langle (\sqrt{\phi_1}, \sqrt{\psi_1}), (\sqrt{\phi_2}, \sqrt{\psi_2}) \rangle_{\sqrt{\cdot}} := \left( \sqrt{\phi_1} \right) + \left( \sqrt{\phi_2} \right) + \left( \sqrt{\psi_1} \right) + \left( \sqrt{\psi_2} \right),
\]

is an inner product on \( V \), and \( (V, \langle \cdot, \cdot \rangle_{\sqrt{\cdot}}) \) is a real Hilbert space with respect to it, denoted \( L_2(\mathcal{N}; \mathbb{R}) \). The canonical Hilbert space is defined as a complexification of the Hilbert space \( L_2(\mathcal{N}; \mathbb{R}) \),

\[
L_2(\mathcal{N}) := L_2(\mathcal{N}; \mathbb{R}) \otimes_\mathbb{R} \mathbb{C}.
\]

The space \( L_2(\mathcal{N})^+ \) is a self-polar convex cone in \( L_2(\mathcal{N}) \), and, by (176), it is an embedding of \( \mathcal{N}^+_\star \) into \( L_2(\mathcal{N}) \). The elements of \( L_2(\mathcal{N})^+ \) will be denoted \( \phi^{1/2} \), where \( \phi \in \mathcal{N}^+_\star \). Every element of \( L_2(\mathcal{N}) \) can be expressed as a linear combination of four elements of \( L_2(\mathcal{N})^+ \). The antilinear conjugation \( J_\mathcal{N} : L_2(\mathcal{N}) \to L_2(\mathcal{N}) \) is defined by

\[
J_\mathcal{N}(\xi + i\zeta) = \xi - i\zeta \quad \forall \xi, \zeta \in L_2(\mathcal{N}; \mathbb{R}).
\]

The quadruple \( (L_2(\mathcal{N}), \mathcal{N}, J_\mathcal{N}, L_2(\mathcal{N})^+) \) is a standard form of \( \mathcal{N} \), called a canonical standard form of \( \mathcal{N} \).

\[\text{For the theorem of Connes specifying conditions guaranteeing existence and boundedness of an analytic continuation of } [\phi : \psi]_t \text{ to } t = i/2 \text{ see Section 5.1.}\]
A bounded generator\(^{21}\) \(\partial_N(x) := \frac{d}{dt} \left( f(e^{tx}) \right) |_{t=0}\) of the norm continuous one parameter group of automorphisms

\[
\mathbb{R} \ni t \mapsto f(e^{tx}) \in \mathcal{B}(L_2(N)) \quad \forall x \in N,
\]

where \(N \ni x \mapsto f(x) \in \mathcal{B}(L_2(N))\) is defined as a unique extension of the bounded linear function

\[
L_2(N)^+ \ni \phi^{1/2} \mapsto \left( \phi \left( \sigma_{i/2}(x)e^* \cdot x\sigma_{i/2}(e^*) \right) \right)^{1/2} \in L_2(N)^+ \quad \forall x \in N \forall \phi \in N^*_+,
\]
determines a map

\[
\partial_N : N \ni x \mapsto \partial_N(x) \in \mathcal{B}(L_2(N)),
\]

which is a homomorphism of real Lie algebras: for all \(x, y \in N\) and for all \(\lambda \in \mathbb{R}\),

\[
[\partial_N(x), \partial_N(y)] = \partial_N([x, y]),
\]

\[
\lambda \partial_N(x) = \partial_N(\lambda x).
\]

The faithful normal representation \(\pi_N : N \rightarrow \mathcal{B}(L_2(N))\),

\[
\pi_N(x) := \frac{1}{2}(\partial_N(x) - i\partial_N(ix)),
\]
determines a standard representation \((L_2(N), \pi_N, J_N, L_2(N)^+)\) of a \(W^*\)-algebra \(N\), called a canonical representation of \(N\). From the properties of standard representation it follows that every \(*\)-isomorphism \(\zeta : N_1 \rightarrow N_2\) of \(W^*\)-algebras \(N_1, N_2\) determines a unique standard unitary equivalence \(u_\zeta : L_2(N_2) \rightarrow L_2(N_1)\) satisfying \(u_\zeta(L_2(N_2)^+) = L_2(N_1)^+,\ u_\zeta^*J_{N_2}u_\zeta = J_{N_1}\), and such that \(\text{Ad}(u_\zeta^*)\) is a unitary implementation\(^{22}\) of \(\zeta\). This means that Kosaki’s construction of canonical representation defines a functor \(\text{CanRep}\) from the category \(\mathbf{W^*Iso}\) of \(W^*\)-algebras with \(*\)-isomorphisms to the category \(\text{StdRep}\) of standard representations with standard unitary equivalences. It also allows to define a functor \(\text{CanVN}\) from the category \(\mathbf{W^*n}\) of \(W^*\)-algebras with normal \(*\)-homomorphisms to the category \(\mathbf{VNn}\) of von Neumann algebras with normal \(*\)-homomorphisms. The functor \(\text{CanVN}\) assigns \(\pi_N(N)\) to each \(N\), and normal \(*\)-homomorphism \(\pi_N \circ \zeta \circ \pi^{-1}_N : N_1 \rightarrow N_2\) to each normal \(*\)-homomorphism \(\zeta : N_1 \rightarrow N_2\) (which is well defined due to faithfulness of \(\pi_N\)). Let \(\text{FrgHlb} : \mathbf{VNn} \rightarrow \mathbf{W^*n}\) be the forgetful functor which forgets about Hilbert space structure that underlies von Neumann algebras and their normal \(*\)-homomorphisms. Due to Sakai’s theorem (see Section 2.4), \(\text{CanVN}\) and \(\text{FrgHlb}\) form the equivalence of categories,

\[
\text{FrgHlb} \circ \text{CanVN} \cong \text{id}_{\mathbf{W^*n}}, \quad \text{CanVN} \circ \text{FrgHlb} \cong \text{id}_{\mathbf{VNn}}.
\]

Given a \(W^*\)-algebra \(N\), a right \(N\) module \(\mathcal{H}_{\pi(N)}\) is defined as a Hilbert space \(\mathcal{H}\) equipped with a normal antirepresentation \(\pi^\sigma : N \rightarrow \mathcal{B}(\mathcal{H})\), or, equivalently, a normal representation \(\pi : N^\sigma \rightarrow \mathcal{B}(\mathcal{H})\). If \(N_1\) and \(N_2\) are \(W^*\)-algebras, then \(N_1-N_2\) bimodule (or an \(N_1-N_2\) correspondence) \(\pi_{1(a)}(\mathcal{H})\) is defined as a Hilbert space \(\mathcal{H}\) equipped with a normal representation \(\pi_1 : N_1 \rightarrow \mathcal{B}(\mathcal{H})\) and a normal representation \(\pi_2 : N_2 \rightarrow \mathcal{B}(\mathcal{H})\) such that \(\pi_1\) and \(\pi_2\) commute:

\[
\pi_1(N_2) \subseteq \pi_2(N_2^\sigma),
\]

\[
\pi_2(N_2^\sigma) \subseteq \pi_1(N_1^\sigma).
\]

This allows to use an associative notation

\[
\pi_1(x)\pi_2(y^\sigma)\xi := x\xi y = (x\xi)y = x(\xi y) \quad \forall x \in N_1 \forall y \in N_2 \forall \xi \in \mathcal{H}.
\]

The canonical representation \((L_2(N), \pi_N, J_N, L_2(N)^+)\) equips \(L_2(N)\) with \(N-N\) bimodule structure provided by the left action of \(\pi_N : N \rightarrow \mathcal{B}(L_2(N))\) and the right action of \(\pi_N^\sigma(\cdot) := J_N\pi_N(\cdot)^*J_N = \frac{1}{2}(\partial_N(\cdot)^* + i\partial_N(i\cdot)^*))^*\).

\[^{21}\text{See Section 4.1 for a definition of this notion.}\]

\[^{22}\text{See Section 4 for a definition of this notion.}\]
A canonical right $\mathcal{N}$ module and a canonical $\mathcal{N}$-$\mathcal{N}$ bimodule (the latter called also an identity correspondence \cite{103}) are defined, respectively, as

$$L_2(\mathcal{N})_\mathcal{N} := L_2(\mathcal{N})_{J_2(\mathcal{N})\pi(\mathcal{N})^* J_2(\mathcal{N})}, \quad L_2(\mathcal{N})_\mathcal{N} := \pi(\mathcal{N}) L_2(\mathcal{N})_{J_2(\mathcal{N})\pi(\mathcal{N})^* J_2(\mathcal{N})}. \quad (192)$$

Let us consider a few special cases of this construction that correspond to cases discussed in the introduction of Section 3. Given a standard form $(\mathcal{H}, \pi, J, \mathcal{H}^2)$ of a $W^*$-algebra $\mathcal{N}$, we can define a right action of $\mathcal{N}$ on $\mathcal{H}$ by a normal antirepresentation

$$\xi x := Jx^* J\xi \quad \forall x \in \pi(\mathcal{N}) \forall \xi \in \mathcal{H}. \quad (193)$$

Since $J\pi(\mathcal{N}) J = \pi(\mathcal{N})^*$, $\pi^o(x) := J\pi(x^*) J$ defines a *-antiisomorphism $\pi(\mathcal{N}) \mapsto \pi^o(\mathcal{N})$ and a normal representation $\pi : \mathcal{N}^o \to \mathfrak{B} (\mathcal{H})$, turning $\mathcal{H}$ into an $\mathcal{N}$-$\mathcal{N}$ bimodule. If $\tau$ is a faithful normal semi-finite trace on $\mathcal{N}$, then the standard representation of $\mathcal{N}$ can be specified as a GNS representation $(\mathcal{H}_\tau, \pi_\tau)$, equipped with the conjugation $J$ on $\mathcal{H}_\tau$, defined as a unique extension of the antilinear isometry $J : [x]_\omega \mapsto [x^*]_\omega \forall x \in \mathfrak{n}_\omega$. The map

$$\pi_\tau^o(x) [y]_\tau := [yx]_\tau \quad (194)$$

defines an antirepresentation of $\mathcal{N}$, whose boundedness follows from

$$||[yx]_\tau||^2 = \phi(x^* y^* y x) = \tau(y x x^* y^*) \leq ||x||^2 \tau(y y^*) = ||x||^2 \tau(y^* y) = ||x|| ||y||^2. \quad (195)$$

It satisfies

$$J\pi_\tau(x) J = \pi_\tau^o(x^*) \quad \forall x \in \mathcal{N}, \quad (196)$$

$$(\pi_\tau^o(\mathcal{N}))^* = \pi_\tau(\mathcal{N}). \quad (197)$$

If $\mathcal{N} \cong \mathfrak{B}(\mathcal{K})$ for some Hilbert space $\mathcal{K}$, then the standard representation is given by the Hilbert–Schmidt space $\mathfrak{G}_2(\mathcal{K}) = \mathcal{K} \otimes \mathcal{K}^B := \mathcal{H}_{\text{HS}}$ (see Section 5.2), its positive cone $\mathcal{H}^2 = \mathcal{H}_{\text{HS}}^+$, and

$$\pi(x) = \mathfrak{L}(x) : \mathcal{H}_{\text{HS}} \ni \xi \mapsto x\xi \in \mathcal{H}_{\text{HS}}, \quad (198)$$

$$J : \mathcal{H}_{\text{HS}} \ni \xi \mapsto \xi^* \in \mathcal{H}_{\text{HS}}. \quad (199)$$

while the right action of $\mathcal{N}$ is given by the antilinear map

$$\mathfrak{R}(x) : \mathcal{H}_{\text{HS}} \ni \xi \mapsto \xi x^* \in \mathcal{H}_{\text{HS}}. \quad (200)$$

These operations satisfy \[359, 192\]

$$\mathfrak{L}(\mathcal{N}) \cap \mathfrak{R}(\mathcal{N}) = \mathfrak{C}_1, \quad \mathfrak{L}(\mathcal{N})^* = J\mathfrak{L}(\mathcal{N}) J = \mathfrak{R}(\mathcal{N}), \quad \mathfrak{R}(\mathcal{N})^* = \mathfrak{L}(\mathcal{N}). \quad (201)$$

Finally, let us recall Falcone’s construction of Connes’ spatial quotient in terms of right $\mathcal{N}$-modules \[143, 144, 559\] (see also \[648\]). For the Hilbert spaces $\mathcal{H}, \mathcal{H}_1, \mathcal{H}_2$, a $W^*$-algebra $\mathcal{N}$, and $\phi, \psi \in \mathcal{W}(\mathcal{N})$, let the right $\mathcal{N}$ modules $\mathcal{H}_{1N}$ and $\mathcal{H}_{2N}$ be defined by normal representations $\pi_1 : \mathcal{N}^o \to \mathfrak{B}(\mathcal{H}_1)$ and $\pi_2 : \mathcal{N}^o \to \mathfrak{B}(\mathcal{H}_2)$, respectively. Let

$$\mathfrak{B}(\mathcal{H}_{1N}, \mathcal{H}_{2N}) := \{ x : \mathcal{H}_1 \to \mathcal{H}_2 \mid x \text{ is a bounded linear map and } x(\xi y) = (\xi x) y \forall y \in \pi_1(\mathcal{N}) \}, \quad (202)$$

$$\mathfrak{n}_\phi(\mathcal{H}) := \{ x \in \mathfrak{B}(\mathcal{H}_{N}, L_2(\mathcal{N})) \mid \phi(x^* x) < \infty \}. \quad (203)$$

Then the antilinear operator

$$R_{\phi, \psi} [x]_\psi := [x^*]_\phi \quad \forall x \in \mathfrak{n}_\psi(\mathcal{H}) \cap \mathfrak{n}_\phi(\mathcal{H})^* \quad (204)$$

is closable, and Connes’ spatial quotient can be defined as

$$\left( \frac{\phi}{\psi} \right)^{1/2} := R_{\phi, \psi} \overline{R_{\phi, \psi}}. \quad (205)$$

See \[143, 144, 559\] for a proof of equivalence of definitions (205) and (143). This allows to introduce a canonical relative modular operator on $L_2(\mathcal{N})$ \[279\],

$$\Delta_{\phi, \psi} := \frac{\phi}{\psi(J_{\mathcal{N}} \cdot J_{\mathcal{N}})}. \quad (206)$$
3.5 Classification of $W^*$-algebras

The problem of classification of von Neumann algebras has played a key role in the development of theory of operator algebras. As a consequence of the von Neumann double commutant theorem [603], the set $\text{Proj}(\mathcal{N})$ generates every von Neumann algebra $\mathcal{N}$ by $\text{Proj}(\mathcal{N})^{**} = \mathcal{N}$. This has to be contrasted with general $C^*$-algebras, which may have no nonzero projectors. Von Neumann and Murray developed a classification of factor von Neumann algebras $\mathcal{N}$ based on the analysis of the properties of $\text{Proj}(\mathcal{N})$ in terms of a dimension function [358, 359, 613, 614, 360, 615]. Due to von Neumann’s reduction theorem [615], every von Neumann algebra over a separable Hilbert space is uniquely isomorphic to a direct integral of factor von Neumann algebras (the construction of a direct integral of von Neumann algebras is based on the construction of the direct integral of Hilbert spaces). As a result, the classification of factor von Neumann algebras allows for a complete classification of arbitrary von Neumann algebras in terms of properties of projections in $\text{Proj}(\mathcal{N})$, without invoking dimension function, without using decomposition to factors, and without requirement of separability of the Hilbert space. Both classifications divide the collection of all von Neumann algebras into disjoint types $I_n$, $I_\infty$, $II_1$, $II_n$, and III. Von Neumann and Murray constructed two nonisomorphic type $II_1$ factors [360] and proved [614, 360] existence of one example of type III factor. Next two examples of type III factors were found in [417, 483], while next seven examples of type $II_1$ factors were found in [484, 462, 78, 129, 662]. The breakthrough came with discovery of continuum of type III$\lambda$ factors by Powers [414], a continuum of type $II_1$ factors by Araki and Woods [23], and another continuum of type III factors by Sakai [463]. Soon also a continuum of nonisomorphic factors of type $II_1$ and $II_\infty$ was discovered [343, 344, 464]. This has led to refined classification of type III von Neumann algebras, into types $III_0$, $III_1$ and $III_\lambda$ with $\lambda \in [0, 1]$, developed by Connes and Takesaki [96, 555, 557, 107, 108, 104, 560]. The Dixmier–Kaplansky classification was translated to abstract $W^*$-algebras by Sakai [457, 458, 465]. Thanks to Kosaki’s construction of canonical representation, the Connes–Takesaki refined classification of type III von Neumann algebras can be applied also to $W^*$-algebras in a canonical sense.

Given any $W^*$-algebra $\mathcal{N}$, consider a dimension function, defined as a map $\vartheta : \text{Proj}(\mathcal{N}) \rightarrow [0, +\infty]$ satisfying

i) $P = 0 \iff \vartheta(P) = 0$,

ii) $P_1 P_2 = 0 \Rightarrow \vartheta(P_1 + P_2) = \vartheta(P_1) + \vartheta(P_2),$

iii) $P_1 \sim P_2 \iff \vartheta(P_1) = \vartheta(P_2),$

iv) $((P_2 \leq P_1$ and $P_2 \sim P_1) \Rightarrow P_2 = P_1) \iff \vartheta(P_1) < \infty,$

where for any $P_1, P_2 \in \text{Proj}(\mathcal{N})$ one writes $P_1 \sim P_2$ iff there exists a partial isometry $v \in \mathcal{N}$ such that $P_1 = v^* v$ and $P_2 = vv^*$.

For any factor von Neumann algebra $\mathcal{N}$ acting on a separable Hilbert space there exists a dimension function $\vartheta_{\mathcal{N}}$ that is unique up to multiplication by $\lambda \in [0, \infty[$ [358], and every factor von Neumann algebra $\mathcal{N}$ can be classified as one and only one among of the following types:

- **type $I_n$** iff $\text{ran}(\vartheta_{\mathcal{N}}) = \{0, 1, 2, \ldots, n\},$

- **type $I_\infty$** iff $\text{ran}(\vartheta_{\mathcal{N}}) = \{0, 1, 2, \ldots, \infty\},$

- **type $II_1$** iff $\text{ran}(\vartheta_{\mathcal{N}}) = [0, 1],$

- **type $II_\infty$** iff $\text{ran}(\vartheta_{\mathcal{N}}) = [0, \infty],$

- **type $III$** iff $\text{ran}(\vartheta_{\mathcal{N}}) = [0, \infty].$

If $\mathcal{N} = \mathcal{B}(\mathcal{H})$, $\mathcal{H}$ is separable and $P_D \in \text{Proj}(\mathcal{N})$ is a projection operator onto a subspace $D \subseteq \mathcal{H}$, then $\vartheta_{\mathcal{N}}(P_D) = \dim D$. Murray and von Neumann showed that for type $II_1$ factors $\mathcal{N}$ the dimension
function $\vartheta_N$ can be extended to a trace $\vartheta_N : \mathcal{N}^+ \to [0, +\infty]$, and it is equal to a unique trace on $\mathcal{N}$ that satisfies $\tau(1) = 1$ [359]. This trace is normal, hence it corresponds to a distinguished fixed element of $\mathcal{N}_0^+$ (see [649] for a proof based on the Ryll-Nardzewski theorem).

The ‘global’ analogue of the above classification for an arbitrary $W^*$-algebra $\mathcal{N}$ is based on the analysis of the internal properties of $\text{Proj}(\mathcal{N})$. A projection $P \in \text{Proj}(\mathcal{N})$ is called: nonzero if $P \neq 0$; central if $P \in \mathfrak{Z}_N$; abelian if it is nonzero and $PNP$ is commutative; finite if $\forall P_1 \in \text{Proj}(\mathcal{N}) (P_1 \leq P$ and $P_1 \sim P) \Rightarrow P_1 = P$; infinite if it is not finite; purely infinite if it does not contain any nonzero finite projection; properly infinite if $\forall P_1 \in \text{Proj}(\mathcal{N}) \cap \mathfrak{Z}_N \ P_1 P \text{ is finite } \Rightarrow P_1 P = 0$. A $W^*$-algebra is called to be: finite if it is finite; purely infinite if it is purely infinite; properly infinite if it is properly infinite; semi-finite if the unique maximal purely infinite central projection in $\mathcal{N}$ is zero (or, equivalently, iff any nonzero central projection contains a nonzero finite projection); type I if every nonzero central projection contains a nonzero abelian projection; type $I_\infty$ if it is of type I and is not finite; type $I_n$ iff there exists a family $\{P_i\} \subseteq \text{Proj}(\mathcal{N}), i \in \{1, \ldots, n\}$, of abelian projections such that

$$\sum_{i=1}^n P_i = 1, \quad P_i P_j = 0 \quad \forall i \neq j \in \{1, \ldots, n\}, \quad P_i \sim P_j \quad \forall i, j \in \{1, \ldots, n\};$$

(207)
type II if $\mathcal{N}$ is semi-finite and does not contain any nonzero abelian projection; type $II_1$ if it is of type II and is finite; type $II_\infty$ if it is of type II and is properly infinite; type III if it is purely infinite; discrete if it is of type I; continuous if it is not discrete. According to classification theorem for $W^*$-algebras, every $W^*$-algebra can be uniquely decomposed to a direct sum of five $W^*$-algebras, which are of type $I_n$, type $I_\infty$, type $II_1$, type $II_\infty$, and type III, respectively [615, 127, 458, 465, 669].

Global classification of $W^*$-algebras based on the properties of $\text{Proj}(\mathcal{N})$ can be equivalently provided in terms of types of functionals they admit. A $W^*$-algebra is: semi-finite iff it admits a faithful normal semi-finite trace; finite iff it admits faithful normal finite trace. Type $I_n$ and type $II_n$ $W^*$-algebras admit faithful normal finite traces; type $I_\infty$ and type $II_\infty$ $W^*$-algebras do not admit them, but they admit faithful normal semi-finite traces; for type III $W^*$-algebras no faithful normal semi-finite trace exists. Hence, a $W^*$-algebra is semi-finite iff it does not contains any type III $W^*$-algebra. Finally, type II and type III $W^*$-algebras do not admit pure states [138, 125]. The reasons for working with three classes of functionals on $W^*$-algebras can be summarised as follows:

1) only countably finite $W^*$-algebras admit faithful states,

2) only semi-finite $W^*$-algebras admit faithful normal semi-finite traces,

3) every $W^*$-algebra admits a faithful normal semi-finite weight.

All commutative $W^*$-algebras are type I factors. Every type $I_n$ factor is isomorphic to the algebra $M_n(\mathbb{C})$ of complex $n \times n$ matrices, while every type $I_\infty$ factor is isomorphic to the algebra $\mathfrak{B}(\mathcal{H})$ on a separable infinite dimensional Hilbert space $\mathcal{H}$. In general, a $W^*$-algebra $\mathcal{N}$ is of type $I_n$ with

$$n \in \mathbb{N} \cup \{\infty\} \text{ iff it is } \ast\text{-isomorphic to } \mathfrak{B}(\mathcal{H}) \text{ for some } \mathcal{H} \text{ with } \dim \mathcal{H} = n.$$ Every normal trace on $\mathfrak{B}(\mathcal{H})$ is either proportional to tr, or takes the value $+\infty$ for all strictly positive operators [127].

Every type $II_\infty$ factor is a tensor product of some type $I_\infty$ factor and some type $II_1$ factor. Moreover, every type III factor is equal to a crossed product $\mathcal{N} \rtimes_{\sigma, \omega} \mathbb{R}$ of a type $II_\infty$ factor with $\mathbb{R}$ with respect to the group of modular automorphisms [555] (see Section 4.3).

Given arbitrary $W^*$-algebra $\mathcal{N}$ and $\omega \in W_0(\mathcal{N})$, the spectrum $\text{sp}(\Delta_\omega)$ measures the periodicity of the modular automorphism group $\sigma_t^\omega = \pi_\omega^{-1} \circ \text{Ad}(\Delta_\omega^t)$. If $\text{sp}(\Delta_\omega) = \{1\}$ then $\sigma_t^\omega = id_N \forall t \in \mathbb{R}$. If $\mathcal{N}$ is a countably finite $W^*$-algebra, then

$$\bigcap_{\omega \in \mathcal{N}_0^+} \text{sp}(\Delta_\omega) = \{1\} \iff \mathcal{N} \text{ is finite.}$$

(208)

The modular spectrum

$$\text{sp}(\mathcal{N}) := \bigcap_{\omega \in W_0(\mathcal{N})} \text{sp}(\Delta_\omega)$$

(209)

\[23\text{Recall that the GNS representation } \pi_\omega \text{ is irreducible iff } \omega \text{ is normalised and pure [487].} \]
is an algebraic invariant characterising the factor $W^*$-algebra. If $\mathcal{N}$ is a type III factor, then it is called [96]

- **type III$_0$** iff $\text{sp}(\mathcal{N}) = \{0, 1\}$,
- **type III$_\lambda$** iff $\text{sp}(\mathcal{N}) = \{0\} \cup \{\lambda^n \mid n \in \mathbb{Z}\}$ with $\lambda \in [0, 1]$,
- **type III$_1$** iff $\text{sp}(\mathcal{N}) = [0, \infty[$.

The group $\text{Inn}(\mathcal{C})$ of **inner $*$-automorphisms** of a $C^*$-algebra $\mathcal{C}$ is defined by

$$\text{Inn}(\mathcal{C}) := \\{\alpha \in \text{Aut}(\mathcal{C}) \mid \exists u \in \mathcal{C}^{\text{uni}} \forall x \in \mathcal{C} \quad \alpha(x) = uxu^*\}. \quad (210)$$

$\text{Inn}(\mathcal{C})$ is a normal subgroup of $\text{Aut}(\mathcal{C})$.24 Although $\Delta_\omega^t \omega \Delta_\omega^{-t} \in \mathcal{N} \forall t \in \mathbb{R} \forall x \in \mathcal{N}$ for any $W^*$-algebra $\mathcal{N}$ and any $\omega \in \mathcal{W}_0(\mathcal{N})$, the relationship $\Delta_\omega^t \notin \mathcal{N}$ holds also if $\mathcal{N}$ is semi-finite, unless $\Delta_\omega = \mathbb{I}$. Given

$$\varepsilon_\mathcal{N} : \text{Aut}(\mathcal{N}) \to \text{Out}(\mathcal{N}) := \text{Aut}(\mathcal{N})/\text{Inn}(\mathcal{N}),$$

one has

$$\varepsilon_\mathcal{N}(\sigma_i^\phi) = \varepsilon_\mathcal{N}(\sigma_i^\psi) \quad \forall \psi, \phi \in \mathcal{W}_0(\mathcal{N}) \forall t \in \mathbb{R}, \quad (211)$$

and the map $\tilde{\varepsilon}_\mathcal{N} : \mathbb{R} \ni t \mapsto \varepsilon_\mathcal{N}(\sigma_i^\phi) \in \text{Out}(\mathcal{N})$ is a homeomorphism of the additive group $\mathbb{R}$ onto the center of the group $\text{Out}(\mathcal{N})$, which does not depend on $\phi$. Connes [96] showed that the $*$-automorphism groups $\sigma_i^\phi$ associated with the elements $\phi \in \mathcal{W}_0(\mathcal{N})$ can be characterised as such arrows $\alpha$ for which the diagram

$$\begin{array}{ccc}
\text{Aut}(\mathcal{N}) & \xrightarrow{\varepsilon_\mathcal{N}} & \text{Out}(\mathcal{N}) \\
\alpha \downarrow & & \downarrow \tilde{\varepsilon}_\mathcal{N} \\
\mathbb{R} & \xrightarrow{\varepsilon_\mathcal{N}} & \text{Out}(\mathcal{N})
\end{array}$$

commutes. In this sense, modular automorphisms classify the noninner $*$-automorphisms of $W^*$-algebras. For type III$_\lambda$ factors $\mathcal{N}$ one has

$$\ker(\tilde{\varepsilon}_\mathcal{N}) = -\frac{2\pi}{\log \lambda} \mathbb{Z}. \quad (213)$$

The conditions

i) $0 \notin \text{sp}(\mathcal{N})$,
ii) $\text{sp}(\mathcal{N}) = \{1\}$,
iii) $\ker(\tilde{\varepsilon}_\mathcal{N}) = \mathbb{R}$,
iv) $\sigma_i^\phi \in \text{Inn}(\mathcal{N}) \forall \phi \in \mathcal{W}_0(\mathcal{N})$,
v) $\mathcal{N}$ is semi-finite,

are equivalent [552, 401, 96].

The Connes–Takesaki refined classification theory leads to a question about possibility of complete classification of type III factors, and more generally, of all $W^*$-algebras. This problem «remains elusive and appears hardly more realizable than a full classification for infinite discrete groups» [494]. In particular, the space of isomorphism classes of factors is not countably separable [641]. However, there are still some properties which allow further refinement of the classification. A factor $W^*$-algebra $\mathcal{N}$ with a separable predual $\mathcal{N}_*$ is called **approximately finite dimensional** iff it is generated by a sequence $\{\mathcal{N}_i\}$ of type I$_n$ factor $W^*$-algebras with $n_1 \leq n_2 \leq \ldots$, which holds iff $\{\mathcal{N}_i\}$ is dense in $\mathcal{N}$ in weak-* topology. By von Neumann’s bicommutant theorem, this implies that approximately finite dimensional factor von Neumann algebras satisfy $\mathcal{N} = \bigcup_i \mathcal{N}_i^{**}$. Von Neumann and Murray

24A subgroup $G_2$ of a group $G_1$ is called **normal** iff $g_1 g_2 g_1^{-1} \in G_2 \forall g_1 \in G_1 \forall g_2 \in G_2$.
showed that there exists a unique approximately finite dimensional factor of type $\text{II}_1$ (see also \cite{99, 100, 101}). Connes \cite{99, 100} showed that there exists a unique approximately finite dimensional factor of type $\text{II}_\infty$ and of type $\text{III}_\lambda$ for each $\lambda \in ]0, 1[$ separately. Finally, Haagerup proved the uniqueness of an approximately finite dimensional type $\text{III}_1$ factor \cite{205} (see also \cite{105}). There is no unique approximately finite dimensional factor of type $\text{III}_0$ \cite{295, 98}. A unique approximately finite dimensional type $\text{II}_\infty$ factor is equal to a tensor product of a unique approximately finite dimensional type $\text{II}_\infty$ and type $\text{II}_1$ factors, and a unique approximately finite dimensional type $\text{III}_1$ factor (which was defined in \cite{23}) is a crossed product of a unique approximately finite dimensional type $\text{II}_\infty$ factor with $\mathbb{R}$.

4 Automorphisms and their representations

Within the frames of a Hilbert space based approach to quantum theory, the symmetries of quantum theoretic models are usually investigated in terms of representations of groups $G$ by unitary operators in $\mathfrak{B}(\mathcal{H})$ \cite{629, 630, 632, 596, 633, 33}. The algebraic perspective shifts considerations from the abstract Hilbert space $\mathcal{H}$ to the abstract $C^*$-algebra $\mathcal{C}$. This leads to description of symmetries of algebraic quantum models in terms of $*$-automorphisms $\alpha \in \text{Aut}(\mathcal{C})$ and representations $G \ni g \mapsto \alpha_g \in \text{Aut}(\mathcal{C})$ of groups $G$.

Given any group\textsuperscript{23} $G$, a representation of $G$ in the group $\text{Aut}(\mathcal{C})$ of $*$-automorphisms of a $C^*$-algebra $\mathcal{C}$ is a map $\alpha : G \ni g \mapsto \alpha(g) =: \alpha_g \in \text{Aut}(\mathcal{C})$ which is a group homomorphism, that is,

1. $\alpha(e) = \text{id}_{\mathcal{C}}$
2. $\alpha(g_1) \circ \alpha(g_2) = \alpha(g_1 \circ g_2) \quad \forall g_1, g_2 \in G,$

where $e$ denotes the neutral element of $G$. A group $G$ is called: topological iff it is also a topological space and a map $G \times G \ni (g_1, g_2) \mapsto g_1 \circ g_2^{-1} \in G$ is continuous for all $g_1, g_2 \in G$; locally compact iff it is topological and $e \in G$ has a compact\textsuperscript{26} topological neighbourhood. The group $\text{Aut}(\mathcal{C})$ can be considered as a topological group with respect to various topologies. In particular, the norm topology on $\text{Aut}(\mathcal{C})$ is defined by the convergence in the norm

$$\|\alpha_1 - \alpha_2\|_{\text{Aut}(\mathcal{C})} := \sup_{|x| \leq 1} \|\alpha_1(x) - \alpha_2(x)\| \quad \forall x \in \mathcal{C} \forall \alpha_1, \alpha_2 \in \text{Aut}(\mathcal{C}),$$

(215)

while the strong topology on $\text{Aut}(\mathcal{C})$ is defined by the collection of neighbourhoods

$$N_{\{x_i\}, \epsilon}(\alpha) := \{\zeta \in \text{Aut}(\mathcal{C}) | \|\zeta(x_i) - \alpha(x_i)\| < \epsilon\},$$

(216)

where $\{x_i\} \subseteq \mathcal{C}$, $i \in \{1, \ldots, n\}$, $n \in \mathbb{N}$, $\epsilon > 0$. If $\mathcal{N}$ is a $W^*$-algebra, then $\text{Aut}(\mathcal{N})$ is a topological group also with respect to weak-$*$ topology on $\text{Aut}(\mathcal{N})$, defined by the collection of neighbourhoods \cite{560}

$$N_{\{\omega_i\}}(\alpha) := \{\zeta \in \text{Aut}(\mathcal{N}) | \|\omega_i \circ \alpha - \omega_i \circ \zeta\|_{\mathcal{N}} < 1, \|\omega_i \circ \alpha^{-1} - \omega_i \circ \zeta^{-1}\|_{\mathcal{N}} < 1\},$$

(217)

where $\{\omega_i\} \subseteq \mathcal{N}$, $i \in \{1, \ldots, n\}$, $n \in \mathbb{N}$. A triple $(\mathcal{C}, G, \alpha)$ of a $C^*$-algebra $\mathcal{C}$, locally compact group $G$, and a representation $\alpha : G \rightarrow \text{Aut}(\mathcal{C})$ is called a $C^*$-dynamical system (or a $C^*$-covariant system) iff $\alpha$ is continuous in the strong topology of $\text{Aut}(\mathcal{C})$. This condition is equivalent to the continuity of the map $G \ni g \mapsto \alpha_g(x) \in \mathcal{C}$ in the norm topology of $\mathcal{C}$,

$$\lim_{g \to h} \|\alpha_g(x) - \alpha_h(x)\| = 0 \quad \forall x \in \mathcal{C} \forall h \in G,$$

(218)

and such $\alpha$ is called a strongly continuous representation. A triple $(\mathcal{N}, G, \alpha)$ of a $W^*$-algebra, locally compact group $G$, and a representation $\alpha : G \rightarrow \text{Aut}(\mathcal{N})$ is called a $W^*$-dynamical system.

\textsuperscript{23}For an extension of the theory of $W^*$- and $C^*$- dynamical systems to groupoids, see \cite{338, 339, 341}.

\textsuperscript{26}See Section 5.6 for the definitions of compact and locally compact topological spaces.
(or a $W^*$-covariant system) iff $\alpha$ is continuous in the weak-* topology of $\text{Aut}(\mathcal{N})$. This condition is equivalent to the continuity of the map $G \ni g \mapsto \alpha_g(x) \in \mathcal{N}$ in the weak-* topology of $\mathcal{N}$ for any $x \in \mathcal{N}$, that is, to

$$G \ni g \mapsto \phi(\alpha_g(x)) \in \mathbb{C} \text{ is a continuous function } \forall x \in \mathcal{N}, \quad (219)$$

and such $\alpha$ is called a weakly-continuous representation. Uniqueness of a predual of a $W^*$-algebra $\mathcal{N}$ allows to define isometries $\alpha_\star : \mathcal{N} \to \mathcal{N}$ that uniquely correspond to the elements $\alpha \in \text{Aut}(\mathcal{N})$, and to define the isometries of $\mathcal{N}_\star$ uniquely corresponding to representations $\alpha : G \to \text{Aut}(\mathcal{N})$:

$$\|(\alpha_g)_\star(\phi), x\|_{\mathcal{N}_\star \times \mathcal{N}} = \|[\phi, \alpha_g(x)]\|_{\mathcal{N}_\star \times \mathcal{N}} = \phi(\alpha_g(x)) \forall x \in \mathcal{N} \forall \phi \in \mathcal{N}_\star. \quad (220)$$

The above equivalence can be shown (see e.g. [466]) by proving that $(219)$ implies continuity of $\alpha_\star$ in the norm of $\mathcal{N}_\star$,

$$\lim_{g \to e} \|(\alpha_g)_\star(\phi) - \phi\|_{\mathcal{N}_\star} = 0 \forall \phi \in \mathcal{N}_\star, \forall g \in G. \quad (221)$$

For example, for the Hilbert space $\mathcal{H}$ and a self-adjoint operator $H$ on $\mathcal{H}$, a triple $(\mathcal{N}, \mathbb{R}, \alpha)$, with $\mathcal{N} := \mathfrak{B}(\mathcal{H})$ and $\alpha_t(x) := e^{itH}xe^{-itH}$ can be considered as a $C^*$-dynamical system and as a $W^*$-dynamical system. (See [514] for a detailed mathematical derivation of a Schrödinger equation on a Hilbert space from a suitable one parameter group of automorphisms.)

Consideration of groups of $*$-automorphisms of a $C^*$-algebra $\mathcal{C}$ instead of groups of unitary operators on a Hilbert space is a nontrivial generalisation. For example, for a given group of $*$-automorphisms $\{\alpha_g \mid g \in G\} \subseteq \text{Aut}(\mathcal{C})$ there may be no strongly continuous group of unitary elements $u(g) \in C^\text{uni} \mathcal{C}$ such that $\alpha_g(x) = u(g)xu(g)^* \forall x \in \mathcal{C}$. Moreover, if such group exists, it might be nonunique. On the other hand, a unitary implementation of a representation $\alpha : G \to \text{Aut}(\mathcal{C})$ in a given representation $\pi : \mathcal{C} \to \mathfrak{B}(\mathcal{H})$ is defined as a map $u : G \ni g \mapsto u(g) \in \mathfrak{B}(\mathcal{H})$ such that determines a family $\{u(g) \mid g \in G\}$ of unitary operators satisfying the covariance equation

$$\pi(\alpha_g(x)) = u(g)\pi(x)u(g)^* \forall x \in \mathcal{C} \forall g \in G. \quad (222)$$

The condition $(222)$ alone does not determine $\{u(g) \mid g \in G\}$ uniquely. This leads to a question under which conditions one can guarantee the existence and uniqueness of corresponding groups of unitaries (and their generators) acting either on the level of algebra $\mathcal{C}$ or on the level of the representation of $\mathcal{C}$.

### 4.1 Derivations

A derivation of a $C^*$-algebra $\mathcal{C}$ is defined [263] as a map $\partial : \text{dom}(\partial) \to \mathcal{C}$, where $\text{dom}(\partial) \subseteq \mathcal{C}$ is a $*$-subalgebra such that, for every $\lambda_1, \lambda_2 \in \mathbb{C}$ and every $x, y \in \text{dom}(\partial)$,

1. $\partial(\lambda_1 x + \lambda_2 y) = \lambda_1 \partial(x) + \lambda_2 \partial(y)$,
2. $\partial(xy) = \partial(x)y + x\partial(y)$,
3. $\partial(x)^* = \partial(x^*)$ and $x \in \text{dom}(\partial) \Rightarrow x^* \in \text{dom}(\partial)$.

In this sense, a derivation is an algebraic derivative (differential) over a $C^*$-algebra. On the other hand, an algebraic analogue of a hamiltonian is provided by an (infinitesimal) generator of a strongly continuous representation $\alpha : \mathbb{R} \to \text{Aut}(\mathcal{C})$, which is defined as a map $k : \text{dom}(k) \to \mathcal{C}$, where

$$\text{dom}(k) := \{x \in \mathcal{C} \mid \lim_{t \to 0^+} \frac{1}{t} (\alpha_t(x) - x) \text{ exists in norm}\}, \quad (223)$$

$$k(x) := \lim_{t \to 0^+} \frac{1}{t} (\alpha_t(x) - x) \forall x \in \text{dom}(k). \quad (224)$$

If $k$ is a generator, then from the properties (6)-(8) it follows that it is a derivation. But when a derivation is a generator? In other words, when it is ‘integrable’ to a $*$-automorphism?
The unique relationship between derivations and generators can be established without introducing any additional conditions only if the derivation is bounded and if the \( * \)-automorphism is norm continuous. For any \( C^* \)-algebra \( \mathcal{C} \) if \( \text{dom}(\partial) = \mathcal{C} \), then \( \partial \) is bounded (and if \( \mathcal{C} \) is also commutative, then \( \partial = 0 \)) [263, 456]. In this case, there is a bijection between norm continuous groups \( \mathbb{R} \ni t \mapsto \alpha_t \in \text{Aut}(\mathcal{C}) \) of \( * \)-automorphisms, their generators, and bounded derivations on \( \mathcal{C} \), given by

\[
\alpha_t = \exp(t\partial) := \sum_{n=0}^{\infty} \frac{(t\partial)^n}{n!} \quad \forall t \in \mathbb{R}, \tag{225}
\]

\[
\partial = \lim_{t \to 0} \frac{1}{t}(\alpha_t - \text{id}_{\mathcal{C}}). \tag{226}
\]

In case if \( \partial \) is a derivation on a \( W^* \)-algebra \( \mathcal{N} \) and \( \text{dom}(\partial) = \mathcal{N} \), then \( \partial \) is bounded and [249, 461]

\[
\exists h \in \mathcal{N}_{\text{sa}} \forall x \in \mathcal{N} \partial(x) = i[h, x], \tag{227}
\]

with \( |h| \leq \frac{1}{2}||\partial|| \). For example, if \( U : \mathbb{R} \ni t \mapsto U(t) \in \mathcal{B}(\mathcal{H})_{\text{uni}} \) is a strongly continuous group of unitary operators such that \( U(t)\mathcal{N}U(t)^* \subseteq \mathcal{N} \forall t \in \mathbb{R} \), then the family of maps

\[
\mathcal{N} \ni x \mapsto \alpha_t(x) := U(t)xU(t)^* \in \mathcal{N} \tag{228}
\]

is a weak-\( * \) continuous group of \( * \)-automorphisms of \( \mathcal{N} \) whose generator \( \partial \) has the form \( \partial(x) = i[H, x] \), where \( H \) is a self-adjoint generator of the group \( \{U(t) \mid t \in \mathbb{R}\} \). From (227) it follows that for any derivation \( \partial : \mathcal{C} \to \mathcal{C} \) on a \( C^* \)-algebra, and for any representation \( \pi \) of \( \mathcal{C} \),

\[
\exists h \in (\pi(\mathcal{C}^{**}))_{\text{sa}} \forall x \in \mathcal{C} \pi(\partial(x)) = i[h, \pi(x)] \tag{229}
\]

with \( |h| \leq \frac{1}{2}||\partial|| \), hence there exists a group \( \{\alpha_t \mid t \in \mathbb{R}\} \subseteq \text{Aut}(\mathcal{C}) \) such that

\[
\pi(\alpha_t(x)) = e^{ith}\pi(x)e^{-ith} \quad \forall x \in \mathcal{C} \forall t \in \mathbb{R}. \tag{230}
\]

The conditions of norm continuity of \( * \)-automorphisms and boundedness of derivations put strong limitations on possible \( * \)-automorphisms that can be specified uniquely using derivations without assuming any additional properties [62, 408]. This leads to three (intertwined) directions: consideration of unbounded derivations on \( C^* \)-algebras (see e.g. [59, 466]), consideration of weakly-\( * \) continuous automorphisms of \( W^* \)-algebras (see e.g. [54, 53, 408]), and imposing additional properties on derivations that guarantee the existence and uniqueness of their extensions to generators of groups of \( * \)-automorphisms (see e.g. [62, 59, 466]). In all these cases the pair \( (\mathcal{C}, \partial) \) faces not only the problem of unique determination of a corresponding \( * \)-automorphism \( \alpha \), but also the problem of unique specification of a generator of a unitary implementation of \( \{\alpha_t \mid t \in \mathbb{R}\} \) in terms of unitary operators acting on \( \mathcal{B}(\mathcal{H}) \) for a given representation \( (\mathcal{H}, \pi) \). In order to solve both problems, additional restrictions must be imposed on derivations.

For example, a derivation \( \partial \) on a \( C^* \)-algebra (or, respectively, a \( W^* \)-algebra) \( \mathcal{C} \) determines uniquely a generator of a strongly continuous (or, respectively, weak-\( * \) continuous) group \( \{\alpha_t \mid t \in \mathbb{R}\} \subseteq \text{Aut}(\mathcal{C}) \) iff it satisfies the following conditions [221, 653, 60]:

1) \( \partial \) is densely defined and closed in the norm (or, respectively, weak-\( * \) topology),

2) \( \mathbb{I} \in \text{dom}(\partial) \),

3) \((\mathbb{I} + \lambda \partial)\text{dom}(\partial) = \mathcal{C} \forall \lambda \in \mathbb{R} \setminus \{0\} \),

4) \((\mathbb{I} + \lambda \partial)x \geq 0 \Rightarrow x \geq 0 \forall \lambda \in \mathbb{R} \forall x \in \text{dom}(\partial) \),

or, equivalently,

4') \(|(\mathbb{I} + \lambda \partial)(x)| \geq ||x|| \forall \lambda \in \mathbb{R} \forall x \in \text{dom}(\partial) \).

\(^{27}\)If \( \mathcal{C} \) is a \( C^* \)-algebra and strong continuity is considered, then 2) is not necessary.
However, there are various other theorems of this type. In particular [415, 60], a derivation on a $C^*$-algebra $C$ determines uniquely a generator of a strongly continuous group $\{\alpha_t \mid t \in \mathbb{R}\} \subseteq \text{Aut}(C)$ iff it satisfies the conditions

1) $(I \pm \mathfrak{d})\text{dom}(\mathfrak{d})$ are dense in $C$,

2) $\forall x \in \text{dom}(\mathfrak{d})^\ast \exists \phi_x \in \mathcal{S}(C)$ such that $\phi_x(x) = |x|$ and $\phi_x(\mathfrak{d}(x)) = 0$.

Construction of a unique generator of unitary implementation can be provided in different inequivalent ways (see e.g. [61, 62, 466]). For example [62], if $\mathfrak{d}$ is a derivation of $C^*$-algebra $C$ that is a generator of a strongly continuous representation $\alpha : \mathbb{R} \ni t \mapsto \alpha_t \in \text{Aut}(C)$, and $\omega \in \mathcal{S}(C)$ satisfy $\omega(\mathfrak{d}(x)) = 0$ $\forall x \in \text{dom}(\mathfrak{d})$, then

$$\begin{cases} 
\pi_\omega(\mathfrak{d}(x))\xi = i[H, \pi_\omega(x)]\xi & \forall \xi \in \pi_\omega(\text{dom}(\mathfrak{d}))\Omega_\omega, \\
\pi_\omega(\text{dom}(\mathfrak{d}))\Omega_\omega \subseteq \text{dom}(H),
\end{cases}$$

(231)

where $(\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)$ is a GNS representation of $C$ generated by $\omega$ and $H$ is a self-adjoint generator of a one-parameter group of unitary transformations $U(t)$ that uniquely corresponds to $\alpha_t$ by

$$\begin{cases} 
\pi_\omega(\alpha_t(x)) = U(t)\pi_\omega(x)U(t)^*, \\
U(t)\Omega_\omega = \Omega_\omega,
\end{cases}$$

(232)

which holds for all $x \in C$ and all $t \in \mathbb{R}$.

4.2 Standard liouvileans

Characterisation of the generator of unitary implementation with the help of functionals over an algebra opens the problem of justification of the choice of particular properties of functionals that are used for this characterisation. The setting of $W^*$-algebras admits a remarkable solution to this problem: every pair of a $W^*$-dynamical system $(\mathcal{N}, \mathbb{R}, \alpha)$ and a standard representation $(\mathcal{H}, \pi, J, \mathcal{H}^2)$ determines uniquely a corresponding unitary implementation together with a unique self-adjoint generator of this family of unitaries. This generator is called a standard liouvillean$^{28}$. It is not called ‘hamiltonian’, because in general its spectrum may be not bounded from any side, while the notion of ‘hamiltonian’ is usually understood as referring to a self-adjoint operator that generates a strongly continuous group of unitary operators and has a nonnegative (or at least bounded from below) spectrum$^{29}$. Moreover, as opposed to hamiltonian, the construction of standard liouvilean does not require any additional analytic conditions that constrain derivation to an ‘integrable’ infinitesimal generator. This way the $W^*$-algebraic approach makes the notion of a hamiltonian less relevant than the notion of a liouvillean.

For any $W^*$-algebra $\mathcal{N}$, the unique predualisation of action of $\alpha \in \text{Aut}(\mathcal{N})$ can be connected with the uniqueness property of representation of elements of $\mathcal{N}^+_\pi$ in terms of a standard cone of a standard representation $(\mathcal{H}, \pi, J, \mathcal{H}^2)$ of $\mathcal{N}$: any $\alpha \in \text{Aut}(\mathcal{N})$ defines a unique map $u : \mathcal{H}^2 \to \mathcal{H}^2$ by

$$u\xi_\pi(\phi) := \xi_\pi(\alpha_\ast(\phi)) \quad \forall \phi \in \mathcal{N}^+_\pi.$$  

(233)

This map is linear, can be extended to a unitary operator on all $\mathcal{H}$, and satisfies

$$u\pi(x)u^* = \pi(\alpha(x)) \quad \forall x \in \mathcal{N}.$$  

(234)

This leads to a question, whether it is possible to generate this way a standard unitary implementation of a given representation $\alpha : G \to \text{Aut}(\mathcal{N})$. The answer is in the affirmative, and was established by Haagerup [197] (the special cases of this result were obtained earlier in [248, 254, 215, 211, 401]).

---

$^{28}$It would be however more precise to call it quantum koopmanian, because in the commutative setting (of statistical mechanics and probability measures) the ‘liouvillean operator’ (defined by the Poisson bracket) acts on elements of $L_1(\mathcal{X}, \mathcal{O}(\mathcal{X}), \mu)$, while it is the ‘koopmanian operator’ [277, 607, 608] that acts on the positive cone of $L_1(\mathcal{X}, \mathcal{O}(\mathcal{X}), \mu)$.  

$^{29}$E.g., «one of the most important principles of quantum field theory, ensuring the stability, demands that the energy should have a lower bound» [191].
If \((\mathcal{H}, \pi, J, \mathcal{H}^\sharp)\) is a standard representation of a \(W^*\)-algebra \(\mathcal{N}\), then there exists a unique strongly continuous unitary implementation \(V_\alpha(g)\) of \(\alpha\) satisfying

\[
V_\alpha(g)\mathcal{H}^\sharp = \mathcal{H}^\sharp, \\
J V_\alpha(g) = V_\alpha(g)J.
\]

(235)

(236)

Such family \(\{V_\alpha(g) \mid g \in G\}\) is called a **standard** unitary implementation of \(\alpha\).

Thus, if \((\mathcal{N}, \mathbb{R}, \alpha)\) is a \(W^*\)-dynamical system with \(\mathcal{N}\) in standard form \((\mathcal{H}, \pi(\mathcal{N}), J, \mathcal{H}^\sharp)\), then from the theorems of Haagerup and Stone \([523, 525, 606]\) it follows that there exists a unique strongly continuous group of unitaries \(\{V_\alpha(t) \mid t \in \mathbb{R}\} \subseteq \mathfrak{B}(\mathcal{N})^\text{uni}\), and a unique self-adjoint operator \(K^\alpha\) on \(\mathcal{H}\), called **standard liouvillean**, such that \(V_\alpha(t)\) is a strongly continuous unitary implementation of \(\alpha\) and for every \(t \in \mathbb{R}\)

i) \(V_\alpha(t) = e^{itK^\alpha}\),

ii) \(e^{itK^\alpha} \mathcal{H}^\sharp = \mathcal{H}^\sharp\),

iii) \(JK^\alpha + K^\alpha J = 0\).

Moreover, \(V_\alpha(t)\) satisfy also

\[
e^{itK^\alpha} \mathcal{N}^* e^{-itK^\alpha} = \mathcal{N}^* \ orall t \in \mathbb{R}.
\]

(237)

The definition of a standard liouvillean \(K^\alpha\) does not depend on any choice of \(\omega \in \mathcal{N}^{\mathbb{R}^+}\) or \(\omega \in \mathcal{W}(\mathcal{N})\): it depends only on a \(W^*\)-dynamical system and a standard representation of \(W^*\)-algebra. For every \(W^*\)-dynamical system \((\mathcal{N}, \mathbb{R}, \alpha)\) we define a **canonical liouvillean** as a standard liouvillean associated with a canonical representation \((L_2(\mathcal{N}), \pi^*, J_\mathcal{N}, L_2(\mathcal{N})^\sharp)\).

As an example \([62, 238]\), consider a \(W^*\)-algebra \(\mathcal{N}\) and its standard representation \((\mathcal{H}, \pi, J, \mathcal{H}^\sharp)\), equipped with a group of unitary operators \(U(t) := e^{itH} \in \pi(\mathcal{N})\), with \(t \in \mathbb{R}\) and \(H \in \pi(\mathcal{N})^\text{sa}\), which is a unitary implementation of \(\mathbb{R} \ni t \mapsto \alpha_t \in \text{Aut}(\mathcal{N})\),

\[
\pi(\alpha_t(x)) = e^{itH} \pi(x) e^{-itH} \ \forall x \in \mathcal{N} \ \forall t \in \mathbb{R}.
\]

(238)

If \(\omega \in \mathcal{N}^{\mathbb{R}^+}\) and \(\xi_\pi(\omega)\) is its standard vector representative, then

\[
\omega(\alpha_t(x)) = \langle e^{-itH} \xi_\pi(\omega), \pi(x) e^{-itH} \xi_\pi(\omega) \rangle \ \forall x \in \mathcal{N} \ \forall t \in \mathbb{R}.
\]

(239)

However, generally,

\[
\exists (\omega, t) \in \mathcal{N}^{\mathbb{R}^+} \times \mathbb{R} \ (\xi_\pi(\omega))(t) := e^{-itH} \xi_\pi(\omega) \notin \mathcal{H}^\sharp.
\]

(240)

On the other hand, the group \(\{V_\alpha(t) \mid t \in \mathbb{R}\}\) of unitary operators uniquely determined by the condition

\[
V_\alpha(t)\mathcal{H}^\sharp = \mathcal{H}^\sharp, \text{ also implements } \alpha_t \text{ in } \pi. \text{ As a result}
\]

\[
V_\alpha(t)\pi(x) V_\alpha(t)^* = \pi(\alpha_t(x)) = U(t)x U(t)^* \ \forall x \in \mathcal{N} \ \forall t \in \mathbb{R},
\]

(241)

but \(V_\alpha(t) \neq U(t)\):

\[
V_\alpha(t) = U(t)JU(t)J.
\]

(242)

If \(\mathcal{N}\) is semi-finite, \((242)\) implies that the standard liouvillean \(K^\alpha\) of \(V_\alpha(t)\) is related to the self-adjoint generator \(H\) of \(U(t)\) by

\[
K^\alpha = H - JHJ = [H, \cdot].
\]

(243)

Hence, \(K^\alpha \notin \pi(\mathcal{N})^\text{sa}\), \(V_\alpha(t) \notin \pi(\mathcal{N})\). If \(\mathcal{N}\) is finite, then, given \(H \in \mathcal{N}^\text{sa}\), the unitary implementation \(U(t)\) is

\[
\mathfrak{L}(\alpha_t(x)) = \mathfrak{L}(e^{itH}xe^{-itH}) = \mathfrak{L}(e^{itH})\mathfrak{L}(x)\mathfrak{L}(e^{-itH}) = e^{it\mathfrak{L}(H)}\mathfrak{L}(x)e^{-it\mathfrak{L}(H)} = e^{itH}xe^{-itH},
\]

(244)

while the unitary implementation \(V_\alpha(t)\) reads \([192]\)

\[
\mathfrak{L}(\alpha_t(x)) = \mathfrak{L}(e^{itH})\mathfrak{R}(e^{itH})\mathfrak{L}(x)\mathfrak{R}(e^{-itH})\mathfrak{L}(e^{-itH}) = e^{it(\mathfrak{L}(H) - \mathfrak{R}(H))}\mathfrak{L}(x)e^{-it(\mathfrak{L}(H) - \mathfrak{R}(H))} = e^{it[H, \cdot]}xe^{it[H, \cdot]} = e^{itK^\alpha}xe^{-itK^\alpha},
\]

(245)
where the second equality follows from $e^{(x+Jx)J} = e^{xJ}e^{xJ}$. The spectrum of $K^\alpha$ is given by

$$\text{sp}(K^\alpha) = \{ \lambda_1 - \lambda_2 \mid \lambda_1, \lambda_2 \in \text{sp}(H) \},$$

(246)

while the standard vector representative of the evolved state $\omega(t)$ is given by

$$\xi_\omega(t) = (\rho_\omega(t))^{1/2} = e^{-iHt}\rho^{1/2}_\omega e^{itH} = \Sigma(e^{-iHt})\rho_\omega(t)e^{iHt} \neq \xi_\omega(t).$$

(247)

If $N$ is a type I $W^*$-algebra, then the standard liouvillean takes the form $K^\alpha = H \otimes I + I \otimes H$ and acts on $\mathfrak{S}_2(H) \cong L_2(\mathcal{B}(H), \text{tr}) \cong \mathcal{H} \otimes \mathcal{H}^B$.

Another example of a standard liouvillean is provided by the modular theory. If $\omega \in C_0^{B+}$ for a $C^*$-algebra $C$, and $(\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)$ is a GNS representation, then $\Omega_\omega$ is cyclic and separating for $\pi_\omega(C)^\text{**}$. From the Tomita theorem it follows that the modular automorphism $\sigma^\omega$ of $\pi_\omega(C)^\text{**}$,

$$\sigma^\omega_t(x) := \Delta^\omega_t(x)\Delta^{-\omega}_t \quad \forall x \in \pi_\omega(C)^\text{**} \quad \forall t \in \mathbb{R},$$

(248)

forms a $W^*$-dynamical system $(\pi_\omega(N)^\text{**}, \mathbb{R}, \sigma^\omega)$, and the modular hamiltonian is equal to a standard liouvillean of $(\mathcal{H}_\omega, \pi_\omega(N)^\text{**}, J_\omega, \mathcal{H}^2_{\Omega_\omega})$,

$$K^\alpha = K_\omega = -\log \Delta_\omega.$$  

(249)

The same holds also for $(\pi_\omega(N), \mathbb{R}, \sigma^\omega)$ and $(\mathcal{H}_\omega, \pi_\omega(N), J_\omega, \mathcal{H}^2_{\Omega_\omega})$ if $N$ is a $W^*$-algebra and $\omega \in N_0^\mathcal{M}$.

4.3 Crossed products

A covariant representation of a $C^*$-dynamical system $(\mathcal{C}, G, \alpha)$ is defined as a triple $(\mathcal{H}, \pi, U)$, where $\mathcal{H}$ is a Hilbert space, $\pi : \mathcal{C} \rightarrow \mathcal{B}(\mathcal{H})$ is a nondegenerate representation of $\mathcal{C}$ on $\mathcal{H}$ and $U : G \ni g \rightarrow U(g) \in \mathcal{B}(\mathcal{H})$ is a strongly continuous unitary representation of $G$ on $\mathcal{H}$ that is a unitary implementation of $\alpha$. A covariant representation of a $W^*$-dynamical system $(N, G, \alpha)$ is defined as a triple $(\mathcal{H}, \pi, U)$ satisfying the above conditions with respect to $(N, G, \alpha)$, under an additional requirement that the representation $(\mathcal{H}, \pi)$ is normal. The notions of $*$-dynamical system, covariant representation and crossed product are closely related: each $C^*$-dynamical system defines a unique corresponding $C^*$-crossed product algebra, each $W^*$-dynamical system defines a unique corresponding crossed product algebra, and there is a one-to-one correspondence between nondegenerate representations of crossed products and covariant representations of the dynamical systems in both $C^*$- and $W^*$-cases.

Let $(\mathcal{C}, G, \alpha)$ be a $C^*$-dynamical system, let $\tilde{\mu}_L^G$ be a left Haar measure$^{30}$ on a locally compact topological group $G$, and let $M : G \rightarrow [0, \infty]$ be the modular function of $G$. The complex vector space $C_c(G; \mathbb{C})$ of norm continuous functions $f : G \rightarrow \mathbb{C}$ with compact support can be equipped with the structure of normed $*$-algebra:

$$(xy)(g) := \int_G \tilde{\mu}_L^G(b)x(b)\alpha_b(y(b^{-1}g)), \quad (251)$$

$$x^*(g) := M(g)^{-1}\alpha_g(x(g^{-1})^*), \quad (252)$$

$$\|x\|_1 := \int_G \tilde{\mu}_L^G(b)\|x(b)\|, \quad (253)$$

$^{30}$A right Haar measure $\tilde{\mu}_R^G$ (respectively, a left Haar measure $\tilde{\mu}_L^G$) is defined as a nonzero Radon measure on a locally compact topological group $G$ such that $\int_G \tilde{\mu}^G_R(g)f(g) = \int_G \tilde{\mu}^G_R(g)f(bg)$ (respectively, $\int_G \tilde{\mu}^G_L(g)f(g) = \int_G \tilde{\mu}^G_L(g)f(\tilde{g})$) $\forall f \in C_c(G; \mathbb{C})$ $\forall g, b \in G$ [208], where $C_c(G; \mathbb{C})$ denotes the set of continuous functions $f : G \rightarrow \mathbb{C}$ with compact supports (for a definition of Radon measure, see Section 5.6). According to the Haar–von Neumann–Weil theorem [208, 609, 611, 626], for every locally compact topological group there exists a unique left and a unique right Haar measure, up to a nonzero multiplication constant. A modular function $M : G \rightarrow \mathbb{R}^+ \setminus \{ 0 \}$ is defined by

$$\int_G \tilde{\mu}_L^G(h)f(hg) = M(g)\int_G \tilde{\mu}_L^G(h)f(h) \forall f \in L_1(G, \tilde{\mu}_L^G). \quad (250)$$

If left and right Haar measures on $G$ coincide, then $M(g) = 1$. The Hurwitz measure [231] can be characterised as the Haar measure with $G$ given by the Lie group. The Lebesgue measure [307, 309] can be characterised as such Hurwitz measure on $\mathbb{R}^n$ which is invariant with respect to a topological group of differentiable maps $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ with jacobians $\det(\partial f/\partial x) = \pm 1$. The left and right invariant Lebesgue integrals are equal. The inequalities $\int_G \tilde{\mu}_R^G(g) < \infty$ and $\int_G \tilde{\mu}_L^G(g) < \infty$ hold iff $G$ is compact.
for all \( x, y \in C_c(G; \mathbb{C}) \) and for all \( g, b \in G \), where the integral in (251) is defined as the Bochner integral [46] over the compact set \( g(\text{supp}(y))^{-1} \cap \text{supp}(x) \). The completion of this space in the topology of the norm \( ||\cdot||_1 \) is a Banach \(*\)-algebra, denoted by \( L_1(G; \mathbb{C}) \) [136]. This space can be equipped also with an alternative norm

\[
||x|| := \sup \{\pi(x)\} \quad \forall x \in C_c(G; \mathbb{C}),
\]

(254)

where \( \pi \) varies over all representations of \( L_1(G; \mathbb{C}) \) on a given Hilbert space \( \mathcal{H} \). The \( C^*\)-crossed product of \( C \) and \( G \) with respect to \( \alpha \) is defined as the completion of \( C_c(G; \mathbb{C}) \) in the norm (254), and is denoted by \( C \rtimes_\alpha G \). If \((\mathcal{H}, \pi, U)\) is a covariant representation of a \( C^*\)-dynamical system \((\mathcal{C}, G, \alpha)\), then the corresponding representation \((\mathcal{H}, \tilde{\pi})\) of \( C^*\)-crossed product \( C \rtimes_\alpha G \) is given uniquely by [136]:

\[
\tilde{\pi}(x) = \int_G \tilde{\mu}_G^G(g)\pi(x(g))U(g) \quad \forall x \in C_c(G; \mathbb{C}),
\]

(255)

and the map \((\mathcal{H}, \pi, U) \to (\mathcal{H}, \tilde{\pi})\) is a bijection onto the set of nondegenerate representations of \( L_1(G; \mathbb{C}) \). For further information on \( C^*\)-dynamical systems and \( C^*\)-crossed products, see [399, 518].

Let \((\mathcal{N}, G, \alpha)\) be a \( W^*\)-dynamical system, let \( \tilde{\mu}_G^G \) be a left Haar measure on a locally compact topological group \( G \), and let \( \mathcal{H} \) be a Hilbert space. The complex vector space \( C_c(G; \mathcal{H}) \) of continuous functions \( f : G \to \mathcal{H} \) with compact support can be equipped with the inner product

\[
(C_c(G; \mathcal{H}) \times C_c(G; \mathcal{H})) \ni (\xi_1, \xi_2) \mapsto \langle \xi_1, \xi_2 \rangle_{\tilde{\mu}_G^G} := \int_G \tilde{\mu}_G^G(g) \langle \xi_1(g), \xi_2(g) \rangle_{\mathcal{H}} \in \mathbb{C}.
\]

(256)

The completion of \( C_c(G; \mathcal{H}) \) in the topology of the norm defined by this inner product is a Hilbert space \( L_2(G, \tilde{\mu}_G^G; \mathcal{H}) \), which can be identified with \( \mathcal{H} \otimes L_2(G, \tilde{\mu}_G^G) \) by means of the unitary isomorphism \( u : \mathcal{H} \otimes L_2(G, \tilde{\mu}_G^G) \to L_2(G, \tilde{\mu}_G^G; \mathcal{H}) \) satisfying

\[
(u(\xi_0 \otimes f))(g) = f(g)\xi_0 \quad \forall g \in G \forall \xi_0 \in \mathcal{H} \forall f \in L_2(G, \tilde{\mu}_G^G),
\]

(257)

The operators

\[
\pi_\alpha(x)(\xi)(b) := \alpha_b^{-1}(x)(\xi)(b) \quad \forall x \in \mathcal{N} \forall b \in G \forall \xi \in L_2(G, \tilde{\mu}_G^G; \mathcal{H}),
\]

(258)

\[
\pi_G(x)(\xi)(b) := \xi(g^{-1}b) \quad \forall g, b \in G \forall \xi \in L_2(G, \tilde{\mu}_G^G; \mathcal{H}),
\]

(259)

define a faithful normal representation \( \pi_\alpha : \mathcal{N} \to \mathfrak{B}(L_2(G, \tilde{\mu}_G^G; \mathcal{H})) \) and a strongly continuous unitary representation \( u_\alpha \) of \( G \) in \( L_2(G, \tilde{\mu}_G^G; \mathcal{H}) \) that satisfy the covariance equation

\[
u_\alpha(g_\alpha(x)(u_\alpha(g)) = \pi_\alpha(\alpha_g(x)) \quad \forall x \in \mathcal{N} \forall g \in G.
\]

(260)

Hence, \((L_2(G, \tilde{\mu}_G^G; \mathcal{H}), \pi_\alpha, u_\alpha)\) is a covariant representation of a \( W^*\)-dynamical system \((\mathcal{N}, G, \alpha)\). The crossed product of \( \mathcal{N} \) by \( G \) with respect to \( \alpha \), denoted by \( \mathcal{N} \rtimes_\alpha G \), is defined as a von Neumann algebra that acts on \( L_2(G, \tilde{\mu}_G^G; \mathcal{H}) \) and is generated by \( \pi_\alpha(\mathcal{N}) \) and \( u_\alpha(G) \) [555]. The algebra \( \mathcal{N} \rtimes_\alpha G \) can be equivalently defined as a von Neumann subalgebra of \( \mathcal{N} \otimes \mathfrak{B}(L_2(G, \tilde{\mu}_G^G)) \) generated by \( \pi_\alpha(\mathcal{N}) \) and \( \{1 \otimes u_g \mid g \in G\} \), where \( u_g \in \mathfrak{B}(L_2(G, \tilde{\mu}_G^G)) \) is a (left regular) representation of \( G \) in \( L_2(G, \tilde{\mu}_G^G) \) given by

\[
u_\alpha(g)(\xi)(b) := \xi(g^{-1}b) \quad \forall \xi \in L_2(G, \tilde{\mu}_G^G) \forall g, b \in G.
\]

(261)

If \( \mathcal{N} \rtimes_\alpha G \) is a crossed product, then the corresponding covariant representation of a \( W^*\)-dynamical system \((\mathcal{N}, G, \alpha)\) is explicitly given in the definition of the crossed product \( \mathcal{N} \rtimes_\alpha G \). The corresponding nondegenerate representation \((\mathcal{H}, \tilde{\pi})\) is provided in terms of nondegenerate representation \((\mathcal{H}, \pi_\alpha, u_\alpha)\):

\[
\tilde{\pi}(x) = \int_G \tilde{\mu}_G^G(g)\pi_\alpha(x(g))u_\alpha(g) \quad \forall x \in C_c(G; \mathcal{H}).
\]

(262)

For further information on \( W^*\)-dynamical systems and crossed products, see [190, 118, 594].

If a locally compact group \( G \) is abelian, then its Pontryagin dual group \( \hat{G} \) [412, 597] is defined as a set of all continuous group homomorphisms \( G \to \mathbb{T} := \{z \in \mathbb{C} \mid \|z\| = 1\} \cong \mathbb{R}/\mathbb{Z} \), equipped with: a unit element \( \hat{e} \) given by a function identically equal to 1, a group operation \( \odot \) given by positive
multiplication, an inverse operation \((\cdot)^{-1}\) given by the complex conjugate \((\cdot)^*\), and a topology given by a topology of uniform convergence on compact subsets of \(G\). The group \(\hat{G}\) is also locally compact and abelian. For \(\hat{b} \in \hat{G}, g \in G\), the \textit{Pontryagin duality map} is given by

\[
\int[G \times \hat{G}] : G \times \hat{G} \ni (g, \hat{b}) \mapsto \hat{b}(g) \in T.
\]

(263)

The strongly continuous representation \(\hat{u}_G\) of \(\hat{G}\) in \(L_2(G, \hat{\mu}_G^G; \mathcal{H})\),

\[
\hat{u}_G(\hat{b})\xi(g) := \left(\left[[g, \hat{b}]\right]_{G \times \hat{G}}\right)^* \xi(g) \quad \forall \xi \in L_2(G, \hat{\mu}_G^G; \mathcal{H}) \forall g \in G \forall \hat{b} \in \hat{G},
\]

(264)

satisfies

\[
\hat{u}_G(\hat{b})\pi_\alpha(x)\hat{u}_G(\hat{b}^{-1}) = \pi_\alpha(x) \quad \forall x \in N \forall \hat{b} \in \hat{G},
\]

(265)

\[
\hat{u}_G(\hat{b})\hat{u}_G(g)\hat{u}_G(\hat{b}^{-1}) = \left(\left[[g, \hat{b}]\right]_{G \times \hat{G}}\right)^* u_G(g) \quad \forall \hat{b} \in \hat{G} \forall g \in G,
\]

(266)

so

\[
\hat{u}_G(\hat{b}) (N \rtimes_\alpha G) \hat{u}_G(\hat{b}^{-1}) = N \rtimes_\alpha G \forall \hat{b} \in \hat{G}.
\]

(267)

This makes it possible to define the \textit{dual action} \(\hat{\alpha}\) of \(\hat{G}\) on \(N \rtimes_\alpha G\) as a continuous map [555]

\[
\hat{\alpha} : \hat{G} \times (N \rtimes_\alpha G) \ni (\hat{b}, \hat{x}) \mapsto \hat{\alpha}_b(\hat{x}) := \hat{u}_G(\hat{b})\hat{x}\hat{u}_G(\hat{b})^* = (\mathbb{I} \otimes \hat{u}_G)\hat{x}(\mathbb{I} \otimes \hat{u}_G)^* \in N \rtimes_\alpha G,
\]

(268)

where the unitary operator \(\hat{u}_G \in \mathfrak{B}(L_2(G, \hat{\mu}_G^G))\), given by

\[
(\hat{u}_G) f(g) := \left(\left[[g, \hat{b}]\right]_{G \times \hat{G}}\right)^* f(g) \quad \forall f \in C_c(G; \mathbb{C}),
\]

(269)

defines a representation of \(\hat{G}\) in \(L_2(G, \hat{\mu}_G^G)\) that is continuous in the topology of uniform convergence on compact sets in \(\hat{G}\) [200]. The \textit{fixed point} subalgebra of \(N \rtimes_\alpha G\) under the action \(\hat{\alpha}\) satisfies [304]

\[
(N \rtimes_\alpha G)_{\hat{\alpha}} := \{\hat{x} \in N \rtimes_\alpha G \mid \hat{\alpha}_b(\hat{x}) = \hat{x} \forall \hat{b} \in \hat{G}\} = \pi_\alpha(N).
\]

(270)

The triple \((N \rtimes_\alpha G, \hat{\alpha})\) is a \textit{W*-dynamical system}. Its covariant representation takes a form

\[
\hat{\alpha}_b(\pi_\alpha(x)) = \pi_\alpha(x) \quad \forall x \in N \forall \hat{b} \in \hat{G},
\]

(271)

\[
\hat{\alpha}_b(u_G(g)) = \left(\left[[g, \hat{b}]\right]_{G \times \hat{G}}\right)^* u_G(g) \quad \forall g \in G \forall \hat{b} \in \hat{G},
\]

(272)

where \(\pi_\alpha\) and \(u_G\) are given by (258) and (259), respectively. As a result, one obtains the crossed product

\[
(N \rtimes_\alpha G) \rtimes_{\hat{\alpha}} \hat{G}.
\]

(273)

According to Takesaki’s theorem [555], if the multiplicative constant of the left Haar measure \(\hat{\mu}_G^G\) on \(\hat{G}\) is chosen such that the \textit{Plancherel formula} [411]

\[
\int_{\hat{G}} \hat{\mu}_G^G(g)|f(g)|^2 = \int_{\hat{G}} \hat{\mu}_G^G(\hat{b}) \left|\int_{\hat{G}} \hat{\mu}_G^G(g) \left(\left[[g, \hat{b}]\right]_{G \times \hat{G}}\right)^* f(g) \right|^2 \quad \forall f \in L_1(G, \hat{\mu}_G^G) \cap L_2(G, \hat{\mu}_G^G)
\]

(274)

holds, then there exists a unique \(+\)-isomorphism

\[
U : (N \rtimes_\alpha G) \rtimes_{\hat{\alpha}} \hat{G} \cong N \otimes \mathfrak{B}(L_2(G, \hat{\mu}_G^G))
\]

(275)

such that, for all \(x \in N, \xi \in L_2(G, \hat{\mu}_G^G; \mathcal{H}), g, g_1, g_2 \in G, \hat{b} \in \hat{G},

\[
(U(\pi_\alpha \circ \pi_\alpha)(x))\xi(g) = \alpha_g^{-1}(x)\xi(g),
\]

(276)

\[
(U(\pi_\alpha \circ u_G(g_2))\xi(g_1) = \xi(g_1g_2^{-1}),
\]

(277)

\[
(U(\hat{u}_G(\hat{b}))\xi(g) = \left(\left[[g, \hat{b}]\right]_{G \times \hat{G}}\right)^* \xi(g).
\]

(278)
The extension of the above duality theory to $C^*$-crossed products was provided by Takai [549, 550], while its further extension to nonabelian groups was provided by Nakagami [364, 365] (see also [381, 304, 366]).

For a key example of the above constructions, consider a crossed product $\mathcal{N} \rtimes_{\sigma_\psi} \mathbb{R}$, defined as the von Neumann algebra acting on the Hilbert space $L_2(\mathbb{R}, dt; \mathcal{H}) \cong \mathcal{H} \otimes L_2(\mathbb{R}, dt)$ and generated by the operators $\pi_{\sigma_\psi}(x)$ and $u_R(t)$, which are defined by

\begin{align}
(\pi_{\sigma_\psi}(x)\xi)(t) &:= \sigma_\psi^t(x)\xi(t), \\
u_R(t_1)\xi(t_2) &:= \xi(t_1 - t_2),
\end{align}

for all $x \in \mathcal{N}$, $t_1, t_2 \in \mathbb{R}$, $\xi \in L_2(\mathbb{R}, dt; \mathcal{H})$. These two operators satisfy the covariance equation

\[ u_R(t)\pi_{\sigma_\psi}(x)u_R(t)^* = \pi_{\sigma_\psi}(\sigma_\psi^{-t}(x)). \]

The equation (279) can be written as

\[ (\pi_{\sigma_\psi}(x)\xi)(t) = \Delta_{\psi}^{it}x\Delta_{\psi}^{-it}\xi(t) = e^{-itK_\psi x}e^{iK_\psi x}\xi(t), \]

where $K_\psi$ is a modular hamiltonian of the modular operator $\Delta_\psi$. So, the covariance equation (281) translates between family of unitaries that partially generate the crossed product algebra $\mathcal{N} \rtimes_{\sigma_\psi} \mathbb{R}$ and the modular automorphism of the underlying von Neumann algebra $\mathcal{N}$:

\[ u_R(t)\pi_{\sigma_\psi}(x)u_R(t)^* = \pi_{\sigma_\psi}(e^{-itK_\psi x}e^{itK_\psi}). \]

Given any $\phi, \psi \in \mathcal{W}_0(\mathcal{N})$, the corresponding crossed products are unitarily isomorphic,

\[ U_{\phi,\psi}(\mathcal{N} \rtimes_{\sigma_\psi} \mathbb{R}) U_{\phi,\psi}^* = \mathcal{N} \rtimes_{\sigma_\psi} \mathbb{R}, \]

where

\begin{align}
(U_{\phi,\psi}\xi)(s) &:= [\psi : \phi]_{-s}\xi(s) \quad \forall \xi \in C_c(\mathbb{R}; \mathcal{H}) \forall s \in \mathbb{R}, \\
(U_{\phi,\psi}^*\xi)(s) &:= [\psi : \phi]_{-s}\xi(s) \quad \forall \xi \in C_c(\mathbb{R}; \mathcal{H}) \forall s \in \mathbb{R}.
\end{align}

The crossed product algebra can be also denoted as

\[ \mathcal{N} \rtimes_{\sigma_\psi} \mathbb{R} = \{ x \otimes I, \Delta_{\psi}^{it} \otimes u_R(t) \mid x \in \mathcal{N}, t \in \mathbb{R}\}^{**} \subseteq \mathfrak{B}(L_2(\mathcal{N}) \otimes L_2(\mathbb{R}, d\lambda)). \]

Introducing the notation

\begin{align}
\tilde{x} &:= x \otimes I, \\
\psi^t &:= \Delta_{\psi}^{it} \otimes u_R(t), \\
\phi^t &:= \Delta_{\phi,\psi}^{it} \otimes u_R(t) = ([\phi : \psi]_t \otimes \mathbb{1})(\Delta_{\psi}^{it} \otimes u_R(t)),
\end{align}

we obtain

\[ \psi^t \tilde{x} \psi^{-it} = \sigma_\psi^t(\tilde{x}), \quad \phi^t \tilde{x} \phi^{-it} = \sigma_\psi^t(\tilde{x}) \quad \forall x \in \mathcal{N}. \]

The dual group $\hat{\mathbb{R}}$ of $\mathbb{R}$ is equal to $\mathbb{R}$, and the canonical Pontryagin duality in this case has the form $[t, s]_{\mathbb{R} \times \mathbb{R}} = e^{its}$. The dual action $\hat{\sigma}^\psi : \mathbb{R} \ni s \mapsto \hat{\sigma}^\psi_s \in \text{Aut}(\hat{\mathcal{N}})$ of $\mathbb{R}$ on $\hat{\mathcal{N}} := \mathcal{N} \rtimes_{\sigma_\psi} \mathbb{R}$ is characterised by

\begin{align}
\hat{\sigma}_s^\psi(\pi_{\sigma_\psi}(x)) &= \pi_{\sigma_\psi}(x) \quad \forall x \in \mathcal{N} \forall s \in \mathbb{R}, \\
\hat{\sigma}_s^\psi(u_R(t)) &= e^{-ist}u_R(t) \quad \forall t, s \in \mathbb{R}.
\end{align}

The dual unitary representation $\hat{u}_R$ of $\mathbb{R}$ in $L_2(\mathbb{R}, d\lambda; \mathcal{H})$ is given by

\[ \hat{u}_R(s)\xi(t) = e^{-ist}\xi(t), \]
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while the unitary \( \hat{u}_t \in \mathcal{B}(L_2(\mathbb{R}, d\lambda)) \) reads \((\hat{u}_t f)(s) = e^{-is t} f(s) \ \forall f \in C_c(\mathbb{R}; \mathbb{C})\), so
\[
\hat{\sigma}^\psi_t(\hat{x}) = \hat{u}_s(\hat{x}) \hat{u}_s^*(\hat{x})^* = (\mathbb{I} \otimes \hat{u}_s)(\hat{x} \otimes \hat{u}_s) \ \forall \hat{x} \in \hat{\mathcal{N}}.
\]
As a result, \((\hat{\mathcal{N}}, \mathbb{R}, \hat{\alpha})\) is a \( W^* \)-dynamical system, and (275) in this case becomes
\[
(\mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R}) \rtimes_{\hat{\alpha}^\psi} \mathbb{R} \cong \mathcal{N} \otimes \mathcal{B}(L_2(\mathbb{R}, d\lambda)).
\]
The von Neumann algebra \( \mathcal{N} \) is a subalgebra of \( \hat{\mathcal{N}} \), with an embedding \( \mathcal{N} \to \hat{\mathcal{N}} \) characterised in terms of (270) as a fixed point subalgebra of \( \hat{\mathcal{N}} \) that is a centraliser with respect to \( \hat{\sigma}^\psi \),
\[
\mathcal{N} \cong \mathcal{N}_{\hat{\sigma}^\psi} = \{ x \in \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \mid \hat{\sigma}^\psi_s(x) = x \ \forall s \in \mathbb{R} \}.
\]
If \( \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \) is of type I, then \( \mathcal{N} \) is semi-finite [594]. On the other hand, if \( \mathcal{N} \) of type III, then \( \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \) is of type \( \Pi^\infty \) [555]. More generally, for any von Neumann algebra \( \mathcal{N} \), the algebra \( \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \) is semi-finite [555]. From (297) it follows that every von Neumann algebra \( \mathcal{N} \) can be represented as a crossed product \( \mathcal{N} \cong \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \) with a semi-finite von Neumann algebra \( \mathcal{N} \) [304]. Moreover, if \( \mathcal{N} \) is a type III factor, then
\[
\mathcal{N} \cong (\mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R}) \rtimes_{\hat{\alpha}^\psi} \mathbb{R} \ \forall \phi \in \mathcal{W}_0(\mathcal{N}).
\]
The triple \((\hat{\mathcal{N}}, \mathbb{R}, \hat{\sigma}^\psi|_{\hat{\mathcal{N}}})\) (or, equivalently, \((\hat{\mathcal{N}}, \mathbb{R}^+ \setminus \{0\}, (t \mapsto \hat{\sigma}^\psi_{-t \log(t)}|_{\hat{\mathcal{N}}})\)) is a \( W^* \)-dynamical system, called flow of weights. As shown by Connes and Takesaki [107, 108], the flow of weights is independent of the choice of \( \psi \), in the sense that it is uniquely determined by the underlying von Neumann algebra, up to a \( * \)-isomorphism
\[
\varsigma : \hat{\mathcal{N}} \rtimes_{\sigma^\psi} \mathbb{R} \to \hat{\mathcal{N}} \rtimes_{\sigma^\psi^2} \mathbb{R}
\]
that satisfies
\[
\varsigma \circ \hat{\sigma}^\psi_t|_{\hat{\mathcal{N}} \rtimes_{\sigma^\psi} \mathbb{R}} = \hat{\sigma}^\psi_t|_{\hat{\mathcal{N}} \rtimes_{\sigma^\psi^2} \mathbb{R}} \circ \varsigma \ \forall t \in \mathbb{R}.
\]
This defines a functor \( \text{CTflow} \) from the category \( \mathcal{V} \mathcal{N}_{\text{III}} \text{Iso} \) of type III factor von Neumann algebras with \( * \)-isomorphisms to the category \( \mathcal{W} \mathcal{C} \text{ov}_{\mathbb{R}} \) of \( W^* \)-dynamical systems \((\mathcal{N}, \mathbb{R}, \alpha)\) with arrows \((\mathcal{N}_1, \mathbb{R}, \alpha^1) \to (\mathcal{N}_2, \mathbb{R}, \alpha^2)\) given by such \( * \)-isomorphisms \( \varsigma : \mathcal{N}_1 \to \mathcal{N}_2 \) that satisfy
\[
\varsigma \circ \alpha^1_t = \alpha^2_t \circ \varsigma \ \forall t \in \mathbb{R}.
\]
The codomain category of \( \text{CTflow} \) can be further restricted to a subcategory of properly ergodic \( \mathcal{N} \)-flows, see [107, 108, 558, 106, 559] for details. Connes and Takesaki used flow of weights to provide a refined classification of type III factors with separable preduals, which is equivalent with the classification in terms of Connes’ modular spectrum \( \mathfrak{sp}(\mathcal{N}) \):
\[
\mathfrak{sp}(\mathcal{N}) = \exp \left( \ker \left( \hat{\sigma}^\psi|_{\hat{\mathcal{N}}} \right) \right) \cup \{0\}.
\]

### 4.4 Canonical core algebra

Consider a \( W^* \)-algebra \( \mathcal{N} \) and a relation \( \sim_t \) on \( \mathcal{N} \times \mathcal{W}_0(\mathcal{N}) \) defined by [146]
\[
(x, \psi) \sim_t (y, \phi) \iff y = x|\psi : \phi|_t \ \forall x, y \in \mathcal{N} \ \forall \psi, \phi \in \mathcal{W}_0(\mathcal{N}).
\]
The property (162) of Connes’ cocycle implies that \( \sim_t \) is an equivalence relation in \( \mathcal{N} \times \mathcal{W}_0(\mathcal{N}) \). The equivalence class \((\mathcal{N} \times \mathcal{W}_0(\mathcal{N})) / \sim_t \) is denoted by \( \mathcal{N}(t) \), and its elements are denoted by \( x\psi^{|t} \). The operations
\[
x\psi^{|t} + y\phi^{|t} := (x + y)\psi^{|t},
\]
\[
(\lambda x)\psi^{|t} := \lambda (x\psi^{|t}) \ \forall \lambda \in \mathbb{C},
\]
\[
\|x\psi^{|t}\| := |x|
\]
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equip $\mathcal{N}(t)$ with the structure of the Banach space, which is isometrically isomorphic to $\mathcal{N}$, considered as a Banach space. By definition, $\mathcal{N}(0)$ a $W^*$-algebra that is trivially $*$-isomorphic to $\mathcal{N}$. However, for $t \neq 0$ the spaces $\mathcal{N}(t)$ are not $W^*$-algebras.

The operations
\[
\cdot : \mathcal{N}(t_1) \times \mathcal{N}(t_2) \ni (x_{t_1}, y_{t_2}) \mapsto x_{t_1} y_{t_2}^\ast (y_{t_2}^*(y_{t_2}) x_{t_1}) \in \mathcal{N}(t_1 + t_2),
\]
\[
\ast : \mathcal{N}(t) \ni x_{t} \mapsto \sigma^\ast_{t}(x^*_{t}) \psi_{-it} \in \mathcal{N}(-t),
\]
equip the disjoint sum $F(\mathcal{N}) := \bigsqcup_{t \in \mathbb{R}} \mathcal{N}(t)$ over $\mathcal{N} \times \mathbb{R}$ with the structure of $*$-algebra. The bijections
\[
\mathcal{N}(t) \ni x_{t} \mapsto (x, t) \in \mathcal{N} \times \mathbb{R}
\]
allow to endow $F(\mathcal{N})$ with the topology induced by (309) from the product topology on $\mathcal{N} \times \mathbb{R}$ of the weak-$*$ topology on $\mathcal{N}$ and the usual topology on $\mathbb{R}$. This provides the Fell’s Banach $*$-algebra bundle structure on $F(\mathcal{N})$ (see [148, 149, 150] for a general theory of the Fell bundles). One can consider the Fell bundle $F(\mathcal{N})$ as a natural algebraic structure which enables to translate between elements of $\mathcal{N}(t)$ at different $t \in \mathbb{R}$. In order to recover an element of $F(\mathcal{N})$ at a given $t \in \mathbb{R}$, one has to select a section $\bar{x} : \mathbb{R} \rightarrow F(\mathcal{N})$ of $F(\mathcal{N})$:
\[
t \mapsto x(t)^{\psi} = : \bar{x}(t).
\]
Consider the set $\Gamma^1(F(\mathcal{N}))$ of such cross-sections of $F(\mathcal{N})$ that are integrable in the following sense:

i) for any $\epsilon > 0$ and any bounded interval $I \subseteq \mathbb{R}$ there exists a compact subset $Y \subseteq I$ such that $|I - Y| < \epsilon$ and the restriction $Y \ni t \mapsto x(t) \in F(\mathcal{N})$ is continuous relative to the topology induced in $F(\mathcal{N})$ by (309),

ii) $\int_{\mathbb{R}} dr \, |x(r)| < \infty$.

The set $\Gamma^1(F(\mathcal{N}))$ can be endowed with a multipication, involution, and norm,
\[
(x \bar{y})(t) := \int_{\mathbb{R}} dr \, x(r)y(t - r) = \left( \int_{\mathbb{R}} dr \, x(r)\sigma^\ast_{t}(y(t - r)) \right) \psi_{it},
\]
\[
\bar{x}^*(t) := \bar{x}(-t)^* = \sigma^\ast_{t}(x(-t)^*) \psi_{it},
\]
\[
\|\bar{x}\| := \int_{\mathbb{R}} dr \, |x(r)|,
\]
thus forming a Banach $*$-algebra, denoted by $B(\mathcal{N})$.

Falcone and Takesaki [144, 146] constructed also a suitably defined ‘bundle of Hilbert spaces’ over $\mathbb{R}$. Let $\mathcal{N} = \pi(\mathcal{C})$ be a von Neumann algebra representing a $W^*$-algebra $\mathcal{C}$ in terms of a standard representation $(\mathcal{H}, \pi, J, \mathcal{H}^2)$. The space $\mathcal{H}$ can be considered as a $\mathcal{N}^\ast(\mathcal{N}^\ast)^o$ bimodule, with the left action of $\mathcal{N}$ on $\mathcal{H}$ given by ordinary multiplication from the left, and with the right action of $\mathcal{N}^\ast(\mathcal{N}^\ast)^o$ on $\mathcal{H}$ defined by
\[
\xi x^\circ := \xi x \quad \forall \xi \in \mathcal{H} \quad \forall x^\circ \in (\mathcal{N}^\ast)^o.
\]
Thus, the left action of $\mathcal{N}$ on $\mathcal{H}$ is just an action of a standard representation of the underlying $W^*$-algebra $\mathcal{C}$, while the right action of $(\mathcal{N}^\ast)^o$ is provided by the corresponding antirepresentation of $\mathcal{C}$ (that is, by commutant of a standard representation of $\mathcal{C}^o$). Given arbitrary $r_1, r_2 \in \mathbb{R}$, $\zeta_1, \zeta_2 \in \mathcal{H}$, $\phi_1, \phi_2 \in \mathcal{W}_0(\mathcal{N})$, and $\varphi_1, \varphi_2 : \mathcal{W}_0((\mathcal{N}^\ast)^o)$ the condition
\[
\left( \frac{\phi_1}{\varphi_1} \right)^{ir_1} \zeta_1 = \left( \frac{\phi_2}{\varphi_2} \right)^{ir_2} \zeta_2[\varphi_2 : \varphi_1]_t,
\]
defines an equivalence relation
\[
(r_1, \phi_1, \zeta_1, \varphi_1) \sim_t (r_2, \phi_2, \zeta_2, \varphi_2)
\]
on the set $\mathbb{R} \times \mathcal{W}_0(\mathcal{N}) \times \mathcal{H} \times \mathcal{W}_0((\mathcal{N}^\star)^\circ)$. The equivalence class of the relation (316) is denoted by $\mathcal{H}(t)$, and its elements have the form

$$\phi^it\xi = \left(\frac{\phi}{\varphi}\right)^it\xi\varphi^{it},$$

(317)

which is equivalent to

$$\phi^it\xi\varphi^{-it} = \left(\frac{\phi}{\varphi}\right)^it\xi.$$  

(318)

Falcone and Takesaki show that $\mathcal{H}(t)$ is a Hilbert space independent of the choice of weights $\phi_1, \phi_2, \varphi_1, \varphi_2$ and of the choice of $r \in \mathbb{R}$. This enables to form the Hilbert space bundle over $\mathbb{R}$, $\prod_{t \in \mathbb{R}} \mathcal{H}(t)$, and to form the Hilbert space of square-integrable cross-sections of this bundle,

$$\mathcal{H} := \Gamma^2 \left(\prod_{t \in \mathbb{R}} \mathcal{H}(t)\right).$$

(319)

The Hilbert space bundle $\prod_{t \in \mathbb{R}} \mathcal{H}(t)$ is homeomorphic to $\mathcal{H} \times \mathbb{R}$ for any choice of weight $\psi \in \mathcal{W}_0(\mathcal{N})$. The left action of $B(\mathcal{N})$ on $\mathcal{H}$ generates a von Neumann algebra $\mathcal{N}$ called standard core [146]. For type III factors $\mathcal{N}$ the standard core $\mathcal{N}$ is a type $\Pi_\infty$ factor, but in general case $\mathcal{N}$ is not a factor. The structure of $\mathcal{N}$ is independent of the choice of weight on $\mathcal{N}$. However, for any choice of $\psi \in \mathcal{W}_0(\mathcal{N})$ there exists a unitary map

$$u_\psi : \mathcal{H} \rightarrow \Gamma^2 \left(\prod_{t \in \mathbb{R}} \mathcal{H}(t)\right) \rightarrow L_2(\mathbb{R}, dt; \mathcal{H}) \cong \mathcal{H} \otimes L_2(\mathbb{R}, dt),$$

(320)

such that

$$u_\psi(\xi)(t) = \psi^{-it}\xi(t) \in \mathcal{H} \quad \forall \xi \in \mathcal{H}.$$  

(321)

It satisfies

$$u_\psi(xu^*_\psi)(\xi)(t) = u^\psi_\xi(x)\xi(t),$$

(322)

$$u_\psi(\psi^{it}u^*_\psi)(\xi)(t) = \xi(t - s),$$

(323)

$$u_\psi(\phi^{-it}u^*_\psi)(\xi)(t) = \left(\frac{\psi}{\phi^*}\right)^{is}.$$  

(324)

for all $\xi \in L_2(\mathbb{R}, dt; \mathcal{H})$, $x \in \mathcal{N}$, $\phi, \psi \in \mathcal{W}_0(\mathcal{N})$, $s, t \in \mathbb{R}$. This map provides a $*$-isomorphism between the standard core $\mathcal{N}$ on $\mathcal{H}$ and the crossed product $\mathcal{N} \rtimes_{\sigma_\psi} \mathbb{R}$ on $\mathcal{H} \otimes L_2(\mathbb{R}, dt)$,

$$u^*_\psi N u_\psi = \mathcal{N} \rtimes_{\sigma_\psi} \mathbb{R}.$$  

(325)

The equation (325) is a canonical analogue of (284). Using the uniqueness of the standard representation up to unitary equivalence, Falcone and Takesaki [146] proved that the map $\mathcal{N} \mapsto \mathcal{N}$ extends to a functor VNCore from the category $\mathcal{V}\mathcal{N}\mathcal{I}\mathcal{S}\mathcal{O}$ of von Neumann algebras with $*$-isomorphisms to its own subcategory $\mathcal{V}\mathcal{N}_s\mathcal{I}\mathcal{S}\mathcal{O}$ of semi-finite von Neumann algebras with $*$-isomorphisms. The functoriality of Kosaki’s construction of canonical representation $\pi_\mathcal{C}$ of any $W^*$-algebra $\mathcal{C}$ turns the assignment

$$\mathcal{C} \mapsto \pi_\mathcal{C}(\mathcal{C}) : = \mathcal{N} \mapsto \mathcal{N} = \overline{\pi_\mathcal{C}(\mathcal{C})}$$

(326)

to a functor

$$W^*\text{Core} : W^*\text{Iso} \rightarrow \mathcal{V}\mathcal{N}_s\mathcal{I}\mathcal{S}\mathcal{O},$$

(327)

where $W^*\text{Core} := \text{VNCore} \circ \text{CanVN}$. For any $W^*$-algebra $\mathcal{N}$, the object $W^*\text{Core}(\mathcal{N}) \in \text{Ob}(\mathcal{V}\mathcal{N}_s\mathcal{I}\mathcal{S}\mathcal{O})$ will be called canonical core of $\mathcal{N}$. 
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5 Noncommutative integration

The construction of a standard representation by Connes, Araki and Haagerup and its further canonical refinement by Kosaki allows one to assign a canonical $L_2(\mathcal{N})$ space to every $W^*$-algebra $\mathcal{N}$, without any choice of weight on $\mathcal{N}$ involved. This leads to a question: is it possible to develop the theory of noncommutative integration and $L_p(\mathcal{N})$ spaces for arbitrary $W^*$-algebras $\mathcal{N}$ along the lines of analogy between Hilbert–Schmidt space as a member $\mathfrak{S}_2(\mathcal{H})$ of the family of von Neumann–Schatten $\mathfrak{S}_p(\mathcal{H})$ spaces and a Hilbert $L_2(\mathcal{X}, \mathfrak{U}(\mathcal{X}), \mu)$ space as a member of a family of Riesz–Radon $L_p(\mathcal{X}, \mathfrak{U}(\mathcal{X}), \mu)$ spaces? The answer is in the affirmative.

The theory of integration on $W^*$-algebras has a long history, which can be divided roughly into three stages. It started from results and methods developed for the analysis of factor von Neumann algebras by Murray and von Neumann [358, 614] (this includes first noncommutative Radon–Nikodým type theorem, called BT-theorem). Dye [138] proved more general Radon–Nikodým type theorem for finite von Neumann algebras, while Segal [492] and Pukánszky [416] extended it to all semi-finite von Neumann algebras $\mathcal{N}$. Segal [492] proposed the foundations of noncommutative integration theory based on the notion of measurability of an unbounded (but affiliated) operator with respect to a faithful normal semi-finite trace $\tau$, and used it to define noncommutative $L_1(\mathcal{N}, \tau)$, $L_2(\mathcal{N}, \tau)$, and $L_{2\infty}(\mathcal{N}, \tau)$ spaces (see also [493]). This definition was extended to the full range of noncommutative $L_p(\mathcal{N}, \tau)$ spaces by Ogasawara and Yoshinaga [380, 379] and Kunze [297]. Further refinements of the theory, based on the stronger notion of measurability with respect to a trace, were introduced by Stinespring [522] and Nelson [375]. Independently, Dixmier [125] has also introduced a family of $L_p(\mathcal{N}, \tau)$ spaces, based on the collection of abstract ideals in $\mathcal{N}$ and their completion with respect to $p$-norms defined by trace $\tau$ (see also [120, 124, 127]). The alternative (but equivalent) approach, based on Grothendieck’s rearrangements of operators [186], was developed by Yeadon [650, 651] and Fack & Kosaki [142]. The isometries between $L_p(\mathcal{N}, \tau)$ spaces were considered in [63, 450, 24, 270, 562, 271, 272], and their complete description was provided by Yeadon [652]. For additional results in the foundations of noncommutative integration on semi-finite von Neumann algebras, and $L_p(\mathcal{N}, \tau)$ space theory, see also [389, 452, 453, 388, 85, 390, 71, 579, 580, 581, 652, 281, 310, 312]. The von Neumann–Schatten spaces $\mathfrak{S}_p(\mathcal{H})$ [612, 471, 474, 475, 472, 473], associated by definition with type I von Neumann algebras $\mathfrak{B}(\mathcal{H})$, are just a special case of this theory, obtained by $\mathfrak{S}_p(\mathcal{H}) = L_p(\mathfrak{B}(\mathcal{H}), \text{tr})$.

Extension of the noncommutative integration theory to an arbitrary von Neumann algebra $\mathcal{N}$ equipped with an arbitrary $\psi \in \mathcal{W}_0(\mathcal{N})$ became possible only after development of the Tomita–Takesaki modular theory [571, 572, 552], which has lead in particular to noncommutative Radon–Nikodým type theorems by Pedersen–Takesaki [401] and Connes [95, 96], valid for all von Neumann algebras. First construction of a complete range of noncommutative $L_p(\mathcal{N}, \psi)$ spaces for $\psi \in \mathcal{W}_0(\mathcal{N})$ and $p \in [1, \infty]$ was provided by Haagerup [202] (its complete exposition was given by Terp [563]), using Takesaki’s duality theory for crossed products of the von Neumann algebras by locally compact abelian groups [555, 117, 118, 200, 201] as well as Haagerup’s theory of operator valued weights [203, 204]. In this approach, the noncommutative $L_p(\mathcal{N}, \psi)$ spaces are represented as Banach spaces of closed densely defined operators that are affiliated with the crossed product $\mathcal{N} \rtimes_{\psi^*} \mathbb{R}$ and satisfying certain additional conditions. The extension of Haagerup’s construction to $p \in \mathbb{C}$ was proposed by Yamagami [647]. An alternative approach was developed by Connes [103] and Hilsum [222], who have defined $L_p(\mathcal{N}, \psi^*)$ spaces for $\psi^* \in \mathcal{W}_0(\mathcal{N}^*)$ as Banach spaces of closed densely defined unbounded operators $x$ acting on a single Hilbert space $\mathcal{H}$, and such that $\exists \phi \in \mathcal{N}^*_0 + \mathcal{N}^*_0 \ni |x|^p = \frac{\phi}{\sigma^p}$. Cauchy completed in the norm $\|x\|_p := (\phi(|x|^p))^{1/p}$. Kosaki [286] defined the families of $L_p(\mathcal{N}, \psi)$ spaces for $\psi \in \mathcal{N}^*_0$ as Calderón complex interpolation Banach spaces [64] between $\mathcal{N}^*_0$ and $\mathcal{N}$. This construction was extended to $\psi \in \mathcal{W}_0(\mathcal{N})$ by Terp [564]. Izumi [233, 234, 235, 236, 237] completed Kosaki–Terp approach and provided further extension of this construction to $p \in \mathbb{C}$. Araki and Masuda [20] constructed $L_p(\mathcal{N}, \psi)$ spaces for $\psi \in \mathcal{N}^*_0$ using standard form of $\mathcal{N}$ on a single Hilbert space $\mathcal{H}$ and the properties of $p$-family of positive cones in $\mathcal{H}$ introduced by Araki [15] (which were also investigated in this context by Kosaki [280, 282, 283, 284, 285]). Masuda [337] extended this construction to $\psi \in \mathcal{W}_0(\mathcal{N})$. Another approach to the theory of noncommutative integration for arbitrary von Neumann algebras
was developed by Sherstnev and Trunov [503, 504, 505, 583, 584, 578, 506, 582, 666]. However, they have constructed only noncommutative $L_1(\mathcal{N}, \psi)$ and $L_2(\mathcal{N}, \psi)$ spaces (Trunov’s $L_p(\mathcal{N}, \psi)$ spaces [579, 581, 668] were restricted to semi-finite $\mathcal{N}$). An extension of this approach to full theory of noncommutative $L_p(\mathcal{N}, \psi)$ spaces was provided later, and in different ways, by Zolotarev [664, 665, 667] and Cecchini [72, 73, 74, 75], in both cases using Calderón’s complex interpolation method. Yet another different constructions of a range of $L_p(\mathcal{N}, \psi)$ spaces were provided by Tikhonov [565] and Leinert [311]. A construction of $L_2(\mathcal{N}, \psi)$ spaces dependent on $\psi \in \mathcal{N}^+_{\psi}$ was proposed also by Holevo [225, 226].

Most of the above constructions have been shown to be equivalent. The isometric isomorphism between Connes–Hilsum $L_p(\mathcal{N}, \psi^*)$ spaces and Kosaki–Terp $L_p(\mathcal{N}, \psi)$ spaces was established by Terp [564]. The isometric isomorphism between Haagerup–Terp $L_p(\mathcal{N}, \psi)$ spaces and Kosaki–Terp $L_p(\mathcal{N}, \psi)$ spaces was established by Kosaki [286]. The isometric isomorphism between Haagerup–Terp $L_p(\mathcal{N}, \psi)$ spaces and Connes–Hilsum $L_p(\mathcal{N}, \psi^*)$ spaces was established by Terp [563]. The isometric isomorphism between Araki–Masuda and Connes–Hilsum spaces is stated in Araki–Masuda [20] and Masuda [337]. The isometric isomorphisms between Cecchini’s $L_p(\mathcal{N}, \psi)$ spaces, Zolotarev’s $L_p(\mathcal{N}, \psi)$ spaces, and Connes–Hilsum $L_p(\mathcal{N}, \psi^*)$ spaces was established by Cecchini [74]. Leinert proved [311] that his $L_p(\mathcal{N}, \psi)$ spaces are isometrically isomorphic to Kosaki–Terp $L_p(\mathcal{N}, \psi)$ spaces.

These equivalence results, together with the independence of the $L_p(\mathcal{N}, \psi)$ spaces on the choice of $\psi \in W_0(\mathcal{N})$, reflected by isometric isomorphisms $L_p(\mathcal{N}, \psi) \cong L_p(\mathcal{N}, \phi)$ for arbitrary $\psi, \phi \in W_0(\mathcal{N})$, lead to the problem of construction of the canonical theory of noncommutative $L_p(\mathcal{N})$ spaces, which would unify all these approaches, and would be independent of the choice of representation of a $W^*$-algebra in terms of a von Neumann algebra. Such theory was developed by Kosaki [279], who constructed the range of $L_p(\mathcal{N})$ spaces over arbitrary $W^*$-algebra $\mathcal{N}$ by introducing and applying the canonical form $(L_2(\mathcal{N}), \mathcal{N}, J_\mathcal{N}, L_2(\mathcal{N})^+)$. The alternative (but equivalent by means of an isometric isomorphism) construction of the canonical $L_p(\mathcal{N})$ space theory has been provided by Falcone and Takesaki [143, 145, 144, 146, 559]. The crucial underlying notion of this approach is the core $\mathcal{N}$ of a von Neumann algebra $\mathcal{N}$ which is associated functorially to any $W^*$-algebra $\mathcal{N}$, and provides a weight-independent analogue of the crossed product $\mathcal{N} \rtimes_\psi \mathbb{R}$ used in Haagerup’s construction of $L_p(\mathcal{N}, \psi)$.

The structure of $\mathcal{N}$ is designed to include the elements of $\mathcal{N}$ and $W_0(\mathcal{N})$ on equal footing, what develops ideas contained in earlier works of Woronowicz [643], Connes [102] and Yamagami [647], who considered the grading of weights and bimodule structures as a method of construction of $L_1(\mathcal{N}, \psi)$, $L_2(\mathcal{N}, \psi)$, and $L_p(\mathcal{N}, \psi)$ spaces, respectively. It gives rise to a modular algebra generated by the elements $x_0 \phi^z$, where $x \in \mathcal{N}$, $\phi \in W_0(\mathcal{N})$ (or $\mathcal{N}^+$), and $z \in \mathbb{C}$ with $\text{re}(z) \geq 0$, as well as to a canonical integral that acts on all elements of a modular algebra that have a form $x_1 \phi_1^z_1 \cdots x_n \phi_n^{z_n}$ with $\sum_{i=1}^n z_i = 1$. Both canonical constructions of $L_p(\mathcal{N})$ spaces (by Kosaki and by Falcone & Takesaki) do not require any underlying Hilbert space and are functorial over the category of $W^*$-algebras with $*$-isomorphisms. Kosaki showed this explicitly by providing all constructions in terms of the canonical representation, and by showing functoriality of assignment of the canonical representation to a $W^*$-algebra. In the Falcone–Takesaki case this follows from functorial dependence of the standard core algebra on the underlying von Neumann algebra, together with the functorial association of a von Neumann algebra to any $W^*$-algebra by means of Kosaki’s canonical representation.

For (selective) reviews of noncommutative integration theory, see [585, 181, 559, 410, 671, 507, 152]. For further development of the theory of $L_p(\mathcal{N})$ spaces using the modular algebras and bimodules, see [648, 497, 498, 499, 246, 501, 500, 393]. The Banach space properties of noncommutative $L_p(\mathcal{N}, \psi)$ spaces (with a special attention paid to the problem of classification of isometries of these spaces) are discussed in [620, 621, 622, 545, 623, 427, 428, 207, 243, 244, 245, 420, 206, 242]. As Banach spaces, $L_p(\mathcal{N}, \psi)$ spaces can be considered as special cases of the more general notions of noncommutative Banach spaces and operator spaces [388, 133, 646, 134, 135, 132, 409, 113]. For some extensions of a theory of noncommutative $L_p$ spaces to $C^*$-algebras see [329, 331, 330, 407, 182]. For elements of noncommutative integration theory over $*$-algebras see [188, 187].
5.1 Noncommutative Radon–Nikodým type theorems

Let \( \mathcal{N} \) be a von Neumann algebra acting on \( \mathcal{H} \). A linear operator \( x : \text{dom}(x) \to \mathcal{H} \) is called affiliated to \( \mathcal{N} \) if \( [x, u] = 0 \) for every unitary element \( u \in \mathcal{N}^* \) [358]. The set of all operators affiliated to \( \mathcal{N} \) will be denoted \( \text{aff}(\mathcal{N}) \), while the set of all positive self-adjoint elements of \( \text{aff}(\mathcal{N}) \) will be denoted \( \text{aff}(\mathcal{N})^+ \). A closed linear operator \( x \) is affiliated to \( \mathcal{N} \) if \( x(I + x^*x)^{1/2} \in \mathcal{N} \). A closed densely defined linear operator \( x : \text{dom}(x) \to \mathcal{H} \) with polar decomposition \( x = v|x| \) is affiliated with \( \mathcal{N} \) iff any of the following equivalent conditions holds:

1. \( [u, x] = 0 \) for all unitary \( u \in \mathcal{N}^* \),
2. \( [u, |x|] = 0 \) and \( [u, v] = 0 \) for all unitary \( u \in \mathcal{N}^* \),
3. \( v \in \mathcal{N} \) and all spectral projections of \( |x| \) belong to \( \mathcal{N} \).

The space of all closed densely defined linear operators affiliated with \( \mathcal{N} \) will be denoted by \( \mathfrak{M}(\mathcal{N}) \).

A generalisation of the notion of affiliation to arbitrary \( \mathcal{W}^* \)-algebras was alluded already in [538], but it was actually provided by Dereziński, Jakšić and Pillet [115], using earlier insights of [27, 645]. For a given \( \mathcal{W}^* \)-algebra \( \mathcal{N} \), a linear map \( x : \text{dom}(x) \to \mathcal{N} \), where \( \text{dom}(x) \subseteq \mathcal{N} \), is called to be affiliated to \( \mathcal{N} \) iff there exists \( y \in \mathcal{N} \) such that

1. \( |y| \leq 1 \),
2. \( (I - yy^*)\mathcal{N} \) is weakly-* dense in \( \mathcal{N} \),
3. \( \forall y_1, y_2 \in \mathcal{N} \) \( y_1 \in \text{dom}(x) \), \( xy_1 = u_2 \) \( \iff \) \( yy_1 = (1 - yy^*)^{1/2}y_2 \).

If such \( y \) exists, then it is unique. The set of all operators affiliated to \( \mathcal{N} \) will be denoted \( \text{aff}(\mathcal{N}) \). The set of all elements \( x \in \text{aff}(\mathcal{N}) \) such that \( (1 - yy^*)^{-1/2} \in \mathcal{N}^+ \) will be denoted \( \text{aff}(\mathcal{N})^+ \). If \( (\mathcal{H}, \pi) \) is a normal representation of \( \mathcal{N} \) such that \( \pi(I) = I \), then there exists a unique extension \( \hat{\pi} : \text{aff}(\mathcal{N}) \to \text{aff}(\pi(\mathcal{N})) \) such that

\[
(1 + \pi(x)\pi(x)^*)^{-1/2}\pi(x) = \pi(y),
\]

(328)

where \( y \) is determined by \( x \in \text{aff}(\mathcal{N}) \) as above. If \( (\mathcal{H}, \pi) \) is faithful, then \( \hat{\pi} \) is faithful. The set \( \text{aff}(\pi(\mathcal{N})) \) of maps \( x : \text{dom}(x) \to \pi(\mathcal{N}) \) coincides with the set \( \text{aff}(\pi(\mathcal{N})) \) of operators \( x : \text{dom}(x) \to \mathcal{H} \) affiliated to \( \pi(\mathcal{N}) \), and the same holds for the sets \( \text{aff}(\pi(\mathcal{N}))^+ \).

Recall that any weight on a \( \mathcal{W}^* \)-algebra \( \mathcal{N} \) can be uniquely extended to a linear functional on \( \mathfrak{m}_\omega \) which coincides with \( \phi \) on \( \mathcal{N}^+ \cap \mathfrak{m}_\phi \). Given a semi-finite trace \( \tau : \mathcal{N}^+ \to [0, \infty) \) on a semi-finite \( \mathcal{W}^* \)-algebra \( \mathcal{N} \), its extension to a two-sided ideal \( \mathfrak{m}_\tau \) of \( \mathcal{N} \) satisfies

\[
\tau(yx) = \tau(xy) \quad \forall x \in \mathfrak{m}_\tau \quad \forall y \in \mathcal{N}.
\]

(329)

In addition, if \( \tau \) is normal, then for any \( x \in \mathfrak{m}_\tau \) the map

\[
y \mapsto \omega_x(y) := \tau(xy)
\]

(330)

is an element of \( \mathcal{N}_+ \) [138]. Moreover,

\[
\tau(yx) = \tau(x^{1/2}yx^{1/2}) = \tau(y^{1/2}xy^{1/2}) \quad \forall x \in \mathfrak{m}_\tau^+ \quad \forall y \in \mathcal{N}^+.
\]

(331)

So, the formula

\[
\omega_x(y) := \tau(x^{1/2}yx^{1/2}) \quad \forall y \in \mathcal{N}
\]

(332)

gives rise to \( \omega_x \in \mathcal{N}_+ \) with \( \|\omega_x\| = \tau(|x|) \) for each \( x \in \mathfrak{m}_\tau \).

Given any \( h \in \text{aff}(\mathcal{N})^+ \),

\[
P^h \left( \frac{1}{n}, n \right) \in \mathfrak{m}_\tau^+ \quad \forall n \in \mathbb{N},
\]

(333)

\[
P^h \left( \frac{1}{n}, n \right) h \in \mathcal{N}_+ \quad \forall n \in \mathbb{N},
\]

(334)
so the formulas (329)-(332) can be applied also to \( P^h\left(\frac{1}{n}, n\right) \). Setting \( \epsilon := \frac{1}{n} \), define

\[
\tau_h := \lim_{\epsilon \to +0} \tau \left( \left( P^h\left(\frac{1}{\epsilon}, \frac{1}{\epsilon}\right) \right)^{1/2} \cdot \left( P^h\left(\frac{1}{\epsilon}, \frac{1}{\epsilon}\right) \right)^{1/2} \right).
\]

(335)

According to the Segal–Pukánszky theorem [492, 416] (see also [405]),

\[
\forall \phi \in \mathcal{N}_+^+ \exists h \in \text{aff}(\mathcal{N})^+ \forall x \in \mathcal{N}^+ \phi(x) = \tau_h(x).
\]

(336)

This theorem implies the Dye–Segal theorem [138, 492],

\[
\forall \psi, \phi \in \mathcal{N}_+^+ \phi \leq \psi \Rightarrow \exists h \in \text{aff}(\mathcal{N})^+ \phi(x) = \lim_{\epsilon \to +0} \psi \left( \left( P^h\left(\frac{1}{\epsilon}, \frac{1}{\epsilon}\right) \right)^{1/2} h^{1/2} x h^{1/2} \left( P^h\left(\frac{1}{\epsilon}, \frac{1}{\epsilon}\right) \right)^{1/2} \right).
\]

(337)

If \( h : \text{dom}(x) \to \mathcal{H} \) is a positive self-adjoint linear operator on \( \mathcal{H} \), then \( h(1 + \epsilon h)^{-1} \) is self-adjoint and bounded for any \( \epsilon > 0 \). If \( h \in \text{aff}(\mathcal{N})^+ \) then \( h(1 + \epsilon h)^{-1} \in \mathcal{N}^+ \forall \epsilon > 0 \). Using these properties, Pedersen and Takesaki [401] showed that the 'regularised perturbation' of the trace \( \tau \) by \( h \in \text{aff}(\mathcal{N})^+ \),

\[
\tau_h(\cdot) := \lim_{\epsilon \to +0} \tau \left( \frac{1}{(1 + \epsilon h)^{1/2}} \cdot \frac{1}{(1 + \epsilon h)^{-1/2}} \right)
\]

(338)

is a semi-finite normal weight, \( \tau_h \in W(\mathcal{N}) \), and

\[
\forall \phi \in W(\mathcal{N}) \exists h \in \text{aff}(\mathcal{N})^+ \phi = \tau_h.
\]

(339)

Moreover, the map \( h \mapsto \tau_h \) is a bijection between \( \text{aff}(\mathcal{N})^+ \) and \( W(\mathcal{N}) \). In this sense, the equations (337) and (339) provide the noncommutative analogue of the Radon–Nikodým theorem. (For a derivation of (337) using (339), see [399]. In such case the Dye–Segal theorem is valid for any \( W^* \)-algebra. See also a discussion of this theorem in [189].)

As noted by Segal [492, 493], the key property responsible for the Dye–Segal–Pukánszky analogue of the Radon–Nikodým theorem is the invariance property of a trace: \( \tau(x) = \tau(uxu^*) \) for all unitary \( u \in \mathcal{N} \). For general weights, this property no longer holds. A weaker condition is a 'relative invariance' property: \( \psi = \psi \sigma \phi \), which turns out to correspond to the use of such \( h \) that are affiliated to the subset of \( \mathcal{N} \) invariant with respect to the action of \( \sigma \phi \), namely \( h \in \text{aff}(\mathcal{N}_{\sigma \phi})^+ \). If \( \mathcal{N} \) is not semi-finite, then there exists no normal semi-finite trace on it. This suggests to consider traces on \( \mathcal{N}_{\sigma \phi} \). However, for \( \phi \in W(\mathcal{N}), \mathcal{N}_{\sigma \phi} \) may be not semi-finite (it may be of type III even if \( \mathcal{N} \) is of type II\(_\infty \) [199]). Moreover, given \( \phi \in W(\mathcal{N}) \), the restriction \( \phi|_{\mathcal{N}_{\sigma \phi}} \) is a trace on \( \mathcal{N}_{\sigma \phi} \cap \mathfrak{m}_\phi \), but it is not semi-finite unless \( \phi \) is strictly semi-finite (i.e., \( \phi \) can be expressed as a sum of \( \{ \phi_i \} \subseteq \mathcal{N}_+^+ \) with \( \text{supp}(\phi_i) \cap \text{supp}(\phi_j) = \delta_{ij} \) \( \forall i, j \)) [92]. To handle more general cases, it is necessary to establish the method of comparison between all normal weights. The property

\[
h \in \mathcal{N}_{\sigma \phi} \iff \text{hm}_\phi \subseteq \mathfrak{m}_\phi, \mathfrak{m}_\phi h \subseteq \mathfrak{m}_\phi, \phi(hx) = \phi(xh) \forall x \in \mathfrak{m}_\phi
\]

(340)

allowed Pedersen and Takesaki [401] to construct the 'perturbations' of weights similar to (338), and to provide the extension of the theorems (336) and (339) to the case of weights on arbitrary \( W^* \)-algebras.

If \( \phi \in W(\mathcal{N}) \) and \( h \in \mathcal{N}_{\sigma \phi}^- \), then

\[
\phi_h : \mathcal{N}^+ \ni x \mapsto \phi_h(x) := \phi(h^{1/2} x h^{1/2}) \in [0, \infty]
\]

(341)

satisfies

1) \( \phi_h \in W(\mathcal{N}) \),

2) \( \text{supp}(\phi_h) = \text{supp}(h) \),

3) \( \phi_h \in W_0(\mathcal{N}) \iff \text{supp}(h) = \mathbb{I} \),

4) \( \phi_{h_1 + h_2} = \phi_{h_1} + \phi_{h_2} \).
5) \( h_1 \leq h_2 \Rightarrow \phi_{h_1} \leq \phi_{h_2} \).

6) \( \sup_i \{ h_i \} = h \Rightarrow \sup_i \{ \phi_{h_i} \} = \phi_h \),

for all \( h_1, h_2, h_3 \in \mathcal{N}_{\sigma^\phi}^+ \). If \( h_\varepsilon := h \in \text{aff}(\mathcal{N}_{\sigma^\psi}^+) \), then \( h(1 + \epsilon h)^{-1} \in \mathcal{N}_{\sigma^\phi}^+ \) \( \forall \epsilon > 0 \) and \( \lim_{\varepsilon \to 0} h_\varepsilon = h \). This allows to define the extension of \( \phi_h \) for \( h \in \text{aff}(\mathcal{N}_{\sigma^\phi}^+) \),

\[
\phi_h := \lim_{\epsilon \to +0} \phi \left( (h(1 + \epsilon h)^{-1})^{1/2} \cdot (h(1 + \epsilon h)^{-1})^{1/2} \right) \in \mathcal{W}(\mathcal{N}).
\]

(342)

It satisfies

1) \( \phi_h \in \mathcal{W}(\mathcal{N}) \),

2) \( \text{supp}(\phi_h) = \text{supp}(h) \),

3) \( \phi_h \in \mathcal{W}_0(\mathcal{N}) \iff \text{supp}(h) = I \),

4) \( h_1 \leq h_2 \Rightarrow \phi_{h_1} \leq \phi_{h_2} \),

5) \( h_1 = h_2 \iff \phi_{h_1} = \phi_{h_2} \),

6) \( \sigma_t^{\phi_h}(x) = h^{it} \sigma_t^{\phi}(x) h^{-it} \forall x \in \mathcal{N}_{\text{supp}(h)} \forall t \in \mathbb{R} \),

7) \( \phi \in \mathcal{W}_0(\mathcal{N}) \), \( [h_1, h_2] = 0 \Rightarrow (\phi_{h_1})_{h_2} = (\phi_{h_2})_{h_1} \),

8) \( [\phi_h : \phi]_t = h^{it} \forall t \in \mathbb{R} \).

Equation 6) holds for all \( x \in \mathcal{N} \) if \( h \) is invertible. One says that \( h \in \text{aff}(\mathcal{N}_{\sigma^\phi}^+) \) is nonsingular iff \( \text{supp}(h) = I \), or, equivalently, iff \( h \xi \neq 0 \forall \xi \in \text{dom}(h) \setminus \{0\} \). According to the Pedersen–Takesaki theorem [401] (see also [139, 535]), if \( \phi \in \mathcal{W}_0(\mathcal{N}) \) and \( \psi \in \mathcal{W}(\mathcal{N}) \) then the following conditions are equivalent:

i) \( \psi = \psi \circ \sigma_t^{\phi} \forall t \in \mathbb{R} \),

ii) \( [\psi : \phi]_t \in \mathcal{N}_{\sigma^\psi} \forall t \in \mathbb{R} \),

iii) \( [\psi : \phi]_t \in \mathcal{N}_{\sigma^\psi} \forall t \in \mathbb{R} \),

iv) \( t \mapsto [\psi : \phi]_t \) is an ultrastrongly continuous group of unitary elements in \( \mathcal{N}_{\text{supp}(\psi)} \).

v) \( \exists h \in \text{aff}(\mathcal{N}_{\sigma^\phi}^+) \) such that \( \psi = \phi_h \).

If any of these conditions holds, then \( h \) is unique and \( \text{supp}(\psi) \in \mathcal{N}_{\sigma^\phi} \). Such \( h \) will be called a Pedersen–Takesaki density. For \( \psi \in \mathcal{W}_0(\mathcal{N}) \), \( h \) is assumed to be nonsingular, and then the above conditions are also equivalent to

vi) \( \phi = \phi \circ \sigma_t^{\psi} \forall t \in \mathbb{R} \).

vii) \( \exists! \) nonsingular \( k \in \text{aff}(\mathcal{N}_{\sigma^\psi}^+) \) such that \( \phi = \psi_k \).

Moreover, if \( \psi \in \mathcal{W}_0(\mathcal{N}) \), then \( h^{it} \in \mathcal{N}_{\sigma^\psi} \). Conversely, if \( h \in \text{aff}(\mathcal{N}_{\sigma^\psi}^+) \) is nonsingular, then the equation \( \psi = \phi_h \) determines \( \psi \in \mathcal{W}_0(\mathcal{N}) \) and

\[
\sigma_t^{\psi} = \text{Ad}(h^{it}) \sigma_t^{\phi} = [\psi : \phi]_t \sigma_t^{\phi} [\psi : \phi]_t^* \forall t \in \mathbb{R}.
\]

(343)

If \( \phi, \psi \in \mathcal{N}_{\sigma^\psi}^+ \), then \( k, h \in \text{aff}(\mathcal{N}_{\sigma^\psi} \cap \mathcal{N}_{\sigma^\psi}^+) \) [552]. From 8), iv) and v) above it follows that the description of relationship of two weights (‘integrals’) in terms of perturbation by some operator (‘function’) is equivalent to the specification of this operator in terms of Connes’ cocycle (‘derivative’). This relationship becomes explicit for \( \phi, \psi \in \mathcal{W}_0(\mathcal{N}) \). In such case, Connes’ theorem [95, 96] states that the following conditions are equivalent:
i) $\exists \lambda > 0 \; \psi \leq \lambda \phi$,  
ii) $x \in n_\phi \Rightarrow x \in n_\psi$,  
iii) $t \mapsto [\psi : \phi]_t$ can be extended to a map that is valued in $\mathcal{N}$, bounded (by $\lambda^{1/2}$) and weakly-continuous on a strip $\{ z \in \mathbb{C} \mid \text{im}(z) \in [-\frac{1}{2}, 0]\}$, holomorphic in interior of this strip, and satisfying the boundary condition

$$
\psi(x) = \phi \left( [\psi : \phi]_{-1/2} \star x [\psi : \phi]_{-1/2} \right) \quad \forall x \in m_\phi. 
$$

This theorem extends to $\psi \in \mathcal{W}(\mathcal{N})$, with $\mathbb{R} \ni t \mapsto [\psi : \phi]_t \in \text{supp}(\psi)\mathcal{N} \forall t \in \mathbb{R}$ [279]. Thus, whenever the condition i) is satisfied, the analytic continuation of Connes’ cocycle

$$
h^{1/2} = [\psi : \phi]_{-1/2}
$$

plays the role of a noncommutative Radon–Nikodým quotient. If $\exists \lambda > 0 \; \psi \leq \lambda \phi$ is not satisfied, then $[\psi : \phi]_{-1/2}$ is an unbounded operator which is not closable unless $\mathcal{N}$ is finite [288]. The existence of inverse of the noncommutative Radon–Nikodým quotient is equivalent to a condition that both weights are faithful (from the perspective of the GNS representation, this condition states that the corresponding Gel’fand ideals are empty).  

Every faithful normal semi-finite trace $\tau$ on a semi-finite $W^*$-algebra $\mathcal{N}$ satisfies $\sigma^*_t = \text{id}_\mathcal{N} \forall t \in \mathbb{R}$, so the Pedersen–Takesaki theorem reduces in this case to the generalised Dye–Segal–Pukánszky theorem (338) with $h^t = [\phi : \tau]_t$.  

Pedersen and Takesaki [401] proved also that for $\phi \in \mathcal{W}_0(\mathcal{N})$ and $\psi \in \mathcal{W}(\mathcal{N})$ the following conditions are equivalent:

i) $\psi$ satisfies the KMS condition with respect to $\sigma^\phi$ and $\beta = 1$,  
ii) $\text{supp}(\psi) = 3\mathcal{N}$ and $\sigma^\psi_t = \sigma^\phi_t|_{\mathcal{N}_{\text{supp}(\psi)}} \forall t \in \mathbb{R}$,  
iii) $\exists h \in \text{aff}(3\mathcal{N})^+$ such that $\psi = \phi h$.

If any of these conditions holds, then $h$ is unique and $h^t \in 3\mathcal{N} \subseteq \mathcal{N}_{\phi}$. This is the case, in particular, if $\phi$ and $\psi$ are faithful normal semi-finite traces on a semi-finite $W^*$-algebra $\mathcal{N}$.  

The noncommutativity of $\mathcal{N}$ allows to formulate also other noncommutative Radon–Nikodým type theorems. In particular, there is a collection of theorems which express a functional $\psi$ majorised by $\phi$ as a ‘perturbation’ $\psi = \phi(h \cdot h)$ with $0 \leq h \leq 1$, starting from Segal’s theorem [487] for any $C^*$-algebra $\mathcal{C}$,

$$
\phi, \psi \in \mathcal{C}^+, \psi \leq \phi \Rightarrow \exists! h \in \pi_\phi(\mathcal{C})^* \; \psi = \langle \pi_\phi(h \Omega \phi, \Omega \phi) \phi \text{ and } 0 \leq h \leq 1, 
$$

and Sakai’s theorem [460] for any $W^*$-algebra $\mathcal{N}$,

$$
\phi, \psi \in \mathcal{N}^+, \psi \leq \phi \Rightarrow \exists! h \in \mathcal{N}^+ \; \psi = \phi(h \cdot h) \text{ and } 0 \leq h \leq 1,
$$

see also [401, 195, 15, 593, 399]. Among these theorems we want to mention a theorem by Ştrâtilă and Zsidó [538]: if $\phi, \psi \in \mathcal{N}^+$, $\text{supp}(\psi) \leq \text{supp}(\phi)$, and $\text{supp}(\phi)$ is finite in $\mathcal{N}$, then

$$
\exists! h \in \text{aff}(\mathcal{N})^+ \; \psi = \phi(h \cdot h) \text{ and } \text{supp}(h) \leq \text{supp}(\phi). 
$$

For a generalisation of noncommutative Radon–Nikodým theorem to arbitrary $*$-algebras see [187].
5.2 Integration relative to a trace

Let $\tau$ be a faithful normal semi-finite trace on a $W^*$-algebra $\mathcal{N}$. The map

$$\|x\|_p : \mathcal{N} \ni x \mapsto \|x\|_p := \tau(|x|^p)^{1/p} \in [0, \infty]$$

(349)

for $p \in [1, \infty]$ is a norm on a vector space $\{x \in \mathcal{N} : \|x\|_p < \infty\}$. Denote the Cauchy completion of this normed vector space by $L_p(\mathcal{N}, \tau)$. Equivalently, $L_p(\mathcal{N}, \tau)$ can be defined as a Cauchy completion of $\{x \in \mathcal{N} : \tau(|x|) < \infty\}$ in the norm given by $\|\cdot\|_p$ [375], or as a Cauchy completion of span$_C\{x \in \mathcal{N}^+ : \tau(\text{supp}(x)) < \infty\}$ in $\|\cdot\|_p$ [410]. The space $L_1(\mathcal{N}, \tau)$ can be equivalently defined also as a Cauchy completion of $\mathfrak{m}_\tau$ in $\|\cdot\|_1$, while $L_2(\mathcal{N}, \tau)$ as a Cauchy completion of $\mathfrak{n}_\tau$ in $\|\cdot\|_2$ [125, 559]. The property $\tau(x) \leq \|x\|_\infty$ allows the unique continuous extension of $\tau$ from a linear functional on $\mathfrak{m}_\tau$ to a linear functional on $L_1(\mathcal{N}, \tau)$. This extends a bilinear form

$$\mathfrak{m}_\tau \times \mathcal{N} \ni (h, x) \mapsto \tau(h^{1/2}xh^{1/2}) \in \mathbb{C}$$

(350)

to the bilinear form $L_1(\mathcal{N}, \tau) \times \mathcal{N} \rightarrow \mathbb{C}$, which defines a duality between $L_1(\mathcal{N}, \tau)$ and $\mathcal{N}$, and makes $L_1(\mathcal{N}, \tau)$ isometrically isomorphic to $\mathcal{N}_\tau$ [125]. Extending the notation $\omega_x$ of (330) to all elements of $\mathcal{N}_\tau$ corresponding to $x \in L_1(\mathcal{N}, \tau)$, we have

$$\omega_x(y) = \tau(yx) = \tau(xy) \forall y \in \mathcal{N} \forall x \in L_1(\mathcal{N}, \tau),$$

(351)

and [138, 492]

$$\forall \omega \in \mathcal{N}_\tau^+ \exists! x \in L_1(\mathcal{N}, \tau)^+ \forall y \in \mathcal{N} \omega(y) = \tau(xy) = \tau(x^{1/2}yx^{1/2}).$$

(352)

Such $x$ will be called a Dye–Segal density of $\omega$ with respect to $\tau$. If $\psi, \phi \in \mathcal{W}_0(\mathcal{N})$ are traces with corresponding Dye–Segal densities $\rho_\psi$ and $\rho_\phi$, then

$$[\psi : \phi]_t = \rho_\psi^t \rho_\phi^{-t} \forall t \in \mathbb{R}.$$ 

(353)

Using the notion of measurability with respect to a trace $\tau$, the above range of $L_p(\mathcal{N}, \tau)$ spaces can be represented in terms of operators affiliated to a von Neumann algebra $\mathcal{N}$ acting on $\mathcal{H}$. Let $\tau$ be a fixed faithful normal semi-finite trace on $\mathcal{N}$. A closed densely defined linear operator $x : \text{dom}(x) \rightarrow \mathcal{H}$ is called $\tau$-measurable [492, 375] iff any of the following equivalent conditions holds:31

1. $\exists \lambda > 0 \ 0 < \tau(P[\lambda]\{\lambda, +\infty\}) < \infty$,
2. $\forall \epsilon_1 > 0 \exists \epsilon_2 > 0 \tau(P[\epsilon_2]\{\epsilon_2, \infty\}) \leq \epsilon_1$,
3. $\forall \epsilon > 0 \exists P \in \text{Proj}(\mathcal{N})$ such that $\tau(1-P) < \epsilon$, and $P\mathcal{H} \subseteq \text{dom}(x)$,
4. $\lim_{\lambda \rightarrow \infty} \tau(P[\lambda]\{\lambda, +\infty\}) = 0$.

The space of all $\tau$-measurable operators affiliated with $\mathcal{N}$ will be denoted by $\mathcal{M}(\mathcal{N}, \tau)$. For $x, y \in \mathcal{M}(\mathcal{N}, \tau)$ the algebraic sum $x + y$ and algebraic product $xy$ may not be closed, hence in general they do not belong to $\mathcal{M}(\mathcal{N}, \tau)$. However, their closures (denoted with the abuse of notation by the same symbol) belong to $\mathcal{M}(\mathcal{N}, \tau)$. Moreover, $\mathbb{I} \in \mathcal{M}(\mathcal{N}, \tau)$.

The space $\mathcal{M}(\mathcal{N}, \tau)$ can be equipped with a Hausdorff metrisable Cauchy complete topology, called $\tau$-topology [522, 375], given by the set of neighbourhoods of $0 \in \mathcal{M}(\mathcal{N}, \tau)$

$$N_{\epsilon_1, \epsilon_2}(0) : = \{x \in \mathcal{M}(\mathcal{N}, \tau) : \exists P \in \text{Proj}(\mathcal{N}), \tau(1-P) \leq \epsilon_1, P\mathcal{H} \subseteq \text{dom}(x), \|xP\| \leq \epsilon_2\}$$

(354)

$$= \{x \in \mathcal{M}(\mathcal{N}, \tau) : \tau(P[\epsilon_2]\{\epsilon_2, \infty\}) \leq \epsilon_1\},$$

31 We give here the set of conditions that are equivalent for Nelson’s notion of $\tau$-measurability [375], which is stronger than Segal’s notion [492]. For a discussion of differences between these two notions, see [71]. Instead of $P[\lambda]\{\lambda, +\infty\}$ the notation $\mathbb{I} - P[\lambda] := \mathbb{I} - P[\lambda]\{\lambda, +\infty\}$ is also used.
where $\epsilon_1 > 0$, $\epsilon_2 > 0$. This turns $\mathcal{M}(\mathcal{N}, \tau)$ into a unital topological *-algebra, with sum and multiplication defined by closures of algebraic sum and multiplication [375]. The algebra $\mathcal{N}$ is a *-subalgebra of $\mathcal{M}(\mathcal{N}, \tau)$ that is dense in $\tau$-topology. Moreover, the addition, multiplication, and conjugation in $\mathcal{N}$ have unique extensions to $\mathcal{M}(\mathcal{N}, \tau)$. It follows that given any semi-finite von Neumann algebra $\mathcal{N}$ and a faithful normal semi-finite trace $\tau$, the topological *-algebra $\mathcal{M}(\mathcal{N}, \tau)$ is defined uniquely as a completion of $\mathcal{N}$ in $\tau$-topology. In general, $\tau$-topology is not locally convex. However, the subspace

$$\mathcal{M}_0(\mathcal{N}, \tau) := \{ x \in \mathcal{M}(\mathcal{N}, \tau) \ | \ \tau(P^{1\pm}(|\lambda, \infty|)) < \infty \ \forall \lambda > 0 \}$$

(355)
is a sequential space, that is, the convergence in $\tau$-topology coincides on $\mathcal{M}_0(\mathcal{N}, \tau)$ with the sequential convergence in $\tau$. The latter is defined as follows. A sequence $\{x_i\} \subseteq \mathcal{M}(\mathcal{N}, \tau)$ is called to converge in $\tau$ to $x \in \mathcal{M}(\mathcal{N}, \tau)$ iff $\exists \{P_i\} \subseteq \text{Proj}(\mathcal{N})$ such that

i) $\lim_i \|x_i - x\| = 0$,

ii) $\lim_i \tau(I - P_i) = 0$.

The space $\mathcal{M}_0(\mathcal{N}, \tau)$ is a two-sided ideal in $\mathcal{M}(\mathcal{N}, \tau)$. If $\mathcal{N}$ is a finite von Neumann algebra, then $x \in \mathcal{M}(\mathcal{N}) \Rightarrow x \in \mathcal{M}(\mathcal{N}, \tau)$. If $\mathcal{N} = \mathcal{B}(\mathcal{H})$ and $\tau$ is a standard trace $\text{tr}$ on $\mathcal{B}(\mathcal{H})$, then $\mathcal{M}(\mathcal{B}(\mathcal{H}), \text{tr}) = \mathcal{B}(\mathcal{H})$. For a more detailed study of $\mathcal{M}(\mathcal{N}, \tau)$ and various topologies on it, see [356].

Consider the extension of a trace $\tau$ from $\mathcal{N}^+$ to aff$(\mathcal{N})$ given by

$$\tau : \text{aff}(\mathcal{N})^+ \ni \exists x \mapsto \tau(x) := \sup_{n \in \mathbb{N}} \left\{ \tau \left( \int_0^n P^x(\lambda)\lambda \right) \right\} \in [0, \infty],$$

(356)

the map

$$\|\cdot\|_p : \mathcal{M}(\mathcal{N}, \tau) \ni x \mapsto \|x\|_p := (\tau(|x|^p))^{1/p} \in [0, \infty],$$

(357)

and the family of vector spaces

$$L_p(\mathcal{N}, \tau) := \{ x \in \mathcal{M}(\mathcal{N}, \tau) \ | \ \|x\|_p < \infty \},$$

(358)

where $p \in [1, \infty]$. The map (357) is a norm on (358) [651], and $L_p(\mathcal{N}, \tau)$ are Cauchy complete with respect to the topology of this norm. In addition, one defines $L_\infty(\mathcal{N}) := \mathcal{N}$. The Banach spaces $L_p(\mathcal{N}, \tau)$ defined this way coincide with the $L_p(\mathcal{N}, \tau)$ spaces defined at the beginning of this Section. The spaces $L_p(\mathcal{N}, \tau)$ embed continuously into $\mathcal{M}(\mathcal{N}, \tau)$, and are subsets of $\mathcal{M}_0(\mathcal{N}, \tau)$ [375]. The space $\mathcal{N} \cap L_p(\mathcal{N}, \tau)$ is dense in $L_p(\mathcal{N}, \tau)$ with respect to the topology of $\|\cdot\|_p$ norm. For all $\gamma \in [0, 1]$ [651]

$$(x, y) \in L_{1/\gamma}(\mathcal{N}, \tau) \times L_{1/(1-\gamma)}(\mathcal{N}, \tau) \Rightarrow xy \in L_1(\mathcal{N}, \tau),$$

(359)

and the duality

$$L_{1/\gamma}(\mathcal{N}, \tau) \times L_{1/(1-\gamma)}(\mathcal{N}, \tau) \ni (x, y) \mapsto [x, y] := \tau(xy) \in \mathbb{R}$$

(360)
determines an isometric isomorphism of Banach spaces

$$L_{1/\gamma}(\mathcal{N}, \tau)^B \cong L_{1/(1-\gamma)}(\mathcal{N}, \tau).$$

(361)
The noncommutative analogue of the Rogers–Hölder inequality reads [651]

$$|xy|_1 \leq \|x\|_{1/\gamma}|y|_{1/(1-\gamma)} \forall (x, y) \in L_{1/\gamma}(\mathcal{N}, \tau) \times L_{1/(1-\gamma)}(\mathcal{N}, \tau).$$

(362)
The special case of (362) were obtained in [186, 166] for $(\mathcal{N}, \tau) = (\mathcal{B}(\mathcal{H}), \text{tr})$.

The space of Riesz–Schauder [437, 476] (or compact) operators over a Hilbert space $\mathcal{H}$,

$$\mathfrak{S}_0(\mathcal{H}) := \{ x \in \mathcal{B}(\mathcal{H}) \ | \ \text{dim ran}(x) \leq \infty \},$$

(363)

where bar denotes the Cauchy completion in the norm of $\mathcal{B}(\mathcal{H})$, allows to define the space $\mathfrak{S}_1(\mathcal{H})$ of trace class (or nuclear) operators [474, 475] and the space $\mathfrak{S}_2(\mathcal{H})$ of Hilbert–Schmidt operators [478, 601, 525] as a Cauchy completion of $\mathfrak{S}_0(\mathcal{H})$ in the norm $\|x\|_1 := \text{tr}(|\sqrt{x^*}x|)$ and $\|x\|_2 := \text{tr}(x^*x)$,
respectively. More generally, the spaces $\mathfrak{G}_p(\mathcal{H})$ of von Neumann–Schatten $p$-class operators over a Hilbert space $\mathcal{H}$ are defined as \[ \mathfrak{G}_p(\mathcal{H}) := \{ x \in \mathfrak{G}_0(\mathcal{H}) \mid \|x\|_p := \text{tr}(x^* x)^{p/2} / p < \infty \}, \] for $p \in [1, \infty]$, and they are Banach spaces with respect to the norm $\| \cdot \|_p$. In addition, one sets $\mathfrak{G}_\infty(\mathcal{H}) := \mathfrak{B}(\mathcal{H})$ with $\|x\|_\infty := \|x\|_{\mathfrak{B}(\mathcal{H})}$. The spaces $\mathfrak{G}_p(\mathcal{H})$ are uniformly convex and uniformly Fréchet differentiable for $p \in ]1, \infty[$ \cite{125, 342, 303}, and the following Banach space dualities hold \cite{473, 342}:

\[ \mathfrak{G}_0(\mathcal{H})^B \cong \mathfrak{G}_1(\mathcal{H}), \quad \mathfrak{G}_1(\mathcal{H})^B \cong \mathfrak{G}_\infty(\mathcal{H}), \quad \mathfrak{G}_{1/\gamma}(\mathcal{H})^B \cong \mathfrak{G}_{1/(1-\gamma)}(\mathcal{H}), \] \hspace{1cm} (365)

for $\gamma \in [0, 1]$. If $\mathcal{N} \subseteq \mathfrak{B}(\mathcal{H})$, then \cite{125, 126}

\[ \forall \omega \in \mathcal{N}^B \quad (\omega \in \mathfrak{N}_\ast) \iff \exists x \in \mathfrak{G}_1(\mathcal{H}) \quad (\omega(x) = \text{tr}_\mathcal{B}(\mathcal{H})(x \cdot \cdot)). \] \hspace{1cm} (366)

In such case $|\omega| = \text{tr}(x)$. This theorem holds also for $(\omega, x) \in \mathcal{N}^+_1 \times \mathfrak{G}_1(\mathcal{H})^+$, as well as for $(\omega, x) \in \mathcal{N}^+_1 \times \mathfrak{G}_1(\mathcal{H})^+$. However, the uniqueness of $x$ in (366), as well as in its positive and normalised cases, holds only for $\mathcal{N} = \mathfrak{B}(\mathcal{H})$, because in such case (366) defines a linear isometry $L_1(\mathfrak{B}(\mathcal{H}), \text{tr}) \cong \mathfrak{G}_1(\mathcal{H}) \cong \mathfrak{B}(\mathcal{H})_*$ \cite{120, 472}. More generally, if $\mathcal{N} \subseteq \mathfrak{B}(\mathcal{H})$, then \cite{125}

\[ \mathfrak{N}_\ast \cong \mathfrak{G}_1(\mathcal{H})/\{ x \in \mathfrak{G}_1(\mathcal{H}) \mid \text{tr}(xy) = 0 \forall y \in \mathcal{N} \}. \] \hspace{1cm} (367)

The space $\mathfrak{G}_2(\mathcal{H})$ can be equipped with the inner product

\[ \langle x, y \rangle_{\mathfrak{G}_2(\mathcal{H})} := \text{tr}(y^* x) \quad \forall x, y \in \mathfrak{G}_2(\mathcal{H}), \] \hspace{1cm} (368)

which turns it into a Hilbert space, called the Hilbert–Schmidt space\footnote{A spectral theory of bounded operators associated with this space was a subject of analysis in \cite{217, 218, 219, 478, 477, 479, 480, 220}.}. The von Neumann–Schatten $\mathfrak{G}_p(\mathcal{H})$ spaces can be characterised by

\[ \mathfrak{G}_p(\mathcal{H}) = L_p(\mathfrak{B}(\mathcal{H}), \text{tr}) \quad \forall p \in [1, \infty]. \] \hspace{1cm} (369)

### 5.3 Operator valued weights

Given a $W^*$-algebra $\mathcal{N}$, the extended positive cone $\mathcal{N}^\text{ext}$ is defined as set of maps $m : \mathcal{N}^+_\ast \rightarrow [0, \infty]$ such that for all $\phi, \psi \in \mathcal{N}^+_\ast$

1) $m(\lambda \phi) = \lambda m(\phi) \quad \forall \lambda \geq 0,$

2) $m(\phi + \psi) = m(\phi) + m(\psi),$

3) $m$ is weakly lower semi-continuous, that is,

\[ \sup_t \{ \omega_t(x) \} = \omega(x) \Rightarrow m(\omega) \leq \liminf_t \{ m(\omega_t) \} \quad \forall \omega, \omega_t \in \mathcal{N}^+_\ast, \] \hspace{1cm} (370)

or, equivalently,

the sets $\{ \omega \in \mathcal{N}^+_\ast \mid m(\omega) > \lambda \}$ are weakly open $\forall \lambda \in \mathbb{R}.$ \hspace{1cm} (371)

The set $\mathcal{N}^\text{ext}$ can be considered as the 'set of normal weights on $\mathcal{N}^+_\ast$. It contains $\mathcal{N}^+_\ast$, and is closed under addition, multiplication by nonnegative scalars, and increasing limits of nets. If $\mathcal{N}$ is a von Neumann algebra acting on some Hilbert space $\mathcal{H}$, then $\text{aff}(\mathcal{N}^+_\ast) \subseteq \mathcal{N}^\text{ext}$. For all $m_1, m_2 \in \mathcal{N}^\text{ext}$, $x \in \mathcal{N}$, $\phi \in \mathcal{N}^+_\ast$ and $\lambda \in \mathbb{R}^+$ one defines

\[ (\lambda m)(\phi) := \lambda m(\phi), \] \hspace{1cm} (372)

\[ (m_1 + m_2)(\phi) := m_1(\phi) + m_2(\phi), \] \hspace{1cm} (373)

\[ (x^* mx)(\phi) := m(\phi(x \cdot x^*)), \] \hspace{1cm} (374)
Every $m \in \mathcal{N}^{\text{ext}}$ has a unique spectral decomposition

$$m(\phi) = \int_0^\infty \phi(P_m(\lambda)) + \infty \cdot \phi(P_m) \quad \forall \phi \in \mathcal{N}_*_+^+,$$  
(375)

where $\{P_m(\lambda) \in \text{Proj} (\mathcal{N}) \mid \lambda \in \mathbb{R}^+\}$ is an increasing family which is ultrastrongly continuous from the right, and $P_m = 1 - \lim_{\lambda \to \infty} P_m(\lambda)$. Moreover,

$$P_m(0) = 0 \iff m \text{ is faithful} \quad \text{(i.e. } m(\phi) > 0 \ \forall \phi \in \mathcal{N}_*_+^+ \setminus \{0\}) ,$$  
(376)

$$P_m = 0 \iff m \text{ is semi-finite} \quad \text{(i.e. } \{\phi \in \mathcal{N}_*_+^+ \mid m(\phi) < \infty\} \text{ is dense in } \mathcal{N}_*_+^+).$$  
(377)

Every normal weight on $\mathcal{N}$ has a unique extension $\tilde{\phi}$ to $\mathcal{N}^{\text{ext}}$ satisfying

1. $\tilde{\phi}(\lambda x) = \lambda \tilde{\phi}(x) \ \forall \lambda \geq 0 \ \forall x \in \mathcal{N}^{\text{ext}},$
2. $\tilde{\phi}(x + y) = \tilde{\phi}(x) + \tilde{\phi}(y) \ \forall x, y \in \mathcal{N}^{\text{ext}},$
3. $\tilde{\phi}(\sup_i \{m_i\}) = \sup_i \{\tilde{\phi}(m_i)\} \ \forall \text{ increasing } \{m_i\} \subseteq \mathcal{N}^{\text{ext}},$

where $\{m_i\}$ is said to be increasing if $\{m_i(\omega)\}$, with $\{m_i(\omega)\} \subseteq [0, \infty]$ is increasing for all $\omega \in \mathcal{N}_*_+^+$.

The proof of this proposition is based on the fact that every normal weight satisfies $\phi = \sum_i \phi_i$ for some family $\{\phi_i\} \subseteq \mathcal{N}_*_+^+$ [401], which allows to write

$$m(\phi) = \lim_{n \to \infty} \phi_i \left( \int_0^n P_m(\lambda) \lambda + n P_m \right) =: \lim_{n \to \infty} \sum_i \phi_i(x_n) = \sum_i m(\phi_i),$$  
(378)

where $P_m(\lambda)$ and $P_m$ are given by (375). The formula (378) provides a generalisation of (356). It allows also to prove that for every faithful normal semi-finite trace $\tau$ the function

$$\mathcal{N}^+ \times \mathcal{N}^+ \ni (x, y) \mapsto \tau(x^{1/2}y^{1/2}) = \tau(y^{1/2}x^{1/2}) \in [0, \infty]$$  
(379)

can be extended to $\mathcal{N}^{\text{ext}} \times \mathcal{N}^{\text{ext}}$ by a formula

$$\mathcal{N}^{\text{ext}} \times \mathcal{N}^{\text{ext}} \ni (x, y) \mapsto \tilde{\tau}(x^{1/2}y^{1/2}) := \sup_{i,j} \{\tau(x_j^{1/2}y_i^{1/2})\},$$  
(380)

which is characterised as a unique extension of $\tau$ to $\mathcal{N}^{\text{ext}} \times \mathcal{N}^{\text{ext}}$ such that

1. $\tilde{\tau}(\lambda x) = \lambda \tilde{\tau}(x),$
2. $\tilde{\tau}(x + y) = \tilde{\tau}(x) + \tilde{\tau}(y),$
3. $(\sup_i \{x_i\} \sup_j \{y_j\} = x, sup_j \{y_j\} = y) \Rightarrow \sup_i, sup_j \{\tilde{\tau}(x_i^{1/2}y_j^{1/2})\} = \tilde{\tau}(x^{1/2}y^{1/2}),$
4. $\tilde{\tau}(x^{1/2}y^{1/2}) = \tilde{\tau}(y^{1/2}x^{1/2}),$

for all $\lambda \in \mathbb{R}^+$, all $x, y \in \mathcal{N}^{\text{ext}}$, and all increasing nets $\{x_i\}, \{y_j\} \subseteq \mathcal{N}^{\text{ext}}$. For every $y \in \mathcal{N}^+$, the extended trace $\tilde{\tau}$ defines a normal weight $\tilde{\tau}_x$ on $\mathcal{N}$ given by

$$\tilde{\tau}_x(y) := \sup_i \{\tilde{\tau}(x_i^{1/2}y^{1/2})\}. $$  
(381)

The map

$$\mathcal{N}^{\text{ext}} \ni x \mapsto \tilde{\tau}_x \in \{\text{all normal weights on } \mathcal{N}\}$$  
(382)

is a bijection that preserves additivity, multiplication by $\lambda \in \mathbb{R}^+$, ordering, and suprema. If $x \in \text{aff}(\mathcal{N})^+$ and $y \in \mathcal{N}^+$, then the definition (380) coincides with (338), and by (377) the bijection (382) turns to a bijection

$$\text{aff}(\mathcal{N})^+ \ni x \mapsto \tilde{\tau}_x \in W(\mathcal{N}).$$  
(383)

This way (381) leads to Haagerup’s generalisation [203] of the noncommutative Radon–Nikodým theorem (339):

$$\forall \text{ normal weight } \phi \text{ on } \mathcal{N} \exists h \in \mathcal{N}^{\text{ext}} \text{ } \phi = \tilde{\tau}_h.$$  
(384)

Given $W^*$-algebras $\mathcal{N}_1, \mathcal{N}_2$ such that $\mathcal{N}_2 \subseteq \mathcal{N}_1$, an operator valued weight from $\mathcal{N}_1$ to $\mathcal{N}_2$ is a map $T : \mathcal{N}_1^+ \to \mathcal{N}_2^{\text{ext}}$ satisfying [203, 204, 223, 145]
1. If this condition is satisfied, then
   \[ T(\lambda x) = \lambda T(x) \quad \forall \lambda \geq 0 \quad \forall x \in \mathcal{N}_1^+ , \]
2. \[ T(x + y) = T(x) + T(y) \quad \forall x, y \in \mathcal{N}_1^+ , \]
3. \[ T(y^* xy) = y^* T(x)y \quad \forall x \in \mathcal{N}_1^+ \forall y \in \mathcal{N}_2. \]

It is called: **normal** iff \( \sup \{ x \} = x \Rightarrow \sup \{ T(x) \} = T(x) \forall x, x \in \mathcal{N}_1^+ ; \)** **faithful** iff \( T(x^* x) = 0 \Rightarrow x = 0; \)** **semi-finite** iff the set
\[
\mathcal{N}_T := \{ x \in \mathcal{N}_1 \mid |T(x^* x)| \leq \infty \}
\] is weakly-\( \ast \) dense in \( \mathcal{N}_1 \). If \( T : \mathcal{N}_1^+ \rightarrow \mathcal{N}_2^{\text{ext}} \) is a normal (respectively, faithful, or semi-finite) operator valued weight and \( \phi \) is a normal (respectively, faithful, or semi-finite) weight on \( \mathcal{N}_2 \), then \( \tilde{\phi} \circ T \) is a normal (respectively, faithful, or semi-finite) weight on \( \mathcal{N}_1 \). While Connes' cocycles are noncommutative analogues of the Radon–Nikodym quotients, an application of an operator valued weight (...) can and should be thought of as "partial integration" [143]. If \( T : \mathcal{N}_1^+ \rightarrow \mathcal{N}_2^{\text{ext}} \) is a faithful normal semi-finite operator valued weight then [203]
\[
\sigma_i^T(x) = \sigma_i^\phi(x) \quad \forall x \in \mathcal{N}_2 \forall \phi \in \mathcal{W}_0(\mathcal{N}_1), \quad (386)
\]
\[
\left[ (\tilde{T} \circ T) : (\tilde{\phi} \circ T) \right] = [\tilde{\phi} : \phi]_i \forall \phi, \psi \in \mathcal{W}_0(\mathcal{N}_1). \quad (387)
\]
The property (386) can be used to characterise \( T \). According to Haagerup's theorem [203, 145], there exists a faithful normal semi-finite operator valued weight \( T : \mathcal{N}_1^+ \rightarrow \mathcal{N}_2^{\text{ext}} \) iff there exist \( \phi \in \mathcal{W}_0(\mathcal{N}_1) \) and \( \psi \in \mathcal{W}_0(\mathcal{N}_2) \) such that
\[
\sigma_i^\phi(x) = \sigma_i^\psi(x) \quad \forall x \in \mathcal{N}_2. \quad (388)
\]
If this condition is satisfied, then \( T \) is uniquely determined by the 'noncommutative Tonelli theorem'
\[
\phi = \tilde{\psi} \circ T. \quad (389)
\]
In a special case, when \( \mathcal{N}_1 \) and \( \mathcal{N}_2 \) are semi-finite von Neumann algebras, \( \mathcal{N}_2 \subseteq \mathcal{N}_1 \), \( \tau_1 \) is a faithful normal semi-finite trace on \( \mathcal{N}_1 \), while \( \tau_2 \) is a faithful normal semi-finite trace on \( \mathcal{N}_2 \), then there exists a unique faithful normal semi-finite operator valued weight \( T : \mathcal{N}_1^+ \rightarrow \mathcal{N}_2^{\text{ext}} \) such that
\[
\tau_1 = \tilde{\tau}_2 \circ T. \quad (390)
\]
Given \( W^\ast \)-algebras \( \mathcal{N}_1, \mathcal{N}_2 \) such that \( \mathcal{N}_2 \subseteq \mathcal{N}_1 \), the **conditional expectation** from \( \mathcal{N}_1 \) to \( \mathcal{N}_2 \) is defined as a map \( \mathcal{E} : \mathcal{N}_1 \rightarrow \mathcal{N}_2 \) such that [614, 125, 353, 367, 588, 589, 590, 591][33]
1. \( \mathcal{E}(\lambda_1 x_1 + \lambda_2 x_2) = \lambda_1 \mathcal{E}(x_1) + \lambda_2 \mathcal{E}(x_2) \forall x_1, x_2 \in \mathcal{N}_1, \forall \lambda_1, \lambda_2 \in \mathbb{C}, \)
2. \( \mathcal{E}(x) = x \forall x \in \mathcal{N}_2, \)
3. \( x \geq 0 \Rightarrow \mathcal{E}(x) \geq 0. \)

Instead of 2) a weaker condition can be equivalently used:

2'). \( \mathcal{E}(1) = 1. \)

From [573, 574, 575, 79] it follows that the conditions 1)-3) imply the following equivalent properties

4. \( \mathcal{E}(y_1 x_2 y_2) = y_1 \mathcal{E}(x) y_2 \forall x \in \mathcal{N}_1 \forall y_1, y_2 \in \mathcal{N}_2, \)
4'). \( \mathcal{E}(y^* xy) = y^* \mathcal{E}(x)y \forall x \in \mathcal{N}_1 \forall y \in \mathcal{N}_2, \)
4") \( \mathcal{E}(x \mathcal{E}(y)) = \mathcal{E}(x) \mathcal{E}(y) \forall x, y \in \mathcal{N}_1, \)
4"") \( \mathcal{E}(xy) = \mathcal{E}(x)y \forall (x, y) \in \mathcal{N}_1 \times \mathcal{N}_2. \)

---

33See [533, 534] for an overview.
A conditional expectation $\mathcal{E}$ is called: \textbf{faithful} if $\mathcal{E}(x) = 0 \Rightarrow x = 0 \forall x \in \mathcal{N}_1^+$; \textbf{normal} if $\sup_x \{\mathcal{E}(x)\} = \mathcal{E}(x)$ for every bounded increasing net $\{x_i\} \subseteq \mathcal{N}_1^+$; \textbf{$\omega$-stable} (or \textbf{$\omega$-invariant}) for $\omega \in (\mathcal{N}_1)_0^+$ if $\omega|_{\mathcal{N}_2} \circ \mathcal{E} = \omega$. If $\omega \in (\mathcal{N}_1)_0^+$ and $\mathcal{E}$ is $\omega$-stable, then $\mathcal{E}$ is faithful normal. According to the Takesaki–Golodets theorem [554, 184], if $\mathcal{N}_1, \mathcal{N}_2$ are $W^*$-algebras such that $\mathcal{N}_2 \subseteq \mathcal{N}_1$ and $\phi \in \mathcal{N}_0^+$, then there exists a $\phi$-stable conditional expectation $\mathcal{E} : \mathcal{N}_1 \rightarrow \mathcal{N}_2$ $\mathcal{E}(\phi) = 1$. For such $\mathcal{E}$ exists, then it is unique. For any operator valued weight $T : \mathcal{N}_1^+ \rightarrow \mathcal{N}_2^{\text{ext}}$ satisfying $T(\|I\|) = 1$ there exists a conditional expectation $\mathcal{E} : \mathcal{N}_1 \rightarrow \mathcal{N}_2$ such that $T$ is a restriction of $\mathcal{E}$ to $\mathcal{N}_1^+$. Conversely, every operator valued weight $T$ has a unique linear extension $T : \mathfrak{m}_T \rightarrow \mathcal{N}_2$, where

$$m_T := \text{span}_C \{x^* y | x, y \in \mathcal{N}_1, \|T(x^* x)\| < \infty, \|T(y^* y)\| < \infty\}$$

which satisfies

$$T(y_1 x y_2) = y_1 T(x) y_2 \forall x \in \mathfrak{m}_T, y_1, y_2 \in \mathcal{N}_2.$$

The sets $\mathfrak{n}_T$ and $\mathfrak{m}_T$ are bimodules over $\mathcal{N}_2$. If $T(\mathfrak{m}_T)$ is a weak-$\star$ dense two sided ideal of $\mathcal{N}_2$. If $T(\|I\|) = 1$ then the above extension of $T$ is a conditional expectation from $\mathcal{N}_1$ to $\mathcal{N}_2$. (The notions of an operator valued weight generalises this way the \textit{unbounded} conditional expectations of [93].)

Given a $W^*$-dynamical system $(\mathcal{N}, G, \alpha)$ with a locally compact abelian group $G$, the formula

$$T(x) := \int_G \tilde{\mu}_L^G(\tilde{b}) \tilde{\alpha}_\tilde{b}(x)$$

defines a normal operator valued weight $T : \mathcal{N}^+ \rightarrow \mathcal{N}^{\text{ext}}$. We say that $\alpha$ is \textit{integrable} if the set $\{x \in \mathcal{N} | T(x^* x) \in \mathcal{N}^+\}$ is weakly-$\star$ dense in $\mathcal{N}$. For $x \in (\mathcal{N} \rtimes \alpha G)^+$, the map $x \mapsto \int_D \tilde{\mu}_L^G(\tilde{b}) \tilde{\alpha}_\tilde{b}(x)$ is weakly-$\star$ continuous for any compact $D \subseteq \hat{G}$ and

$$\tilde{T}(x) := \int_G \tilde{\mu}_L^G(\tilde{b}) \tilde{\alpha}_\tilde{b}(x) \forall x \in (\mathcal{N} \rtimes \alpha G)^+$$

defines a faithful normal semi-finite operator valued weight $\tilde{T} : (\mathcal{N} \rtimes \alpha G)^+ \rightarrow (\mathcal{N} \rtimes \alpha G)^{\text{ext}} = (\pi_\alpha(\mathcal{N}))^{\text{ext}}$ which is characterised by

$$(\tilde{T}(x))(\omega) = \int_G \tilde{\mu}_L^G(\tilde{b}) (\tilde{\alpha}_\tilde{b}(x))(\omega) \forall \omega \in (\pi_\alpha(\mathcal{N}))^+_\omega.$$

It satisfies [201]

$$\tilde{T}(u_G(g)xu_G(g)^*) = u_G(g)\tilde{T}(x)u_G(g)^* \forall x \in (\mathcal{N} \rtimes \alpha G)^+ \forall g \in G.$$

Given $\phi \in \mathcal{W}(\mathcal{N})$, the \textbf{dual weight} $\hat{\phi}$ on $\mathcal{N} \rtimes \alpha G$ is defined as $\hat{\phi} = \tilde{\phi} \circ \pi^{-1} \circ \tilde{T}$.

Given a $W^*$-algebra $\mathcal{N}$ and $\psi \in \mathcal{W}_0(\mathcal{N})$, consider $\hat{\mathcal{N}} := \mathcal{N} \rtimes \sigma_\psi \mathbb{R}$ where $\sigma_\psi$ is a modular automorphism group induced by $\psi$ on $\mathcal{N}$. Formula (395) turns in this case to

$$\hat{T} : \hat{\mathcal{N}}^+ \ni x \mapsto \hat{T}(x) := \int_{\mathbb{R}} ds \hat{\sigma}^x_s(x) \in \mathcal{N}_{\sigma_\psi}^{\text{ext}} = (\pi_{\sigma_\psi}(\mathcal{N}))^{\text{ext}}.$$  

Hence, the map

$$\hat{\mathcal{N}}^+ \ni x \mapsto \pi^{-1}_{\sigma_\psi}(\int_{\mathbb{R}} ds \hat{\sigma}^x_s(x)) \in \mathcal{N}^{\text{ext}},$$

\textsuperscript{34}Such definition of a dual weight is sufficient for our purposes. However, it is only a special case of the theory of dual weights on crossed products, developed in [555, 117, 118, 468, 469, 198, 204, 536, 537, 670, 539].
where \( \pi_{\sigma^\psi} \) is a faithful normal representation determined by (279), is a faithful normal semi-finite operator valued weight [204]. So, given any normal weight \( \phi \) on a \( W^* \)-algebra \( \mathcal{N} \), its dual weight \( \hat{\phi} \) on \( \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \) is given by (398),

\[
\hat{\phi} := \tilde{\phi} \circ \pi_{\sigma^\psi}^{-1} \left( \int_{\mathbb{R}} ds \, \tilde{\sigma}_s^\psi (\cdot) \right) : \check{\mathcal{N}}^+ \rightarrow [0, \infty].
\]

The dual weight \( \hat{\phi} \) is also normal. If \( \phi \) is faithful (respectively, semi-finite), then \( \hat{\phi} \) is also faithful (respectively, semi-finite). From \( \hat{T} (x) \in \check{\mathcal{N}}^\text{ext} \ \forall x \in \check{\mathcal{N}}^+ \) one has \( \hat{\sigma}_s^\psi \circ \hat{T} = \hat{T} \ \forall s \in \mathbb{R} \), where the extension of \( \hat{\sigma}_s^\psi \) to \( \check{\mathcal{N}}^\text{ext} \) is given by

\[
\hat{\psi}(\hat{\sigma}_s^\psi (x)) = (\tilde{\psi} \circ \hat{\sigma}_s^\psi)(x) \ \forall \check{\mathcal{N}}^\text{ext} \ \forall \psi \in \mathcal{W}_0(\check{\mathcal{N}}).
\]

Hence,

\[
\hat{\phi} \circ \hat{\sigma}_s^\psi = \hat{\phi} \ \forall s \in \mathbb{R}.
\]

Moreover, the map

\[
\mathcal{W}(\mathcal{N}) \ni \phi \mapsto \hat{\phi} \in \{ \varphi \in \mathcal{W}_0(\check{\mathcal{N}}) \mid \varphi \circ \hat{\sigma}_s^\psi = \varphi \ \forall s \in \mathbb{R} \}
\]

is a bijection such that

\[
\hat{\phi} + \hat{\psi} = \hat{\phi} + \hat{\psi},
\]

\[
\hat{\phi}(x \cdot x^*) = \hat{\phi}(x \cdot x^*),
\]

\[
\text{supp}(\hat{\phi}) = \text{supp}(\phi).
\]

### 5.4 Integration relative to a weight

Now we can consider Haagerup’s approach to construction of noncommutative \( L_p(\mathcal{N}, \psi) \) spaces. A starting point of this approach is an observation that only semi-finite von Neumann algebras admit faithful normal semi-finite traces, and the crossed product \( \check{\mathcal{N}} := \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \) of an arbitrary von Neumann algebra \( \mathcal{N} \) with the action of modular automorphism group \( \sigma^\psi \) of \( \psi \in \mathcal{W}_0(\mathcal{N}) \) is a semi-finite von Neumann algebra. So, one can try to integrate over \( \check{\mathcal{N}} \) using a suitably defined trace on \( \check{\mathcal{N}} \), provided that this procedure can cover all \( \mathcal{N} \). Because \( \mathcal{N} \) is the fixed point subalgebra \( \mathcal{N}_{\sigma^\psi} \) of \( \mathcal{N} \) under the dual action \( \hat{\sigma}^\psi \), it seems that one can use the Pedersen–Takesaki noncommutative Radon–Nikodým type theorem to integrate over full \( \check{\mathcal{N}} \). However, in order to determine a natural choice of trace \( \tau_\psi \) over \( \check{\mathcal{N}} \) that corresponds to \( \psi \in \mathcal{W}_0(\mathcal{N}) \), one needs to use dual weights, which requires to use operator valued weights and Haagerup’s version of the noncommutative Radon–Nikodým theorem.

A faithful normal semi-finite trace \( \tau_\psi \) on \( \check{\mathcal{N}} \), uniquely determined by the equation

\[
\left[ \hat{\psi} : \tau_\psi \right]_t = u_\mathbb{R}(t) =: h^t \ \forall t \in \mathbb{R},
\]

will be called a natural trace. From (293) one has \( \hat{\sigma}_s^\psi(h) = e^{-s} h \). Together with \( \hat{\psi} \circ \hat{\sigma}_s^\psi = \hat{\psi} \), which follows from (403), this gives

\[
\tau_\psi \circ \hat{\sigma}_s^\psi(x) = \hat{\psi} \circ \hat{T}(h^{-1/2} \hat{\sigma}_s^\psi(x) h^{-1/2}) = \hat{\psi} \circ \hat{T} \left( (\hat{\sigma}_s^\psi(h^{-1}))^{1/2} x (\hat{\sigma}_s^\psi(h^{-1}))^{1/2} \right)
\]

\[
= e^{-s} \hat{\psi} \circ \hat{T}(h^{-1/2} x h^{-1/2}) = e^{-s} \tau_\psi(x) \ \forall x \in \check{\mathcal{N}}^+,
\]

hence

\[
\tau_\psi \circ \hat{\sigma}_s^\psi = e^{-s} \tau_\psi \ \forall s \in \mathbb{R}.
\]

By (384), for any normal weight \( \phi \) on \( \mathcal{N} \) there exists a unique operator \( h_\phi \in \mathcal{N}^\text{ext} \) that satisfies

\[
\tau_\psi(h_\phi^{1/2} x h_\phi^{1/2}) = \hat{\phi}(x) \ \forall x \in \check{\mathcal{N}}^+,
\]

(412)
which is equivalent to a uniqueness of the bijection between $\phi$ and a family of partial isometries given by Connes’ cocycle,

$$\left[\hat{\phi} : \tau_\psi\right]_\lambda = h_\phi^\lambda,$$

whenever $\phi \in \mathcal{W}(\mathcal{N})$. The operator $h_\phi$ plays a role of a noncommutative Radon–Nikodým quotient of a normal weight $\hat{\phi}$ on $\mathcal{N}$ with respect to a natural trace $\tau_\psi$. The map $\phi \mapsto h_\phi$ defines a bijection between the set $\mathcal{W}(\mathcal{N})$ and a subset $\mathcal{M}_1(\mathcal{N})$ of such elements of $\mathrm{aff}(\mathcal{N})^+$ that satisfy $\hat{\sigma}_\psi^\lambda(h_\phi) = e^{-\lambda}h_\phi$.

For any normal weight $\phi$ on $\mathcal{N}$, $\hat{\phi} = (\tau_\psi)h_\phi$ determined by (412) satisfies (405)-(407), which can be expressed in terms of noncommutative Radon–Nikodým quotient as [203]

$$(\tau_\psi)_{h_1 + h_2} = (\tau_\psi)h_1 + (\tau_\psi)h_2,$$

$$(\tau_\psi)_{xhx} = (\tau_\psi)h(x \cdot x^*),$$

supp($\tau_\psi)h_\phi$) = supp($\phi$). (416)

where $h_1 + h_2$ and $xhx^*$ are understood in terms of (373) and (374), respectively. As a result, the map $\phi \mapsto h_\phi$ satisfies

$$h_{\phi+\varphi} = h_\phi + h_\varphi,$$

$h_{\phi(x - x^*)} = xh_\phi x^*$,

supp($h_\phi$) = supp($\phi$). (419)

From the property (see [279] or [563] for a proof)

$$\phi \in \mathcal{W}(\mathcal{N}) \Rightarrow \tau_\psi\left(P_h^\infty([\lambda, \infty[)\right) = \frac{1}{\lambda} \phi([1]) \forall \lambda > 0$$

it follows that the operator $h_\phi$ defined by (412) or (413) is $\tau_\psi$-measurable iff $\phi \in \mathcal{N}_c^\ast$. Let $\mathcal{M}(\mathcal{N}, \tau_\psi)$ denote the completion of $\mathcal{N}$ in $\tau_\psi$-topology. The space $\mathcal{M}(\mathcal{N}, \tau_\psi)$ is a topological $*$-algebra, and can be always represented as a space of all closed densely defined $\tau_\psi$-measurable operators affiliated with $\mathcal{N}$. Let the extension of $\hat{\sigma}_\psi^s$, $s \in \mathbb{R}$, from $\mathcal{N}$ to $\mathcal{M}(\mathcal{N}, \tau_\psi)$ and $\mathcal{N}_c^\ast$ be denoted, with the abuse of notation, by the same symbol. Then the algebraic component of the structure of noncommutative $L_p(\mathcal{N}, \psi)$ space, where $p \in [1, \infty]$, is defined by

$$\mathcal{M}^p(\mathcal{N}, \tau_\psi) := \left\{ x \in \mathcal{M}(\mathcal{N}, \tau_\psi) \mid \hat{\sigma}_\psi^{s}(x) = e^{-\lambda}x \right\}. (421)$$

This way $\mathcal{M}(\mathcal{N}, \tau_\psi)$ becomes a ‘container’ for all noncommutative $L_p(\mathcal{N}, \psi)$ spaces. Every space $\mathcal{M}^p(\mathcal{N}, \tau_\psi)$ is a self-adjoint linear subspace of $\mathcal{M}(\mathcal{N}, \tau_\psi)$, closed under left and right multiplication by the elements of $\mathcal{N}$. If $x = v|x| \in \mathcal{M}(\mathcal{N}, \tau_\psi)$, then

$$x \in \mathcal{M}^p(\mathcal{N}, \tau_\psi) \iff (v \in \mathcal{N}, \ |x| \in \mathcal{M}^p(\mathcal{N}, \tau_\psi)) \iff (v \in \mathcal{N}, \ |x|^p \in \mathcal{M}^1(\mathcal{N}, \tau_\psi)). (422)$$

The second equivalence is provided by the Mazur map $\mathcal{N}^+ \ni x \mapsto x^p \in \mathcal{N}^+, \ p \in [0, \infty[,$ extended by continuity to $\mathcal{M}(\mathcal{N}, \tau_\psi) \ni x \mapsto x^p \in \mathcal{M}(\mathcal{N}, \tau)$,

$$x \in \mathcal{M}^p(\mathcal{N}, \tau_\psi) \iff x^p \in \mathcal{M}^1(\mathcal{N}, \tau_\psi) \forall x \in \mathcal{M}(\mathcal{N}, \tau_\psi)^+.$$

By definition, $\mathcal{N} = \mathcal{M}^\infty(\mathcal{N}, \tau_\psi)$. On the other hand, all elements of $\mathcal{M}^p(\mathcal{N}, \tau_\psi)$ for all $p \neq \infty$ are unbounded [202, 563]. All spaces $\mathcal{M}^p(\mathcal{N}, \tau_\psi)$ inherit the $\tau_\psi$-topology of $\mathcal{M}(\mathcal{N}, \tau_\psi)$, and all are sequential spaces with respect to it.

Every $\phi \in \mathcal{N}_c^\ast$, considered as a linear form on $\mathcal{N}$, has a unique polar decomposition $\phi = |\phi|(\cdot, u)$, and a polar decomposition of $h_\phi$ is $h_\phi = u|h_\phi| = uh_\phi|\phi|$. This defines a unique extension of the map $\mathcal{N}_c^\ast \ni \phi \mapsto h_\phi \in \mathcal{M}(\mathcal{N}, \tau_\psi)^+$ to a linear bijection

$$\mathcal{N}_c^\ast \ni \phi \mapsto h_\phi \in \mathcal{M}^1(\mathcal{N}, \tau_\psi) = \mathcal{N}_c^2(\mathcal{N}) \cap \mathcal{M}(\mathcal{N}, \tau_\psi).$$

(424)
preserving positivity, conjugation, ordering, polar decomposition and the action of $\mathcal{N}$ [563]. For $\phi \in \mathcal{W}_0(\mathcal{N})$ the operator $h_\phi$ is strictly positive (invertible). The space $\mathcal{M}^1(\hat{\mathcal{N}}, \tau_\psi)$ can be equipped with a bounded positive linear functional $\text{Tr} : \mathcal{M}^1(\hat{\mathcal{N}}, \tau_\psi) \to \mathbb{C}$,

$$\text{Tr}(h_\phi) := \phi(\mathbb{1}) \quad \forall \phi \in \mathcal{N}_*.$$  \hspace{1cm} (425)

By polar decomposition,

$$\text{Tr}(|h_\phi|) = \text{Tr}(h_{|\phi|}) = |\phi|(\mathbb{1}) = |\phi|_{\mathcal{N}_*} \quad \forall \phi \in \mathcal{N}_*,$$  \hspace{1cm} (426)

so

$$|\text{Tr}(x)| \leq \text{Tr}(|x|) \quad \forall x \in \mathcal{M}^1(\hat{\mathcal{N}}, \tau_\psi).$$  \hspace{1cm} (427)

As a result, the map

$$x \mapsto \lVert x \rVert_1 := \text{Tr}(|x|)$$

is a norm on $\mathcal{M}^1(\hat{\mathcal{N}}, \tau_\psi)$. The Mazur map enables one to define the corresponding norms for $p \in [1, \infty[$ by

$$\lVert x \rVert_p := \lVert |x|^p \rVert_1^{1/p} = (\text{Tr}(|x|^p))^{1/p} \quad \forall x \in \mathcal{M}^p(\hat{\mathcal{N}}, \tau_\psi).$$  \hspace{1cm} (429)

For $p = \infty$, we define

$$\lVert x \rVert_\infty = \lVert x \rVert_{\mathcal{N}_*} \quad \forall x \in \mathcal{N} = \mathcal{M}^\infty(\hat{\mathcal{N}}, \tau_\psi).$$  \hspace{1cm} (430)

For each $p \in [1, \infty]$ the space $\mathcal{M}^p(\hat{\mathcal{N}}, \tau_\psi)$ is Cauchy complete in the topology generated by $\lVert \cdot \rVert_p$. This topology coincides with the topology induced on $\mathcal{M}^p(\hat{\mathcal{N}}, \tau_\psi)$ from $\mathcal{M}(\hat{\mathcal{N}}, \tau_\psi)$. The Banach spaces $(\mathcal{M}^p(\hat{\mathcal{N}}, \tau_\psi), \lVert \cdot \rVert_p)$ will be denoted by $L_p(\mathcal{N}, \psi)$, and called the Haagerup–Terp spaces. From (428) it follows that the map $\phi \mapsto h_\phi$ defines an isometric isomorphism $\mathcal{N}_* \cong L_1(\mathcal{N}, \psi)$. We have also $L_\infty(\mathcal{N}, \psi) = \mathcal{N}$. For $\gamma \in [0,1]$, the linear form

$$L_1/\gamma(\mathcal{N}, \psi) \times L_1/(1-\gamma)(\mathcal{N}, \psi) \ni (x,y) \mapsto \text{Tr}(xy) = \text{Tr}(yx) \in \mathbb{C}$$

defines the isometric isomorphism between $L_1/\gamma(\mathcal{N}, \psi)$ and $L_1/(1-\gamma)(\mathcal{N}, \psi)$, given by the duality pairing $[\cdot, \cdot]$

$$d : L_1/\gamma(\mathcal{N}, \psi) \ni x \mapsto x^d := [x, \cdot] := \text{Tr}(x \cdot) \in L_1/(1-\gamma)(\mathcal{N}, \psi)^B.$$  \hspace{1cm} (432)

Moreover, one has also the noncommutative analogue of Rogers–Hölder inequality [445, 224],

$$\lVert xy \rVert_1 \leq \lVert x \rVert_{1/\gamma} \lVert y \rVert_{1/(1-\gamma)} \quad \forall \gamma \in [0,1] \ \forall x \in L_1/\gamma(\mathcal{N}, \psi) \ \forall y \in L_1/(1-\gamma)(\mathcal{N}, \psi).$$  \hspace{1cm} (433)

The space $L_2(\mathcal{N}, \psi)$ is a Hilbert space with respect to the inner product

$$\langle x, y \rangle_{L_2(\mathcal{N}, \psi)} := \text{Tr}(y^* x) = \text{Tr}(xy^*) \quad \forall x, y \in L_2(\mathcal{N}, \psi).$$  \hspace{1cm} (434)

If $\mathcal{N}$ has no minimal projection and if $1 \leq p < q < \infty$, then

$$L_p(\mathcal{N}, \psi) \cap L_q(\mathcal{N}, \psi) = \{0\}. $$  \hspace{1cm} (435)

A Haagerup–Terp space $L_p(\mathcal{N}, \psi)$ is isometrically isomorphic to some commutative Riesz–Radon space $L_p(\mathcal{X}, \mu(\mathcal{X}), \tilde{\mu})$ only if either $p = 2$ or $\mathcal{N}$ is a commutative $W^*$-algebra (for semi-finite $\mathcal{N}$ and $\psi$ given by faithful normal semi-finite trace this was shown in [271, 272]). For semi-finite $\mathcal{N}$ and faithful normal semi-finite trace $\psi = \tau$ on $\mathcal{N}$ the Haagerup–Terp spaces $L_p(\mathcal{N}, \psi)$ are isometrically isomorphic and order isomorphic to spaces $L_p(\mathcal{N}, \tau)$ spaces defined in Section 5.2. The quadruple $(L_2(\mathcal{N}, \psi), \pi_L(\mathcal{N}), J, L_2(\mathcal{N}, \psi)^\perp)$ with $\pi_L(x)y := xy$ and $Jy := y^* \ \forall x \in \mathcal{N} \ \forall y \in L_2(\mathcal{N}, \psi)$ is a standard form of $\mathcal{N}$.

We will now define the Connes–Hilsum spaces. Let $\mathcal{N}$ be a von Neumann algebra on a Hilbert space $\mathcal{H}$, and let $\psi^* \in \mathcal{W}_0(\mathcal{N}^*)$. Define $\mathcal{N}^p(\mathcal{N}, \psi^*)$ as a set of all closed densely defined operators $x$
on $\mathcal{H}$ such that, given polar decomposition $x = u|x|$, $u \in \mathcal{N}$ and there exists $\phi \in \mathcal{W}(\mathcal{N})$ such that $|x|^p = \frac{\phi}{||\phi||}$. Define

$$\int \psi^* |x| := \phi(\mathbb{1}),$$

for $p \in [1, \infty]$, as well as $\mathcal{M}^\infty(\mathcal{N}, \psi^*):= \mathcal{N}$ and $\|x\|_\infty := \|x\|_\mathcal{N}$ $\forall x \in \mathcal{N}$. For $p \in [1, \infty]$, the space $(\mathcal{M}^p(\mathcal{N}, \psi^*), \|\cdot\|_p)$ is a Banach space if the additive structure of this space is given by the strong sum, defined as a closure of an algebraic sum. These Banach spaces will be denoted by $L_p(\mathcal{N}, \psi^*)$ and called the Connes–Hilsum spaces.

Finally, let us define the Araki–Masuda spaces. For a $W^*$-algebra $\mathcal{N}$, $\psi \in \mathcal{W}_0(\mathcal{N})$, $p \in [1, \infty]$ and $n_\psi^\infty := (n_\psi \cap n_\psi^*)^v$

(c.f. (90)), consider the sets $\mathcal{M}^p(\mathcal{N}, \psi)$ of all closed operators $x$ on $\mathcal{H}_\psi$ satisfying

1) $xJ_\psi \sigma_{x/p}^v yJ_\psi \geq J_\psi yJ_\psi x \quad \forall y \in n_\psi^\infty$,

2) $\|x\|_p := \left( \sup_{y \in n_\psi^\infty, \|y\|_\infty \leq 1} \left\{ \|x |y| / |y|_\psi \right\} \right)^{2/p} < \infty$.

The sets $\mathcal{M}^p(\mathcal{N}, \psi)$ can be equipped with the structure of a vector space over $\mathbb{C}$, with the addition operation given by

1) $(x_1 + x_2)_{\text{dom}(x_1) \cap \text{dom}(x_2)}$ iff $x_1, x_2 \in \mathcal{M}^p(\mathcal{N}, \psi)$ are densely defined and for $p \in [2, \infty]$, $2) [x_1, \cdot)_\psi + [x_2, \cdot)_\psi$ for $p \in [1, \infty]$, where

$$\mathcal{M}^p(\mathcal{N}, \psi) \times \mathcal{M}^q(\mathcal{N}, \psi) \ni (x_p, x_q) \mapsto [x_p, x_q]_\psi := \lim_{y \to i} \langle x_p | y \rangle_\psi \langle x_q | y \rangle_\psi \in \mathbb{C},$$

for $\frac{1}{p} + \frac{1}{q} = 1$, $y \in n_\psi^\infty$ such that $\|y\| \leq 1$, and lim denoting a limit in ultraweak topology,

3) the linear structure of $\mathcal{N}^*_*$ for $p = 1$.

The map $\|\cdot\|_p$ is a norm on a vector space $\mathcal{M}^p(\mathcal{N}, \psi)$, with respect to which $\mathcal{M}^p(\mathcal{N}, \psi)$ is Cauchy complete. The resulting Banach spaces will be denoted $L_p(\mathcal{N}, \psi^*)$ and called the Araki–Masuda spaces. The space $L^\infty(\mathcal{N}, \psi)$ is defined as $\mathcal{N}$, with $\|x\|_\infty := \|x\|_\mathcal{N}$. The map $[\cdot, (\cdot)^*_\psi]$ is a bilinear form on $L_p(\mathcal{N}, \psi) \times L_q(\mathcal{N}, \psi)$. For every $x \in L_p(\mathcal{N}, \psi)$ and every $p \in [1, \infty]$ there exists a unique polar decomposition

$$x = u\Delta_{\phi, \psi}^{1/p},$$

where $\phi \in \mathcal{N}^+_*$ and $u$ is a partial isometry such that $\text{supp}(\phi) = u^* u$. Moreover, every operator of the form (441) belongs to $L_p(\mathcal{N}, \psi^*)$, and

$$\left\| u\Delta_{\phi, \psi}^{1/p} \right\|_p = (\phi(\mathbb{1}))^{1/p},$$

for $p \in [2, \infty]$, $L_p(\mathcal{N}, \psi)^+ = \{ \Delta_{\phi, \psi}^{1/p} | \phi \in \mathcal{N}^*_* \}$.

The mapping

$$\mathcal{N}^*_* \ni \phi \mapsto \phi(xu) \in \mathbb{C} \quad \forall x \in \mathcal{N}$$

defines an isometric isomorphism $\mathcal{N}^*_* \cong L_1(\mathcal{N}, \psi)$. In addition, $\mathcal{H}_\psi \cong L_2(\mathcal{N}, \psi)$ by means of

$$L_2(\mathcal{N}, \psi) \ni u\Delta_{\phi, \psi}^{1/2} \mapsto u\xi_\psi(\phi) \in \mathcal{H}_\psi.$$
where \( \xi(\phi) \) is a standard vector representative of \( \phi \in \mathcal{N}_1^\times \) in the natural cone of \( \mathcal{H}_\phi \).

The Haagerup–Terp, Araki–Masuda and Kosaki–Terp spaces \( L_p(\mathcal{N}, \psi) \) are uniformly convex and uniformly Fréchet differentiable for \( p \in [1, \infty[ \) (for proofs, see [563], [20, 337], and [286], respectively). Hence, by isometric isomorphisms, this holds also for the corresponding spaces of Connes–Hilsum, Zolotarëv, Cecchini, and Leinert.

The structure of \( \mathcal{N} \) is independent of the choice of \( \psi \) up to a *-isomorphism \( \zeta : \mathcal{N} \times_{\sigma_1} \mathbb{R} \to \mathcal{N} \times_{\sigma_2} \mathbb{R} \) such that [594, 643]

\[
\zeta \circ \hat{\nu}^1_t = \hat{\nu}^2_t \circ \zeta \quad \forall t \in \mathbb{R},
\]

\[
\tau_{\nu}^1 = \tau_{\nu_2} \circ \zeta.
\]

the map \( \zeta \) can be extended to a topological *-isomorphism \( \hat{\zeta} : \mathcal{M}(\hat{\mathcal{N}}_1, \tau_{\psi_1}) \to \mathcal{M}(\hat{\mathcal{N}}_2, \tau_{\psi_2}) \) [563]. From this it follows that for any \( \psi, \phi \in \mathcal{W}_0(\mathcal{N}) \), the spaces \( L_p(\mathcal{N}, \psi) \) and \( L_p(\mathcal{N}, \phi) \) are isometrically isomorphic [563, 286]. This leads to a question whether it is possible to provide a construction of noncommutative \( L_p \) spaces, which would be explicitly independent of the choice of \( \psi \in \mathcal{W}_0(\mathcal{N}) \).

### 5.5 Canonical noncommutative integration

The problem of construction of canonical integration theory over \( W^* \)-algebras \( \mathcal{N} \) together with the associated canonical (weight-independent) construction of \( L_p(\mathcal{N}) \) spaces was solved in two different but equivalent ways by Kosaki [279] and by Falcone and Takesaki [146].

The approach of Kosaki is based on the use of polar decomposition of elements of \( \mathcal{N} \) in terms of canonical relative modular operator (206). For \( \phi_1, \phi_2 \in \mathcal{N} \) with polar decompositions \( \phi_1 = |\phi_1|(\cdot u_1) \) and \( \phi_2 = |\phi_2|(\cdot u_2), p \in [1, \infty[, \) and \( \lambda = e^{ir}|\lambda| \in \mathbb{C} \) with \( r \in [0, 2\pi[ \), consider the addition, multiplication and * operations on \( \mathcal{N} \) given by

1. \( \phi_1^{1/p} + \phi_2^{1/p} := (|\varphi(\cdot u)|)^{1/p} \), where \( \varphi \in \mathcal{N}^+_1 \) and a partial isometry \( u \) with \( \text{supp}(\varphi) = u^*u \) are determined by \( u^\Delta_{|\varphi|+|\phi_1|+|\phi_2|} := u_1^{\Delta_{|\phi_1|+|\phi_2|}} + u_1^{\Delta_{|\phi_1|+|\phi_2|}} \),

2. \( \lambda \cdot \phi_1^{1/p} := (|\lambda|^p|\phi_1|(\cdot e^{ir}u))^{1/p} \),

3. \( \phi_1^{1/p} \star := (|\varphi(\cdot u)|)^{1/p}, \) where \( \varphi \in \mathcal{N}^+_1 \) and a partial isometry \( u \) with \( \text{supp}(\varphi) = u^*u \) are determined by \( u^\Delta_{|\varphi|+|\phi_1|} := (u_1^{\Delta_{|\phi_1|}})^* \).

Like in (169)–(170), \( \phi^{1/p} \) is understood here as a symbol referring to the element \( \phi \) of \( \mathcal{N} \), subject to the above operations. The set \( \mathcal{N}^+_1 \) equipped with the above structure becomes a vector space with involution * and will be denoted by \( \mathcal{M}(\mathcal{N}) \). The map

\[
\| \cdot \|_p : \mathcal{M}(\mathcal{N}) \ni \phi^{1/p} \mapsto \| \phi^{1/p} \|_p := \| \phi \|_{\mathcal{N}^+_1}^{1/p}
\]

defines a norm on \( \mathcal{M}(\mathcal{N}) \), with respect to which \( \mathcal{M}(\mathcal{N}) \) is Cauchy complete. The Banach spaces \( \mathcal{M}(\mathcal{N}), \| \cdot \|_p \) are denoted by \( L_p(\mathcal{N}) \). Kosaki shows that they satisfy noncommutative analogue of the Rogers–Hölder inequality, are uniform convex and uniform Fréchet differentiable for \( p \in [1, \infty[ \) and \( L_q(\mathcal{N}) \) is a Banach dual of \( L_p(\mathcal{N}) \) for \( \frac{1}{p} + \frac{1}{q} = 1 \) with \( p \in [1, \infty[ \). The space \( L_2(\mathcal{N}) \) coincides with the Hilbert space of Kosaki’s canonical representation. Moreover, given a *-isomorphism \( \zeta : \mathcal{N}_1 \to \mathcal{N}_2 \) of \( W^* \)-algebras \( \mathcal{N}_1 \) and \( \mathcal{N}_2 \), the isometry \( \zeta^\times : \mathcal{N}_2^\times \to \mathcal{N}_1^\times \), induced by

\[
(\zeta^\times \phi)(x) = \phi(\zeta(x)) \quad \forall x \in \mathcal{N}_1, \ \forall \phi \in \mathcal{N}_2^\times
\]

gives rise to a surjective isometry \( L_p(\mathcal{N}_1) \to L_p(\mathcal{N}_2) \) [279]. This defines a functor \( \text{ncL}_p^K : W^*\text{Iso} \to \text{ncL}_p\text{Iso} \), where \( \text{ncL}_p\text{Iso} \) is a family of categories (indexed by \( p \in [1, \infty[ \)) consisting of \( L_p(\mathcal{N}) \) spaces with isometric isomorphisms.
The approach of Falcone and Takesaki relies on the properties of the standard core algebra \( \tilde{N} \) and Masuda’s [340] reformulation of Connes’ noncommutative Radon–Nikodým type theorem. The one-parameter automorphism group of \( \text{F}(N) \),
\[
\tilde{\sigma}_s(x\phi^it) := e^{-its}x\phi^it \quad \forall x\phi^it \in N(t),
\]
(452)
corresponding to the unitary group \( \tilde{u}(s) \) on \( \tilde{H} \) given by
\[
(\tilde{u}(s)\xi)(t) = e^{-ist}\xi(t) \quad \forall t \in \mathbb{R} \quad \forall \xi \in \tilde{H},
\]
(453)
extends uniquely to a group of automorphisms \( \tilde{\sigma}_s : \tilde{N} \to \tilde{N} \). The automorphism \( \tilde{\sigma}_s \) provides a weight-indepenent replacement for a dual automorphism \( \tilde{\sigma}_s^\diamond \) used in Haagerup’s theory. The triple \( (N, \mathbb{R}, \tilde{\sigma}) \) is a \( W^* \)-dynamical system. Analogously to (296) and (297), there exist canonical isomorphisms
\[
\tilde{N} \cong N, \quad \tilde{N}_\sigma \cong N.
\]
(454)
(455)
The action of \( \tilde{\sigma}_s \) on \( \tilde{N} \) is integrable over \( s \in \mathbb{R} \), and
\[
T_\tilde{\sigma} : \tilde{N}^+ \ni x \mapsto T_\tilde{\sigma}(x) := \int_\mathbb{R} ds \tilde{\sigma}_s(x) \in N^{\text{ext}},
\]
(456)
is an operator valued weight from \( \tilde{N} \) to \( \tilde{N}_\sigma \cong N \). For any \( \phi \in \mathcal{W}(N) \), its dual weight over \( \tilde{N} \) is given by
\[
\tilde{\phi} := \tilde{\sigma} \circ T_\tilde{\sigma} \in \mathcal{W}(\tilde{N}).
\]
(457)
Every \( \phi \in \mathcal{W}_0(N) \) can be considered as an analytic generator of the one parameter group of unitaries \( \{\phi^it \mid t \in \mathbb{R}\} \subseteq \tilde{N} \) acting on \( \tilde{H} \) from the right, given by
\[
\phi = \exp \left( -i \frac{d}{dt} (\phi^it) \bigg|_{t=0} \right).
\]
(458)
This allows to equip \( \tilde{N} \) with a faithful normal semi-finite trace \( \tilde{\tau}_\phi : \tilde{N}^+ \to [0, \infty], \)
\[
\tilde{\tau}_\phi(x) := \lim_{\epsilon \to +0} \tilde{\phi}\left( (\phi^{-1}(1 + \epsilon\phi^{-1})^{-1})^{1/2}x((\phi^{-1}(1 + \epsilon\phi^{-1})^{-1})^{1/2} \right)
\]
\[
= \lim_{\epsilon \to +0} \tilde{\phi}\left( (\phi^{-1/2}(1 + \epsilon\phi^{-1})^{-1/2}x\phi^{-1/2}(1 + \epsilon\phi^{-1})^{-1/2} \right)
\]
\[
= \lim_{\epsilon \to +0} \tilde{\phi}\left( (\phi + \epsilon)^{-1/2}x(\phi + \epsilon)^{-1/2} \right).
\]
(459)
This definition is independent of the choice of weight (e.g., \( \tilde{\tau}_\phi = \tilde{\tau}_\psi \) \( \forall \phi, \psi \in \mathcal{W}_0(N) \)), which follows from the fact that
\[
[\tilde{\tau}_\phi : \tilde{\tau}_\psi]_t = [\tilde{\tau}_\phi : \tilde{\psi}]_t \left[ \tilde{\psi} : \tilde{\tau}_\psi \right]_t = \phi^{-it}[\phi : \psi]t\psi^it = \phi^{-it}\phi^it\psi^it\psi^it = 1
\]
(460)
for all \( \phi, \psi \in \mathcal{W}_0(N) \) and for all \( t \in \mathbb{R} \). This allows to write \( \tilde{\tau} \) instead of \( \tilde{\tau}_\phi \). Moreover, \( \tilde{\tau} \) has the scaling property
\[
\tilde{\tau} \circ \tilde{\sigma}_s = e^{-s\tilde{\tau}} \quad \forall s \in \mathbb{R}.
\]
(461)
This allows to call \( \tilde{\tau} \) a \textit{canonical trace} of \( \tilde{N} \). It will play the role analogous to a natural trace \( \tilde{\tau}_\psi \) on \( \tilde{N} = N \rtimes_{\sigma} \psi \mathbb{R} \). Nevertheless, the definition (459) is not a straightforward generalisation of (408), and is neither an application of (382) nor of (342). It is yet another type of ‘perturbed’ construction of a weight, which is designed in this case for the purpose of direct elimination of the dependence of \( \tilde{\tau}_\phi \) on \( \phi \).

Consider the category \( \text{W}^* \text{Cov}_R \text{Tr} \) of quadruples \( (N, \mathbb{R}, \alpha, \tau) \), where \( N \) is a semi-finite \( W^* \)-algebra, \( \tau \) is a faithful normal semi-finite trace on \( N \), and \( (N, \mathbb{R}, \alpha) \) is a \( W^* \)-dynamical system, with morphisms
\[
(N_1, \mathbb{R}, \alpha^1, \tau_1) \to (N_2, \mathbb{R}, \alpha^2, \tau_2)
\]
(462)
given by such *-isomorphisms $\zeta: \mathcal{N}_1 \to \mathcal{N}_2$ which satisfy
\[
\zeta \circ \alpha_t^1 = \alpha_t^2 \circ \zeta \quad \forall t \in \mathbb{R},
\]
(463)
\[
\tau_1 = \tau_2 \circ \zeta.
\]
(464)

Falcone and Takesaki call the quadruple $(\tilde{\mathcal{N}}, \mathbb{R}, \tilde{\sigma}, \tilde{\omega})$ a **noncommutative flow of weights**, and prove that every *-isomorphism $\zeta: \mathcal{N}_1 \to \mathcal{N}_2$ of von Neumann algebras extends to a *-isomorphism $\tilde{\zeta}: \tilde{\mathcal{N}}_1 \to \tilde{\mathcal{N}}_2$ satisfying (463) and (464). This defines a functor
\[
\text{FTflow} : \text{VNIso} \to W^*\text{Cov}_R\text{Tr}.
\]
(465)

The restriction of $\tilde{\sigma}$ to the center $\tilde{Z}\mathcal{N}$ of $\mathcal{N}$ is the Connes–Takesaki flows of weights $(\tilde{\mathcal{N}}\mathcal{N}, \mathbb{R}, \tilde{\sigma}|_{\tilde{\mathcal{N}}\mathcal{N}})$ [146]. Hence, the relationship between the Falcone–Takesaki noncommutative flow of weights and the Connes–Takesaki flow of weights can be summarised in terms of the commutative diagram
(466)

where $W^*\text{Iso}_{\text{III}}$ (respectively, $\text{VN}^\text{Iso}_{\text{III}}$) is a category of type III factor $W^*$-algebras (respectively, von Neumann algebras) with *-isomorphisms, ForTr denotes the forgetful functor that forgets about traces, while $\mathfrak{3}: W^*\text{Cov}_R \to W^*\text{Cov}_R$ is an endofunctor that assigns an object $(\mathfrak{3}\mathcal{N}, \mathbb{R}, \alpha|_{\mathfrak{3}\mathcal{N}})$ to each $(\mathcal{N}, \mathbb{R}, \alpha)$, and assigns a morphism $\varsigma_{\mathfrak{3}^2}$ such that
\[
\varsigma_{\mathfrak{3}^2} \circ \alpha_t^1|_{\mathfrak{3}\mathcal{N}_1} = \alpha_t^2|_{\mathfrak{3}\mathcal{N}_2} \circ \varsigma_{\mathfrak{3}^2}
\]
(467) to each $\zeta: (\mathcal{N}_1, \mathbb{R}, \alpha^1) \to (\mathcal{N}_2, \mathbb{R}, \alpha^2)$.

Given $\varphi \in W(\mathcal{N})$, \[
\begin{align*}
h^t_\varphi := \left[ (\varphi \circ T_\sigma) : \tilde{T}\right]_t & \quad \forall t \in \mathbb{R} \\
W(\mathcal{N}) \ni \varphi & \mapsto h_\varphi \in \text{aff}(\tilde{\mathcal{N}})^+.
\end{align*}
\]
(468)

defines a map \[
W(\mathcal{N}) \ni \varphi \mapsto h_\varphi \in \text{aff}(\tilde{\mathcal{N}})^+.
\]
(469)

From the Pedersen–Takesaki theorem it follows that $h_\varphi$ is a unique element of $\text{aff}(\tilde{\mathcal{N}})^+$ that satisfies \[
\varphi \circ T_\sigma (\cdot) = \tilde{T} h_\varphi.
\]
(470)

Hence, $h_\varphi$ can be considered as (a reference-independent) ‘operator density’ of $\varphi$. Define a **grade** $\text{grad}(x)$ of a closed densely defined operator $x$ affiliated with $\mathcal{N}$ as such $\gamma \in \mathbb{C}$ that \[
\tilde{T}_s (x) = e^{-\gamma s}x \quad \forall s \in \mathbb{R}.
\]
(471)

If $\text{grad}(x) = 0$, then $x$ is bounded, but if $\text{re} \left( \text{grad}(x) \right) \neq 0$, then $x$ is unbounded. Equations (468) and (470) define a bijection between the set $W(\mathcal{N})$ and the set $\mathcal{M}^1(\tilde{\mathcal{N}})$ of all elements of $\text{aff}(\tilde{\mathcal{N}})^+$ that are of grade 1. For any $x \in \text{aff}(\tilde{\mathcal{N}})^+$ with $p := \text{re} \left( \text{grad}(x) \right) > 0$ there exists a unique $\varphi \in W(\mathcal{N})$ such that $h_\varphi$ is of grade 1 and $h_\varphi = |x|^1/p$. Moreover, $\varphi \in \mathcal{N}^*_+$ iff $h_\varphi$ is $\tilde{T}$-measurable [375, 202]. Let $\mathcal{M}^p(\tilde{\mathcal{N}}, \tilde{\tau})$ denote the space of all $\tilde{T}$-measurable operators of grade $1/p$ affiliated with $\tilde{\mathcal{N}}$ for $p \in \mathbb{C} \setminus \{0\}$. The spaces $\mathcal{M}^p(\tilde{\mathcal{N}}, \tilde{\tau})$ embed into the topological *-algebra $\mathcal{M}(\tilde{\mathcal{N}}, \tilde{\tau})$ of all $\tilde{T}$-measurable operators affiliated with $\tilde{\mathcal{N}}$. Given a polar decomposition of $\varphi = |\varphi|(\cdot, u)$, $h_\varphi := uh_\varphi$ defines a unique extension of the map $\mathcal{N}^*_+ \ni \varphi \mapsto h_\varphi \in \mathcal{M}(\tilde{\mathcal{N}}, \tilde{\tau})$ to a natural bijection (linear isomorphism) \[
\mathcal{N}^*_+ \ni \omega \mapsto h_\omega \in \mathcal{M}^1(\tilde{\mathcal{N}}, \tilde{\tau})
\]
(472)
that preserves positivity and satisfies \[
\begin{align*}
h_{\varphi(x, y)} = xh_\varphi y \quad \forall x, y \in \mathcal{N}.
\end{align*}
\]
(473)
Let

\[ m^+_\mathbb{T}_\phi := \{ x^* y \in \mathcal{N}^+ \mid \| T_\phi (x^* x) \| < \infty, \| T_\phi (y^* y) \| < \infty \} \subseteq \mathcal{N}^+, \] (474)

\[ \hat{m}^+_\mathbb{T}_\phi := \{ y \in m^+_\mathbb{T}_\phi \mid T_\phi (y) = 1 \}. \] (475)

If \( \omega \in \mathcal{N}_\ast \), then, for any \( x \in \mathcal{N} \) and for any \( y \in \hat{m}^+_\mathbb{T}_\phi \),

\[ y^{1/2} x h_\omega y^{1/2} \in \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}), \] (476)

\[ \omega(x) = \overline{\omega}(y^{1/2} x h_\omega y^{1/2}). \] (477)

This allows to introduce the integral of \( x \in \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \),

\[ \int x := \overline{\omega}(y^{1/2} x y^{1/2}), \] (478)

whose value is independent of the choice of \( y \in \hat{m}^+_\mathbb{T}_\phi \). This allows to call it \textit{canonical integral}. While \( \overline{\omega} \) takes only the +\( \infty \) value on nonzero elements of \( \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \), the canonical integral \( \int \) takes finite values. This allows to extend (472) to an isometric isomorphism of Banach spaces, with the norm on \( \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \) defined by \( \| x \|_1 := \int |x| \), and with \( \| h_\omega \|_1 = \varphi(1). \) The duality pairing between Banach spaces \( \mathcal{N} \) and \( \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \) that identifies \( \mathcal{N}_\ast \) with \( \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \) is given by the bilinear form

\[ \mathcal{N} \times \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \ni (y, x) \mapsto [y, x]_\mathcal{N} := \int y x \in \mathbb{C}. \] (479)

The noncommutative \( L_p(\mathcal{N}) \) spaces for \( p \in \{ z \in \mathbb{C} \mid \text{re}(z) \geq 1 \} \) are defined as the spaces \( \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \) equipped with, and Cauchy complete in, the norm

\[ \| \cdot \|_p : \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \ni x \mapsto \| x \|_p := \left( \int |x|^{\text{re}(p)} \right)^{1/\text{re}(p)} \in \mathbb{R}^+. \] (480)

By (472) and (479), \( L_1(\mathcal{N}) \cong \mathcal{N}_\ast \), and it is natural to define \( L_\infty(\mathcal{N}) := \mathcal{M}(\mathcal{\overline{\omega}}) \cong \mathcal{N} \cong \mathcal{N}(0) \), using the definition (471) of grade with \( \overline{\omega}_\phi(x) = x \) for \( \text{grad}(x) = 0 \). If \( \phi \in \mathcal{N}_\ast \) then \( \| \phi^{1/p} \|_p = (\phi(1))^{1/\text{re}(p)}. \)

By definition, all \( L_p(\mathcal{N}) \) for \( p \in [1, \infty] \) are Banach spaces. The space \( L_2(\mathcal{N}) \) is also a Hilbert space with respect to the inner product

\[ L_2(\mathcal{N}) \times L_2(\mathcal{N}) \ni (x_1, x_2) \mapsto \langle x_1, x_2 \rangle_{L_2(\mathcal{N})} := \int x_1^* x_2 \in \mathbb{C}. \] (481)

The duality (479) extends to noncommutative \( L_p(\mathcal{N}) \) space duality, given by the bilinear map

\[ L_p(\mathcal{N}) \times L_q(\mathcal{N}) \ni (x, y) \mapsto [x, y]_{\mathcal{N}} := \int x y \in \mathbb{C}, \] (482)

with \( 1/p + 1/q = 1 \), where \( p \in \{ \lambda \in \mathbb{C} \mid \text{re}(\lambda) > 0 \} \). For \( p \in \mathbb{C} \) such that \( \text{re}(p) < 0 \), one has \( \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) = \{ 0 \} \), so \( L_p(\mathcal{N}) = \{ 0 \} \). Moreover,

\[ L_{1/it}(\mathcal{N}) = \mathcal{N}(t) \forall t \in \mathbb{R}. \] (483)

Due to the properties of grade function, the elements of \( \mathcal{M}(\mathcal{N}, \mathcal{\overline{\omega}}) \) possess remarkable algebraic properties. The grade function satisfies:

\[ \text{grad}(x^*) = (\text{grad}(x))^*, \] (484)

\[ \text{grad}(|x|) = \text{re}(\text{grad}(x)) = \frac{1}{2}(\text{grad}(x) + \text{grad}(x)^*), \] (485)

\[ \text{grad}(xy) = \text{grad}(x) + \text{grad}(y), \] (486)
where $\overline{xy}$ is the closure of $xy$. Moreover, from the bijection between the elements $\omega \in \mathcal{N}_*^+$ and $h_\omega \in L_1(\mathcal{N})$ it follows that

$$\text{re} \left( \text{grad}(x) \right) \geq 0 \Rightarrow |x|^{1/\text{re} \left( \text{grad}(x) \right)} \in \mathcal{N}_*^+.$$  \hspace{1cm} (487)

If $\mathbb{C}^+ := \{ \lambda \in \mathbb{C} \mid \text{re} (\lambda) \geq 0 \}$, then the spaces $\bigcup_{\lambda \in \mathbb{C}} L_{1/\lambda}(\mathcal{N})$ and $\bigcup_{\lambda \in \mathbb{C}^+} L_{1/\lambda}(\mathcal{N})$ are $*$-algebras, which are identical due to

$$L_{1/\lambda}(\mathcal{N}) = \{ 0 \} \quad \forall \lambda \in \mathbb{C} \setminus \mathbb{C}^+.$$  \hspace{1cm} (488)

Moreover,

$$\mathcal{N}(s)\mathcal{N}(t) \subseteq \mathcal{N}(s + t), \quad \mathcal{N}(t)^* = \mathcal{N}(-t), \quad \forall s, t \in \mathbb{R}.$$  \hspace{1cm} (489)

If $\{x_i\}_{i=1}^n \subseteq \mathcal{M}(\overline{\mathcal{N}}, \overline{\tau})$, $\sum_{i=1}^n \text{grad}(x_i) =: r \leq 1$ and $\text{re} \left( \text{grad}(x_i) \right) \geq 0 \forall i \in \{1, \ldots, n\}$, then the noncommutative analogue of the Rogers–Hölder inequality holds [287],

$$\|x_1 \cdots x_n\|_1/r \leq |x_1|^{1/\text{re} \left( \text{grad}(x_1) \right)} \cdots |x_n|^{1/\text{re} \left( \text{grad}(x_n) \right)}.$$  \hspace{1cm} (490)

The stronger condition $\sum_{i=1}^n \text{grad}(x_i) = 1$ implies that $x_1 \cdots x_n \in L_1(\mathcal{N})$, and in such case

$$\int x_1 \cdots x_n = \int x_n x_1 \cdots x_{n-1}. \hspace{1cm} (491)$$

For $x_i = y_i \phi^{z_i}$ with a fixed $\phi \in \mathcal{N}_*^{+}$, the equation (491) turns to the Araki multiple KMS condition for $\sigma^\phi$ and $\beta = 1$ [12, 14, 20, 337]. More generally, the function

$$\mathbb{C}^n \ni (z_1, \ldots, z_n) \mapsto \phi_1^{z_1} y_1 \cdots \phi_n^{z_n} y_n \phi_{n+1}^{-z_1} \cdots \phi_1^{-z_n} \in \mathcal{N}_{\ast} \hspace{1cm} (492)$$

is a bounded holomorphic function on the tube

$$\{(z_1, \ldots, z_n) \in \mathbb{C}^n \mid \text{re} (z_i) > 0 \quad \forall i \in \{1, \ldots, n\}, \sum_{i=1}^n \text{re} (z_i) \leq 1\}, \hspace{1cm} (493)$$

with respect to the norm topology of $\mathcal{N}_{\ast}$ [647]. The algebraic relations in modular algebra of $\mathcal{N}$ can be used in order to rewrite Connes’ cocycle as

$$[\omega : \phi]_{t} = \Delta^u_{\omega, \phi} \Delta^{-it}_{\phi} = \omega^u \phi^{-it}, \hspace{1cm} (494)$$

which holds for all $\phi, \omega \in \mathcal{W}_0(\mathcal{N})$, and for all $\phi, \omega \in \mathcal{N}_*^+$ provided $\text{supp}(\omega) \leq \text{supp}(\phi)$, and to rewrite the Tomita–Takesaki modular automorphism as

$$\sigma^\phi_t (x) = \Delta^u_{\phi} x \Delta^{-it}_{\phi} = \phi^u x \phi^{-it}, \hspace{1cm} (495)$$

which holds for all $\phi \in \mathcal{W}_0(\mathcal{N})$, and for all $\phi \in \mathcal{W}(\mathcal{N})$, provided $x \in \mathcal{N}_\text{supp}(\phi)$. These remarkable algebraic properties were observed by Woronowicz [643] and were later developed by Connes [103, 104, 106] and Yamagami [647, 648]. Equation (495) is a representation independent generalisation of (291), and enables to define an inner product

$$\mathcal{N}(t) \times \mathcal{N}(t) \ni (x \phi^u t, y \phi^u t) \mapsto \langle x \phi^u t, y \phi^u t \rangle_{\mathcal{N}(t)} := (y \phi^u t^*) (x \phi^u t) = \phi^{-it} y^* x \phi^u t = \sigma^\phi_t (y^* x) \in \mathcal{N}. \hspace{1cm} (496)$$

Recall that, by means of (458), $\phi$ can be considered as a generator of a group $\{\phi^u t \mid t \in \mathbb{R}\}$ of unitaries in $\mathcal{N}$. As (318) shows, Connes’ spatial quotient $\frac{\phi}{\psi}$ can be identified with an exponentiated generator of the one parameter group of unitaries

$$\mathbb{R} \ni t \mapsto \phi^u t^* \psi^{-it} \hspace{1cm} (497)$$

acting on a Hilbert space $\mathcal{H}(t)$ [648]. By taking the properties of grade and equations (494) and (495) as elementary, one can consider a $*$-algebra generated algebraically by a given $W^*$-algebra $\mathcal{N}$ and the set of symbols $\{\psi^u t \mid \psi \in \mathcal{W}(\mathcal{N}), t \in \mathbb{R}\}$, equipped with the relations

$$\psi^u t \psi^s = \psi^{(t+s)} , \quad (\psi^u)^* = \psi^{-u} , \quad \psi^0 = \text{supp} (\psi) , \quad \psi^u t \psi^{-u} \psi^u t = \sigma^\psi_t (x) , \quad \psi^u t = [\psi : \phi]_t \phi^u t, \hspace{1cm} (498)$$
and define a modular algebra of $N$ as a closure of this $*$-algebra with respect to the topology induced from its normal representations, see [647, 497]. The modular algebra of $N$ is unitarily isomorphic to a canonical core algebra of $N$. The equation (488) means that for the negative powers of weights, $\phi^{-p}$ for $p > 0$, there are no corresponding $L_{-p}(N)$ spaces. However, as shown in [497], the right multiplication $R(\phi^{-p})$ for $\phi \in W_0(N)$ is well defined and satisfies $R(\phi^{-p}) = (R(\phi^p))^{-1}$ as well as

$$
\left( \frac{\psi}{\phi(J_N \cdot J_N^*)} \right)^{1/p} = R(\phi^{-1/p})\mathcal{L}(\phi^{1/p}),
$$

(499)

where $\psi \in W(N)$ and $\mathcal{L}$ denotes left multiplication, which is well defined too. By means of (206), this gives

$$
\int \psi^\gamma \phi^{1-\gamma} = \int \int (R(\phi^{-\gamma})\mathcal{L}(\psi)\mathcal{I}) \phi = \phi (R(\phi^{-\gamma})\mathcal{L}(\psi)\mathcal{I}) = \left< \xi_\sigma(\phi), \Delta^\gamma_\psi, \xi_\sigma(\phi) \right>_{\mathcal{H}}
$$

(500)

for any standard representation $(\mathcal{H}, \pi, J, \mathcal{H})$. In analogy with the equations (494) and (495), the equation (500) holds also when $\phi, \psi \in N^+_\lambda$ and $\psi \ll \phi$, because in such case $\phi$ is faithful on $N_{\text{supp}(\phi)}$ and this algebra contains the support of $\phi$.

The spaces $L_p(N)$ of Falcone and Takesaki are isometrically isomorphic to Kosaki’s $L_p(N)$ spaces. The space $L_2(N)$ is also unitarily isomorphic to Kosaki’s $L_2(N)$ space.\(^{35}\) For any choice of a reference weight $\psi \in W_0(N)$, $L_p(N)$ spaces are isometrically isomorphic to the noncommutative $L_p(N, \psi)$ spaces in the sense of Haagerup–Terp, Connes–Hilsum, Kosaki–Terp, Araki–Masuda, Zolotarëv, Cecchini and Leinert, as well as to Izumi’s complex extension Kosaki–Terp $L_p(N, \psi)$ spaces to $p \in \mathbb{C}$. This implies that the spaces $L_p(N)$ are uniformly convex and uniformly Fréchet differentiable for $p \in ]1, \infty[$. If the von Neumann algebra $N$ is semi-finite and some faithful normal semi-finite trace $\tau$ on $N$ is chosen, then the Falcone–Takesaki $L_p(N)$ spaces are isometrically isomorphic and order-isomorphic to noncommutative $L_p(N, \tau)$ spaces.

In the Falcone–Takesaki theory the trace $\tilde{\tau}$, the algebra $\tilde{N}$, and the integral $\int$ are independent of the choice of the particular weight on $N$, as opposed to the trace $\tau_\psi$ and the algebra $\tilde{N} \cong N \rtimes_{\sigma, \psi} \mathbb{R}$ appearing in the Haagerup–Terp theory, and the integral $\int \psi^* \phi$ appearing in the Connes–Hilsum theory. The canonical (representation independent) character of the Falcone–Takesaki ‘noncommutative integral’ $\int$ corresponds to the canonical (representation independent) character of Connes’ cocycle as the noncommutative analogue of the Radon–Nikodým quotient. Because the construction of $L_p(N)$ spaces is completely determined by the noncommutative flow of weights, the assignment of $L_p(N)$ spaces to von Neumann algebras $N$ determines a family of functors $\text{VN}_{\text{Iso}} \rightarrow \text{ncL}_{p,\text{Iso}}$ for all $p \in \mathbb{C}$ with $\text{re}(p) \in [1, \infty[$. Using functorial character of Kosaki’s canonical representation, we can provide the right composition with the functor $\text{CanVN}$, which extends this to a family of functors $\text{ncL}_{p}^{\text{FT}} : W^* \text{Iso} \rightarrow \text{ncL}_{p,\text{Iso}}$.

Sherman [499] proved the following generalisation of theorems by Banach [31], Stone [528] and Kadison [247]: every surjective isometry $T : L_p(N_1) \rightarrow L_p(N_2)$ for $p \in ]1, \infty[$ determines a unique surjective Jordan $*$-isomorphism $\zeta : N_1 \rightarrow N_2$ and a unique unitary $u \in N_2$ such that

$$
T(\phi^{1/p}) = u(\phi \circ \zeta^{-1})^{1/p} \forall \phi \in N_1^+.
$$

(501)

This theorem allows us to define a family of functors $\text{Sher}_p : \text{ncL}_{p,\text{Iso}} \rightarrow W^* \text{JIso}$, where $W^* \text{JIso}$ is a category of $W^*$-algebras with surjective Jordan $*$-isomorphisms. Sherman [499] proved also that for any $p \in [1, \infty] \setminus \{2\}$, any $W^*$-algebras $N_1$ and $N_2$ are Jordan $*$-isomorphic iff $L_p(N_1)$ and $L_p(N_2)$ are isometrically isomorphic.\(^{36}\)

\(^{35}\)While Kosaki’s construction of $L_2(N)$ is based on $N^\times_\sigma$, the construction of Falcone and Takesaki is based on $W_0(N)$. The latter allows to think of $L_2(N)^+ \gamma$ as a space that provides also a representation of weights. More precisely, for every normal weight $\phi$ on $N$ the function $N \ni x \mapsto (\phi(x^* x))^{1/2} \in [0, \infty]$ is subadditive and weakly-$\star$ lower semi-continuous. In this sense, normal weights on $N$ can be considered as ‘infinite vectors’ in $L_2(N)^+$.

\(^{36}\)This theorem seems to be a good starting point for introducing a family of functors $\text{Sher}_p : W^* \text{JIso} \rightarrow \text{ncL}_{p,\text{Iso}}$.
The functorial character of the above constructions can be summarised by the diagram

\[ \begin{array}{c}
\text{Sher}^f_{1/\gamma} \\
\text{ncL}^K_{1/\gamma} \\
\text{ncL}^K_{1/(1-\gamma)} \\
\text{ncL}^K_{1/(1-\gamma)} \\
\text{Sher}^f_{1/(1-\gamma)} \\
\text{ncL}_p \text{Iso} \\
\text{W}^* \text{sJIso} \\
\text{W}^* \text{Iso} \\
\text{ncL}_p \text{Iso} \\
\end{array} \]

\[ \text{W}^* \text{sJIso} \xrightarrow{\text{W}^* \text{Iso}} \text{ncL}_p \text{Iso} \xrightarrow{\text{W}^* \text{sJIso}} \text{ncL}_p \text{Iso} \xrightarrow{\text{W}^* \text{Iso}} \text{ncL}_p \text{Iso} \xrightarrow{\text{W}^* \text{sJIso}} \text{ncL}_p \text{Iso} \]

where \( \gamma \in \{ z \in \mathbb{C} \mid \text{re}(z) \in [0, 1] \} \), with the exception of: arrows \( \text{ncL}^K_p \), which are considered for \( p \in [1, \infty] \), and arrows \( \text{Sher}_p^f \), which are considered for \( p \in ]1, \infty[ \setminus \{2\} \). The functors \( (\cdot)^{\text{B}} \) and \( (\cdot)_* \) are defined by the Banach space duality between \( L^1/(\gamma)(\mathcal{N}) \) and \( L^1/(1-\gamma)(\mathcal{N}) \). The contravariant functor \( (\cdot)^{\text{B}} \) assigns to each Banach space \( X \) its Banach dual space \( X^B \) and to each isometric isomorphism \( f : X \to Y \) a dual isometric isomorphism \( f^B : Y^B \to X^B \) defined by

\[ \left[ f(x), \phi \right]_{X \times X^B} = \left[ x, f^B(\phi) \right]_{X^B \times X^B} \quad \forall x \in X \forall \phi \in Y^B. \]  

(504)

The contravariant functor \( (\cdot)_* \) assigns to each Banach space \( X \) its predual Banach space \( X_* \) and to each isometric isomorphism \( f : X \to Y \) a predual isometric isomorphism \( f_* : Y_* \to X_* \) defined by

\[ \left[ f_*(x), \phi \right]_{X_* \times X} = \left[ x, f(\phi) \right]_{X \times X} \quad \forall x \in X_* \forall \phi \in Y. \]

(505)

5.6 Integration relative to a measure

Integration theory based on the notion of measure on countably additive bounded subsets of \( \mathbb{R}^n \), developed by Borel [55] and Lebesgue [306, 307, 308, 309], was unified with the Stieltjes integral theory [520, 521, 434] by Radon [419]. Together with the ideas of ‘general analysis’ by Fréchet [153, 154, 155, 160] and Moore [350, 351], Radon’s work became a point of departure of several different abstract integration theories on abstract spaces. The most important are the Daniell abstract integral theory on vector lattices [109, 110, 111, 183, 345, 530, 532, 346, 443, 508, 627, 406] (built upon some earlier ideas by Young [655, 657, 658] and Riesz [436, 438]), Fréchet’s abstract measure theory on sets [156, 157, 158, 159, 510, 511, 377, 467, 276, 328, 210] (which includes an integration theory on topological spaces [208, 609, 611, 70, 626, 4, 5, 6, 446, 58, 599, 486]), and Carathéodory’s abstract measure theory on boolean algebras [66, 624, 431, 382, 327, 432, 185, 265, 227, 491, 67, 266, 161]. To a large extent, these theories are equivalent, and they all are ‘commutative’ integration theories, in the sense that the elements subjected to integration form commutative algebras. For recent expositions, see [544, 37, 162, 69, 247].

In Section 5.8 we will establish the direct relationship between commutative and noncommutative integration theory in their canonical (that is, representation independent and functorial) formulations. For this purpose, in this section we will describe a formulation of Carathéodory’s approach based on interplay between the properties of boolean algebras and Riesz and Banach lattices, and we will determining an equivalence of a category \( \text{ncL}_p \text{Iso} \) with a category \( \text{W}^* \text{sJIso} \).

\[ \text{id}_{\text{ncL}_p \text{Iso}} \xrightarrow{} \text{ncL}_p \text{Iso} \xrightarrow{\text{Sher}^f_p} \text{W}^* \text{sJIso} \xrightarrow{\text{id}_{\text{W}^* \text{sJIso}}} \]

(502)

with natural isomorphisms \( \text{Sher}^f_p \circ \text{Sher}^f_p \Rightarrow \text{id}_{\text{ncL}_p \text{Iso}} \) and \( \text{Sher}^f_p \circ \text{Sher}^f_p \Rightarrow \text{id}_{\text{ncL}_p \text{Iso}} \). However, it remains unclear how to handle the choice of corresponding surjective isometries (e.g., how to globally fix the choice of \( u \) in (501)).
also briefly discuss Fréchet’s and Daniell’s approaches. For the theory of boolean algebras we refer to [513, 278, 175], while for the theory of Riesz and Banach lattices we refer to [258, 369, 618, 495, 321, 161, 470, 302, 316, 661, 348, 299]. Our default reference for the contents of this section is [162].

A **partially ordered set** (or a **poset**) [213] is defined as a pair \((X, \leq)\), where \(X\) is a set, and \(\leq\) is a relation on \(X\) such that

\[
x \leq x, \quad (x \leq y, \ y \leq x) \Rightarrow x = y, \quad (x \leq y, \ y \leq z) \Rightarrow x \leq z \quad \forall x, y, z \in X.
\]  

(506)

If \((X, \leq)\) is a poset and \(Y \subseteq X\), then \(Y\) is called: **bounded above** if \(\exists x \in X \forall y \in Y \ y \leq x\); **bounded below** if \(\exists x \in X \forall y \in Y \ x \leq y\); **upwards directed** if \(Y\) is nonempty and every pair of elements of \(Y\) is bounded above; **downwards directed** if \(Y\) is nonempty and every pair of elements is bounded below. A **supremum** (or the **least upper bound**) of \(Y \subseteq X\), denoted by \(\sup Y\), is defined as \(x \in X\) such that

\[
y \leq x, \quad y \leq z \Rightarrow x \leq z \quad \forall z \in X \forall y \in Y,
\]  

(507)

while an **infimum** (or the **greatest lower bound**) of \(Y \subseteq X\), denoted by \(\inf Y\), is defined as \(x \in X\) such that

\[
x \leq y, \quad z \leq x \Rightarrow z \leq x \quad \forall z \in X \forall y \in Y.
\]  

(508)

If \(I\) is a set and \(\{x_i \mid i \in I\} \subseteq X\), then \(\sup\{x_i \mid i \in I\} =: \sup_{i \in I}\{x_i\} =: \sup\{x_i\}\) (and analogously for inf). If \(I = \mathbb{N}\) and \(i, n \in \mathbb{N}\), then \(\sup_{i \in I} x_i =: \bigvee_i x_i, \ \inf_{i \in I} x_i =: \bigwedge_i x_i, \ \sup\{x_1, \ldots, x_n\} =: x_1 \lor \ldots \lor x_n\) and \(\inf\{x_1, \ldots, x_n\} =: x_1 \land \ldots \land x_n\). If \((X, \leq)\) is a poset, then \(Y \subseteq X\) is called **order closed** if \(\sup Z_1 \in Y\) for every nonempty upwards directed \(Z_1 \subseteq Y\) such that \(\sup Z_1 \in X\) and \(\inf Z_2 \in Y\) for every nonempty downwards directed \(Z_2 \subseteq Y\) such that \(\inf Z_2 \in X\). A poset \((X, \leq)\) is called: **Dedekind–MacNeille complete** [114, 325] if every nonempty bounded above subset of \(X\) has a supremum, or, equivalently, if every bounded below subset of \(X\) has an infimum; **countably additive complete** if every nonempty bounded above countable subset of \(X\) has a supremum and every nonempty bounded below countable subset of \(X\) has an infimum; **lattice** [402, 403, 481, 384] if every subset of \(X\) consisting of two elements has a supremum and infimum. A lattice \(X\) is called: **distributive** [481] iff

\[
x \land (y \lor z) = (x \land y) \lor (x \land z) \quad \forall x, y, z \in X;
\]  

(509)

\[
x \lor (y \land z) = (x \lor y) \land (x \lor z) \quad \forall x, y, z \in X;
\]  

(510)

**boolean** [51, 52, 631] iff it is distributive, contains a **least element** \(0 \in X\) such that \(0 \leq x \quad \forall x \in X\) and a **greatest element** \(1 \in X\) such that \(x \leq 1 \quad \forall x \in X\), and

\[
\forall x \in X \exists y \in X \quad \text{such that} \quad x \land y = 0, \quad x \lor y = 1, \quad \text{and} \quad y =: \neg x;
\]  

(511)

**Riesz** [110, 439, 441, 442] iff it is a vector space over \(\mathbb{R}\) such that

\[
x \leq y \Rightarrow x + z \leq y + z, \quad x \geq 0 \Rightarrow \lambda x \geq 0 \quad \forall \lambda \geq 0 \forall x, y, z \in X;
\]  

(512)

**Banach** [256, 257, 40] iff it is a Riesz lattice equipped with a norm \(\|\cdot\| : X \to \mathbb{R}^+\) such that \(\|x\| \leq \|y\| \Rightarrow \|x\| \leq \|y\|\) and it is Cauchy complete with respect to this norm, where \(\|x\| := x \lor (-x)\); an **f-algebra** [41] iff it is a Riesz lattice equipped with an associative multiplication \(\cdot : X \times X \to X\) such that \((X, +, \cdot)\) is an algebra over \(\mathbb{R}\), \(x, y \geq 0 \Rightarrow x \cdot y \geq 0\), and \((x \land y = 0, \ z \geq 0) \Rightarrow (x \cdot z) \land y = 0\). For boolean lattice the two conditions required for countably additive completeness are equivalent. Every Dedekind–MacNeille complete lattice is countably additive complete. Every Riesz lattice is distributive [163]. If \(X\) is a vector space over \(\mathbb{C}\) and \(Y\) is a real vector subspace of \(X\) such that

\[
\forall x \in X \exists x_1, x_2 \in Y \quad x = x_1 + ix_2,
\]  

(513)

then \(X\) is called a **complex Riesz lattice** iff \(Y\) is a Riesz lattice and

\[
|x| := \sup\{\text{re}(e^{i\lambda}x) = x_1 \cos \lambda + x_2 \sin \lambda \mid \lambda \in [0, 2\pi]\} \in Y \quad \forall x \in X.
\]  

(514)
Given a complex Riesz lattice $X$ one defines $\text{re}(X) := \bigcup_{x \in X} \text{re}(x)$, where $\text{re}(x) := x_1$ in terms of decomposition provided by (513). A complex Riesz lattice $X$ is called, respectively: Dedekind–MacNeille complete, countably additive complete, distributive iff $\text{re}(X)$ satisfies the corresponding property. A complex Banach lattice is defined as a Banach lattice constructed over a complex Riesz lattice. If $Y$ is a real Banach lattice, then its complexification $X := Y + iY$ is a complex Banach lattice with respect to the norm $||x||_X := ||x||_Y$ [9, 349]. Unless stated otherwise, all following statements about Riesz and Banach lattices apply to both real and complex case. If $X$ is a Riesz lattice and $x \in X$ then $x^+ := x \lor 0$ and $x^- := (-x) \lor 0$ satisfy $x = x^+ - x^-$ and $|x| = x^+ + x^-$. A Riesz dual of a Riesz lattice $X$ is defined as a set $X^R$ of all linear functions $X \to \mathbb{R}$ that map intervals $[x, y] := \{ z \in X \mid x \leq z \leq y \}$ for any $x, y \in X$ to bounded subsets of $\mathbb{R}$. A Riesz lattice $X$ is called archimedean iff

$$\{nx \mid n \in \mathbb{N}\} \text{ is bounded above} \Rightarrow x \leq 0 \ \forall x \in X.$$  (515)

Every countably additive complete Riesz lattice is archimedean. Every Banach lattice is archimedean. Every archimedean f-algebra is commutative [8, 41]. An element $e \in X^+ := \{ x \in X \mid x \geq 0 \}$ of an archimedean Riesz lattice $X$ is called an order unit norm with an order unit $e$ that any of equivalent conditions holds: $f$ is order preserving. A multiplication in archimedean f-algebra is order continuous. Every Archimedean f-algebra is commutative [8, 41]. An element $e \in X^+$ defined as a bijective Riesz homomorphism. Isometric Riesz isomorphisms of Banach lattices coincide with their isometric isomorphisms (surjective isometries). Every isometric Riesz isomorphism is order continuous. Every boolean algebra is a countably additive complete MI-space, consisting of two elements $\{0, 1\}$ such that $\forall x \in X \exists \lambda > 0 |x| \leq \lambda e$ [163]. A complex Riesz lattice $X$ is called proper iff it is Banach dual to some Banach space. Every abstract $L_p$ space for $p \in [1, \infty]$ is a complex Riesz lattice constructed over a countably additive complete MI-space $X$ for $p = \infty$. An abstract $L_\infty$ space will be called boolean iff it is a Banach lattice with an order unit norm. An abstract $L_p$ space [39, 48, 253] is defined for $p \in [1, \infty]$ as a Banach lattice $X$ with norm such that

$$|x| \land |y| = 0 \Rightarrow |x + y|^p = ||x||^p + ||y||^p \ \forall x, y \in X,$$  (516)

and as a countably additive complete MI-space $X$ for $p = \infty$. An abstract $L_\infty$ space will be called boolean iff it is a Banach lattice with an order unit norm. Every abstract $L_p$ space for $p \in [1, \infty]$ is Dedekind–MacNeille complete. A commutative ring $(\mathbb{A}, +, \cdot)$ is called boolean iff $x^2 = x \ \forall x \in \mathbb{A}$. Every boolean lattice defines a boolean ring with unit by $x + y := (x \lor -y) \lor (-x \lor y)$ and $x \cdot y := x \land y$, and the converse is also true [526]. By this reason both are referred to as a boolean algebra. A simplest nontrivial example of a boolean algebra is $\mathbb{2}$, consisting of two elements $\{0, 1\}$ such that $0 \leq 1$ and $0 \neq 1$.

If $(X_1, \leq_1)$ and $(X_2, \leq_2)$ are partially ordered sets, then a function $f : X_1 \to X_2$ is called: order preserving iff $x \leq_1 y \Rightarrow f(x) \leq_2 f(y) \ \forall x, y \in X_1$; order continuous [369] iff it is order preserving, $f(\sup Y) = \sup_{x \in Y} \{ f(x) \}$ for every nonempty upwards directed $Y \subseteq X_1$ with $\sup Y \in X_1$, and $f(\inf Y) = \inf_{x \in Y} \{ f(x) \}$ for every nonempty downwards directed $Y \subseteq X_1$ with $\inf Y \in X_1$; sequentially order continuous iff it is order preserving, $f(\sup \{ x_i \}) = \sup\{ f(x_i) \}$ for every nondecreasing sequence $\{ x_i \} \subseteq X_1$, and $f(\inf \{ x_i \}) = \inf\{ f(x_i) \}$ for every nonincreasing sequence $\{ x_i \} \subseteq X_1$. If $X_1$ and $X_2$ are lattices, then a lattice homomorphism is defined as a function $f : X_1 \to X_2$ such that $f(x \lor y) = f(x) \lor f(y)$ and $f(x \land y) = f(x) \land f(y)$. If $A_1$ and $A_2$ are boolean algebras, then a boolean homomorphism is defined as a ring homomorphism $f : A_1 \to A_2$ such that $f(1) = 1$. If $X_1$ and $X_2$ are Riesz lattices, then a Riesz homomorphism is defined as a linear function $f : X_1 \to X_2$ such that any of equivalent conditions holds: $f(x^+) = (f(x))^+; f(||x||) = ||f(x)||; f(x \land y) = f(x) \land f(y); f(x \lor y) = f(x) \lor f(y)$. If $X_1$ and $X_2$ are Banach lattices then a Riesz homomorphism $f : X_1 \to X_2$ is called: unit preserving if $X_1$ has an order unit norm with an order unit $e_1$, $X_2$ has an order unit norm with an order unit $e_2$ and $f(e_1) = e_2$; norm preserving iff $||f(x)||_{X_2} = ||x||_{X_1}$; isometric iff it is norm preserving and continuous with respect to norm topologies on $X_1$ and $X_2$. A boolean isomorphism is defined as a bijective boolean homomorphism, while a Riesz isomorphism is defined as a bijective Riesz homomorphism. Isometric Riesz isomorphisms of Banach lattices coincide with their isometric isomorphisms (surjective isometries). Every isometric Riesz isomorphism is order continuous. Every boolean homomorphism and every Riesz lattice homomorphism is a lattice homomorphism. Every bijective lattice homomorphism is order continuous. Every boolean homomorphism is order preserving. A multiplication in archimedean f-algebra is order continuous.

Let $\mathcal{B}$ denote a category of boolean algebras and boolean homomorphisms, and let $\text{Top}$ denote a category of topological spaces and continuous functions. The Stone spectrum [526] of a boolean
algebra \( \mathcal{A} \) is defined as a set \( \text{sp}_S(\mathcal{A}) \) of nonzero boolean homomorphisms from \( \mathcal{A} \) to \( 2 \),

\[
\text{sp}_S(\mathcal{A}) := \text{Hom}_B(\mathcal{A}, 2) \setminus \{0\},
\]

equipped with a topology of open sets given by

\[
\{ \mathcal{Y} \subseteq \text{sp}_S(\mathcal{A}) \mid \forall \mathcal{X} \in \mathcal{Y} \exists \mathcal{X} \in \mathcal{A} \; \mathcal{X} \in \mathcal{X} \subseteq \mathcal{Y}\},
\]

where \( \mathcal{Y} : \mathcal{A} \rightarrow \text{Hom}_{\text{Top}}(\text{sp}_S(\mathcal{A}), 2) \) is the Stone representation map defined by \( \mathcal{X} := \{ \mathcal{X} \in \text{sp}_S(\mathcal{A}) \mid \mathcal{X}(\mathcal{X}) = 1\} \). The set \( \{ \mathcal{X} \subseteq \text{sp}_S(\mathcal{A}) \mid \mathcal{X} \in \mathcal{A} \} \) consists of all subsets of \( \text{sp}_S(\mathcal{A}) \) that are open and closed, and is boolean isomorphic to \( \mathcal{A} \). An order closed vector subspace \( Y \) of a Riesz lattice \( X \) is called a band iff \( x \in Y, |y| \leq |x| \Rightarrow y \in Y \). If \( X \) is an archimedean Riesz lattice and \( Z \subseteq X \), then

\[
Z^\perp := \{ x \in X \mid |x| \wedge |y| = 0 \; \forall y \in Z \}
\]

is a band and \( Z^{\perp\perp} = Z \). A subset \( Y \) of an archimedean Riesz lattice \( X \) is called a projection band iff \( Y + Y^\perp = X \). If \( X \) is archimedean and Dedekind–MacNeille complete, then each band of \( X \) is a projection band.

The set of all bands of an archimedean Riesz lattice \( X \) forms a Dedekind–MacNeille complete boolean algebra \( \mathcal{A} \), with \( Y \wedge Z := Y \cap Z, Y \vee Z := (Y + Z)^\perp \), \( 1 := X, 0 := \{0\} \), \( -Y := Y^\perp \), \( (Y \subseteq Z) := (Y \subseteq Z) \), while the set of all projection bands of \( X \) forms a boolean subalgebra of \( \mathcal{A} \). These two boolean algebras coincide iff \( X \) is Dedekind–MacNeille complete.

A measure on a boolean algebra \( \mathcal{A} \) is defined as a function \( \mu : \mathcal{A} \rightarrow [0, \infty] \) such that \( \mu(0) = 0 \). It is called: countably additive iff

\[
\mu(\bigvee_i x_i) = \sum_i \mu(x_i) \quad \text{for} \quad (i \neq j \Rightarrow x_i \wedge x_j = 0);
\]

strictly positive iff \( x \neq 0 \Rightarrow \mu(x) > 0 \); finite iff \( \text{cod}(\mu) \subseteq \mathbb{R}_+^+ \); semi-finite iff

\[
\forall x \in \mathcal{A} \exists y \in \mathcal{A} \; \mu(x) = \infty \Rightarrow (y \leq x \; \text{and} \; 0 < \mu(y) < \infty).
\]

The space of all semi-finite countably additive measures on a boolean algebra \( \mathcal{A} \) will be denoted \( \mathcal{W}(\mathcal{A}) \), while the subset of strictly positive elements of \( \mathcal{W}(\mathcal{A}) \) will be denoted \( \mathcal{W}_0(\mathcal{A}) \). A boolean algebra will be called: ccb-algebra iff it is countably additive complete; Dcb-algebra iff it is Dedekind–MacNeille complete; mcb-algebra iff it allows a semi-finite strictly positive countably additive measure and is Dedekind–MacNeille complete. There exist Dcb-algebras that do not admit any countably additive measure \([548, 227]\). A pair \( (\mathcal{A}, \mu) \) of a ccb-algebra \( \mathcal{A} \) and a strictly positive countably additive measure \( \mu \) on \( \mathcal{A} \) is called a measure algebra. A measure algebra \( (\mathcal{A}, \mu) \) is called: semi-finite; localisable (or Maharam) iff \( \mathcal{A} \) is an mcb-algebra and \( \mu \) is semi-finite. An evaluation on a boolean algebra \( \mathcal{A} \) is defined as a function \( \phi : \mathcal{A} \rightarrow \mathbb{R} \) satisfying \( \phi(0) = 0 \) and countably additive in the sense of \((520)\) with \( \mu \) substituted by \( \phi \). It is called: positive iff \( \text{cod}(\phi) \subseteq \mathbb{R}_+^+ \); strictly positive iff \( x \neq 0 \Rightarrow \phi(x) > 0 \). The set of all evaluations on \( \mathcal{A} \) will be denoted \( \text{eval}(\mathcal{A}) \), and its subsets of all positive (resp., strictly positive) elements will be denoted by \( \text{eval}(\mathcal{A})^+ \) (resp. \( \text{eval}(\mathcal{A})^+_0 \)). Every positive evaluation is an element of \( \mathcal{W}(\mathcal{A}) \), hence the diagram

\[
\text{eval}(\mathcal{A})^+_0 \subseteq \mathcal{W}_0(\mathcal{A}) \subseteq \mathcal{W}(\mathcal{A})
\]

is commutative.

Let \( \mathcal{A} \) be an arbitrary boolean algebra, let \( X \) be a vector space of all sums \( \sum_{i=1}^n \lambda_i x_i \) with \( \{\lambda_i\} \subseteq \mathbb{R} \) and \( \{x_i\} \subseteq \mathcal{A} \), and let \( Y \) be a vector subspace of \( X \) spanned by the elements of \( X \) of the form \( (x_1 \vee x_2) - x_1 - x_2 \) for \( x_1, x_2 \in \mathcal{A} \) such that \( x_1 \wedge x_2 = 0 \). The space \( X/Y \) can be equipped with the norm

\[
\|f\|_x := \min\{\lambda \geq 0 \mid |f| \leq \lambda \chi(1)\} \quad \forall f \in X/Y,
\]

where \( \chi(1) = 1 \).
where \( \chi : \mathcal{A} \to X/Y \) is defined as a map from \( x \in \mathcal{A} \) to an image of \( x \in X \) in \( X/Y \). The space \( L_\infty(\mathcal{A}) \) is defined as a Cauchy completion of \( X/Y \) in \( \| \cdot \|_\infty \). The order unit of \( L_\infty(\mathcal{A}) \) is given by the constant function taking the value 1 everywhere. The projection band algebra of \( L_\infty(\mathcal{A}) \) is boolean isomorphic to \( \mathcal{A} \). \( L_\infty(\mathcal{A}) \) is Dedekind–MacNeille complete iff \( \mathcal{A} \) is, and is countably additive complete iff \( \mathcal{A} \) is. If \( f : \mathcal{A}_1 \to \mathcal{A}_2 \) is a boolean homomorphism, then the formula

\[
L_\infty(f)(\chi(x)) = \chi(f(x)) \quad \forall x \in \mathcal{A}_1
\]

(524)
determines a unique Riesz homomorphism \( L_\infty(f) : L_\infty(\mathcal{A}_1) \to L_\infty(\mathcal{A}_2) \) which is unit preserving, and is surjective (resp.: injective; order continuous) iff \( f \) is surjective (resp.: injective; order continuous). If \( \mathcal{A} \) is a ccb-algebra, then \( L_0(\mathcal{A}) \) is defined as a set of all functions \( f : \mathbb{R} \to \mathcal{A} \) such that

\[
f(\lambda_1) = \sup_{\lambda_2 > \lambda_1} f(\lambda_2) \quad \forall \lambda_1 \in \mathbb{R}, \quad \inf_{\lambda \in \mathbb{R}} f(\lambda) = 0, \quad \sup_{\lambda \in \mathbb{R}} f(\lambda) = 1.
\]

(525)
The \( L_0(\mathcal{A}) \) space can be equipped with an f-algebra structure, provided by

\[
(x \cdot y)(\lambda_1) := \sup \left\{ x(\lambda_2) \wedge y\left(\frac{\lambda_1}{\lambda_2}\right) \mid \lambda_2 \in \mathbb{Q}, \lambda_2 > 0 \right\} \quad \forall x, y \geq 0,
\]

(526)
and

\[
x \cdot y := x^+ \cdot x^+ - x^+ \cdot y^- - x^- \cdot y^+ + x^- \cdot y^- \quad \forall x, y \in L_0(\mathcal{A}).
\]

(527)
For any measure algebra \( (\mathcal{A}, \mu) \), the map

\[
\| \cdot \|_1 : L_0(\mathcal{A}) \ni f \mapsto \int_0^\infty d\lambda \mu(|f(\lambda)|) \in [0, \infty],
\]

(528)
where \( d\mu \) is a Lebesgue measure on \( \mathbb{R} \), allows to define

\[
L_1(\mathcal{A}, \mu) := \{ f \in L_0(\mathcal{A}) \mid \| f \|_1 < \infty \}.
\]

(529)
Moreover, for \( p \in [1, \infty[ \),

\[
\|f(\lambda)|^p := \begin{cases} \|f(\lambda^1/p)| & : \lambda \geq 0 \\ 1 & : \lambda < 0 \end{cases}
\]

(530)
allows to define

\[
L_p(\mathcal{A}, \mu) := \{ f \in L_0(\mathcal{A}) \mid \| f^p \|_1 \in L_1(\mathcal{A}, \mu) \}
\]

(531)
and

\[
\| \cdot \|_p : L_p(\mathcal{A}, \mu) \ni f \mapsto \| f^p \|_1^{1/p} \in \mathbb{R}^+.
\]

(532)
For \( p \in [1, \infty[ \) the maps \( \| \cdot \|_p \) are norms on \( L_p(\mathcal{A}, \mu) \) under which \( L_p(\mathcal{A}, \mu) \) are Cauchy complete. The spaces \( L_p(\mathcal{A}, \mu) \) inherit an f-algebra structure from \( L_0(\mathcal{A}) \) and are Dedekind–MacNeille complete. If \( \mathcal{A} \) is a ccb-algebra and \( \mu_1, \mu_2 \in \mathcal{W}(\mathcal{A}) \), then \( L_p(\mathcal{A}, \mu_1) \) and \( L_p(\mathcal{A}, \mu_2) \) are isometrically Riesz isomorphic. If \( (\mathcal{A}, \mu) \) is a localisable measure algebra, then the band algebra of \( L_p(\mathcal{A}, \mu) \) is boolean isomorphic to \( \mathcal{A} \). If \( (\mathcal{A}, \mu) \) is a measure algebra and \( x \in L_1(\mathcal{A}, \mu) \), then the function \( \int \mu : L_1(\mathcal{A}, \mu) \to \mathbb{R} \), defined by

\[
\int \mu x := \| x^+ \|_1 - \| x^- \|_1 = \int_0^\infty d\mu \mu(x(\lambda)) - \int_0^\infty d\mu \mu(-x(\lambda)),
\]

(533)
is linear and order continuous, and satisfies

\[
\| x \|_1 = \int \mu |x| \quad \forall x \in L_1(\mathcal{A}, \mu),
\]

(534)
\[
\| x \|_p = \left( \int \mu |x|^p \right)^{1/p} = \| |x|^p \|_1^{1/p} \quad \forall x \in L_p(\mathcal{A}, \mu) \quad \forall p \in [1, \infty[.
\]

(535)
\[\text{Equivalently, one can define (real or complex) Banach lattice } L_\infty(\mathcal{A}) \text{ as the space of all (real or complex) continuous functions on the Stone spectrum } sp_\infty(\mathcal{A}), \text{ endowed with its multiplication, linear and order structures, and norm given by } \| f \| := \sup_{x \in sp_\infty(\mathcal{A})} |f(x)|. \text{ However, for the purposes of Section 5.8, we want to avoid any dependence on Stone representation in the definition of } L_\infty(\mathcal{A}).\]
The space $\text{eval}(\mathcal{A})$ is an abstract $L_1$ space, and if $(\mathcal{A}, \mu)$ is a semi-finite measure algebra, then there exists a bijective Riesz isomorphism between $\text{eval}(\mathcal{A})$ and $L_1(\mathcal{A}, \mu)$. Hence, there exists a bijection between $L_1(\mathcal{A}, \mu)^+$ and $\text{eval}(\mathcal{A})^+$. For any measure algebra $(\mathcal{A}, \mu)$ and $\gamma \in [0, 1]$ there is a Riesz isomorphism $L_{1/\gamma}(\mathcal{A}, \mu)^{\mathcal{R}} \cong L_{1/(1-\gamma)}(\mathcal{A}, \mu)$ and a Banach space duality $L_{1/\gamma}(\mathcal{A}, \mu)^{\mathcal{B}} \cong L_{1/(1-\gamma)}(\mathcal{A}, \mu)$ determined by the map

$$L_{1/\gamma}(\mathcal{A}, \mu) \times L_{1/(1-\gamma)}(\mathcal{A}, \mu) \ni (x, y) \mapsto \int x \mu y \in \mathbb{R}. \quad (536)$$

The space $L_\infty(\mathcal{A})$ can be identified with the linear subspace of $L_0(\mathcal{A})$ generated by $\chi(1)$, and in such case $L_1(\mathcal{A}, \mu) \times L_\infty(\mathcal{A}) \ni (x, y) \mapsto x \cdot y \in L_1(\mathcal{A}, \mu)$ is a bilinear maps, while

$$L_1(\mathcal{A}, \mu) \times L_\infty(\mathcal{A}) \ni (x, y) \mapsto \int x \mu y \in \mathbb{R} \quad (537)$$

is a bilinear functional. If $(\mathcal{A}, \mu)$ is semi-finite, then $L_1(\mathcal{A}, \mu)$ is isometrically Riesz isomorphic to $L_\infty(\mathcal{A})^\mathcal{R}$. According to Segal’s theorem [491], the space $L_1(\mathcal{A}, \mu)^{\mathcal{B}}$ is isometrically Riesz isomorphic to $L_\infty(\mathcal{A})$ iff $(\mathcal{A}, \mu)$ is localisable, and in such case all Banach preduals of $L_\infty(\mathcal{A})$ are isometrically (and Riesz) isomorphic. If $(\mathcal{A}, \mu)$ is a measure algebra, then $\mathcal{A}^\mu := \{ x \in \mathcal{A} \mid \mu(x) < \infty \}$ is a boolean algebra and an ideal in $\mathcal{A}$. If $(\mathcal{A}, \mu)$ is semi-finite, then an embedding $\mathcal{A}^\mu \subseteq \mathcal{A}$ is an order continuous injective boolean homomorphism. For any measure algebras $(\mathcal{A}_1, \mu_1)$ and $(\mathcal{A}_2, \mu_2)$ a boolean homomorphism $f : \mathcal{A}_1^{\mu_1} \to \mathcal{A}_2^{\mu_2}$ is called measure preserving iff $\mu_2(f(x)) = \mu_1(x) \forall x \in \mathcal{A}_1^{\mu_1}$. Every measure preserving boolean homomorphism is injective. Every measure preserving boolean homomorphism $f : \mathcal{A}_1^{\mu_1} \to \mathcal{A}_2^{\mu_2}$ is order continuous. If $p \in [1, \infty]$, then a measure preserving boolean homomorphism $f : \mathcal{A}_1^{\mu_1} \to \mathcal{A}_2^{\mu_2}$ determines a unique injective, order continuous, isometric Riesz homomorphism $\tilde{f} : L_p(\mathcal{A}_1, \mu_1) \to L_p(\mathcal{A}_2, \mu_2)$ given by

$$\tilde{f}(\chi(x)) = \chi(f(x)) \forall x \in \mathcal{A}_1^{\mu_1}, \quad (538)$$

where the function $\chi : \mathcal{A} \to L_0(\mathcal{A})$, defined by

$$(\chi(x))(\lambda) := \begin{cases} 1 & : \lambda < 0 \\ x & : \lambda \in [0, 1] \\ 0 & : 1 \leq \lambda, \end{cases} \quad (539)$$

is additive, injective lattice homomorphism. The map $\tilde{f}$ is surjective iff $f$ is surjective. Hence, every measure preserving boolean homomorphism determines a unique corresponding isometric Riesz isomorphism of associated $L_p$ spaces.

Every abstract $L_p$ space for $p \in [1, \infty]$ is Dedekind–MacNeille complete and countably additive complete. If $X$ is an abstract $L_{1/\gamma}$ space with $\gamma \in [0, 1]$, then by Andô’s theorem [9], its Banach dual $X^B$ is an abstract $L_{1/(1-\gamma)}$ space. If $X$ is an abstract $L_1$ space, then its Banach dual $X^B$ coincides with its Riesz dual $X^R$ and is a proper abstract $L_\infty$ space. According to the Bohrenblust–Kakutani–Nakano theorem [48, 253, 252, 49, 9]:

(i) every abstract $L_p$ space $X$ for $p \in [1, \infty]$ is isometrically Riesz isomorphic to some $L_p(\mathcal{A}, \mu)$ space, where $\mathcal{A}$ is uniquely determined as an mcb-algebra of projection bands of $X$, while $\mu \in \mathcal{W}(\mathcal{A})$ is (nonuniquely) determined by $\mathcal{A}$ and a norm of $X$, so that $(\mathcal{A}, \mu)$ is a localisable measure algebra;

(ii) every abstract $L_\infty$ space $X$ determines a ccb-algebra $\mathcal{A}$ of its projection bands, and $X$ is isometrically Riesz isomorphic to $L_\infty(\mathcal{A})$. Hence, every Dedekind–MacNeille complete abstract $L_\infty$ space $X$ is isometrically Riesz isomorphic to $L_\infty(\mathcal{A})$, where $\mathcal{A}$ is a Dcb-algebra.

By Segal’s theorem [491], this implies that

(iii) every proper abstract $L_\infty$ space $X$ is isometrically Riesz isomorphic to $L_\infty(\mathcal{A})$, where $\mathcal{A}$ is an mcb-algebra.
Consider the categories: $\text{locMeAlgIso}$ of localisable measure algebras and measure preserving boolean isomorphisms; $\text{sfMeAlgIso}$ of semi-finite measure algebras and measure preserving boolean isomorphisms; $\text{mcBlIso}$ of semi-finite measure algebras and measure preserving boolean isomorphisms; $\text{ccBl} \Delta$ of ccb-algebras and boolean isomorphisms; $\text{ccB}$ of ccb-algebras and boolean homomorphisms; $\text{ccBi}$ of ccb-algebras and injective boolean homomorphisms; $\text{mcBc}$ of mcb-algebras and order continuous boolean homomorphisms; $\text{DcBc}$ of Dcb-algebras and order continuous boolean homomorphisms; $\text{L}_{p,\text{iso}}$ of abstract $L_p$ spaces for fixed $p \in [1, \infty]$ with unit preserving isometric Riesz isomorphisms; $\text{L}_{p,\text{inp}}$ of abstract $L_p$ spaces for fixed $p \in [1, \infty]$ with unit preserving norm preserving injective Riesz homomorphisms; $\text{L}_{\infty,\text{iso}}$ of proper abstract $L_\infty$ spaces with unit preserving isometric Riesz isomorphisms; $\text{L}_{\infty,\text{c}}$ of proper abstract $L_\infty$ spaces with order continuous unit preserving Riesz homomorphisms; $\text{al}_{\infty,\text{iso}}$ of abstract $L_\infty$ spaces with unit preserving isometric Riesz isomorphisms; $\text{al}_{\infty,\text{c}}$ of abstract $L_\infty$ spaces with order continuous unit preserving Riesz homomorphisms; $\text{al}_{\infty,\text{iso}}$ of abstract $L_\infty$ spaces with unit preserving Riesz homomorphisms; $\text{Dca}_{\infty,\text{c}}$ of Dedekind–MacNeille complete abstract $L_\infty$ spaces with order continuous unit preserving Riesz homomorphisms; $\text{bl}_{\infty}$ of $L_\infty(\mathcal{A})$ spaces over boolean algebras $\mathcal{A}$ with unit preserving Riesz homomorphisms. Let $\text{Frg} : \text{sfMeAlg} \rightarrow \text{ccBi}$ denote the forgetful functor that forgets about the measure, let $\text{MeAlg}_{L_p} : \text{sfMeAlg} \rightarrow \text{L}_{p,\text{inp}}$ denote the functor that associates $L_p(\mathcal{A}, \mu)$ space to each $(\mathcal{A}, \mu) \in \text{Ob}(\text{sfMeAlg})$ and $\tilde{f}$ given by (538) to each $f \in \text{Mor}(\text{sfMeAlg})$, let $L_\infty : \text{B} \rightarrow \text{bl}_{\infty}$ denote the functor that associates $L_\infty(\mathcal{A})$ to each boolean algebra $\mathcal{A}$ and maps the corresponding homomorphisms according to (524), and let $\text{PrjB}$ be a functor from the category of archimedean Riesz lattices with Riesz homomorphisms to the category of boolean algebras with boolean homomorphisms that associates an algebra of projection bands to each Riesz lattice, and a boolean homomorphism of projection bands algebra that is determined by a Riesz homomorphism. Then the properties discussed above can be summarised in terms of the following commutative diagram:

$$
\begin{array}{cccccc}
\text{mcBc} & \rightarrow & \text{DcBc} & \rightarrow & \text{ccB} & \rightarrow & \text{B} \\
\text{L}_{\infty} & \searrow & \text{PrjB} & \swarrow & \text{L}_{\infty} & \swarrow & \text{PrjB} & \searrow & \text{L}_{\infty} & \swarrow & \text{PrjB} \\
\text{L}_{\infty,\text{c}} & \rightarrow & \text{Dca}_{\infty,\text{c}} & \rightarrow & \text{al}_{\infty} & \rightarrow & \text{bl}_{\infty} \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\text{L}_{\infty,\text{iso}} & \rightarrow & \text{al}_{\infty,\text{iso}} & \rightarrow & \text{al}_{\infty,\text{i}} & & & & & & & \\
\downarrow & & \downarrow & & \downarrow & & & & & & & \\
\text{mcBl}_{\text{iso}} & \rightarrow & \text{ccBl}_{\text{iso}} & \rightarrow & \text{ccBi} & & & & & & & \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\text{locMeAlg}_{\text{iso}} & \rightarrow & \text{sfMeAlg}_{\text{iso}} & \rightarrow & \text{sfMeAlg} & & & & & & & \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\text{L}_{p,\text{iso}} & \rightarrow & \text{L}_{p,\text{inp}} & & & & & & & & &
\end{array}
$$

(540)

where $(\cdot)^{\text{B}}$ and $(\cdot)^{\text{c}}$ denote the Banach space duality functors, defined by (504) and (505), respectively, and are considered only for $p = 1$. The $(L_\infty, \text{PrjB})$ in (540) set up an equivalence of categories that are their domain and codomain, e.g.

$$
L_\infty \circ \text{PrjB} \cong \text{id}_{\text{bl}_{\infty}}, \quad \text{PrjB} \circ L_\infty \cong \text{id}_{\text{L}_{\infty}};
$$

(541)

$$
L_\infty \circ \text{PrjB} \cong \text{id}_{\text{al}_{\infty}}, \quad \text{PrjB} \circ L_\infty \cong \text{id}_{\text{ccB}};
$$

(542)

$$
L_\infty \circ \text{PrjB} \cong \text{id}_{\text{L}_{\infty,\text{c}}}, \quad \text{PrjB} \circ L_\infty \cong \text{id}_{\text{mcB}};
$$

(543)

and so on. The duality between $L_{1/(1-\gamma)}(\mathcal{A}, \mu)$ and $L_{1/(1-\gamma)}(\mathcal{A}, \mu)$ spaces for semi-finite measure algebra $(\mathcal{A}, \mu)$ and $\gamma \in ]0, 1[$ extends to an Andō duality of abstract $L_p$ spaces, which takes the form of the
A measurable space \( (\mathcal{Y}, \mathcal{A}) \) on \( \mathcal{X} \) is defined as a family \( \mathcal{U}(\mathcal{X}) \) of subsets of \( \mathcal{X} \) such that

\[
\emptyset \in \mathcal{U}(\mathcal{X}), \quad \forall \mathcal{Y} \in \mathcal{U}(\mathcal{X}) \Rightarrow \mathcal{X} \setminus \mathcal{Y} \in \mathcal{U}(\mathcal{X}), \quad \bigcup_i \mathcal{X}_i \in \mathcal{U}(\mathcal{X}) \quad \text{for any sequence} \quad \{\mathcal{X}_i\} \subseteq \mathcal{U}(\mathcal{X}).
\]

(545)

A countably additive ideal [587] of a countably additive algebra \( \mathcal{U}(\mathcal{X}) \) on \( \mathcal{X} \) is defined as a family \( \mathcal{U}^0(\mathcal{X}) \) of subsets of \( \mathcal{U}(\mathcal{X}) \) such that

1) \( \emptyset \in \mathcal{U}^0(\mathcal{X}) \),

2) \( (\mathcal{X}_1 \in \mathcal{U}^0(\mathcal{X}), \mathcal{X}_2 \in \mathcal{U}(\mathcal{X}), \mathcal{X}_2 \subseteq \mathcal{X}_1) \Rightarrow \mathcal{X}_2 \in \mathcal{U}^0(\mathcal{X}) \),

3) \( \bigcup_i \mathcal{X}_i \in \mathcal{U}^0(\mathcal{X}) \) for any countable set \( \{\mathcal{X}_i\} \subseteq \mathcal{U}(\mathcal{X}) \).

A premeasurable space is defined as a pair \( (\mathcal{X}, \mathcal{U}(\mathcal{X})) \), while a measurable space is defined as a triple \( (\mathcal{X}, \mathcal{U}(\mathcal{X}), \mathcal{U}^0(\mathcal{X})) \), where \( \mathcal{U}(\mathcal{X}) \) is any countable additive algebra on \( \mathcal{X} \), while \( \mathcal{U}^0(\mathcal{X}) \) any countably additive ideal of \( \mathcal{U}(\mathcal{X}) \). A complete morphism of premeasurable spaces, \((\mathcal{X}_1, \mathcal{U}_1(\mathcal{X}_1), \mathcal{U}_1^0(\mathcal{X}_1)) \rightarrow (\mathcal{X}_2, \mathcal{U}_2(\mathcal{X}_2), \mathcal{U}_2^0(\mathcal{X}_2))\), is defined as a map \( f : \mathcal{X}_1 \rightarrow \mathcal{X}_2 \) such that \( f^{-1}(\mathcal{Y}) \in \mathcal{U}_1(\mathcal{X}_1) \forall \mathcal{Y} \in \mathcal{U}_2(\mathcal{X}_2) \) and \( f^{-1}(\mathcal{Z}) \in \mathcal{U}_1^0(\mathcal{X}_1) \forall \mathcal{Z} \in \mathcal{U}_2^0(\mathcal{X}_2) \). A measure on a premeasurable space \((\mathcal{X}, \mathcal{U}(\mathcal{X}))\) is defined as a function \( \mu : \mathcal{U}(\mathcal{X}) \rightarrow [0, \infty] \) such that \( \mu(\emptyset) = 0 \). A measure is called countably additive iff \( \mu(\bigcup_i \mathcal{X}_i) = \sum_i \mu(\mathcal{X}_i) \) for any countable sequence \( \{\mathcal{X}_i\} \subseteq \mathcal{U}(\mathcal{X}) \) satisfying \( i \neq j \Rightarrow \mathcal{X}_i \cap \mathcal{X}_j = \emptyset \).

A measure space \((\mathcal{X}, \mathcal{U}(\mathcal{X}), \mu)\) is called atomless iff there exists no \( \mathcal{Y} \subseteq \mathcal{X} \) such that \( \mathcal{Y} \subseteq \mathcal{Z} \) and \( \mu(\mathcal{Z}) = 0 \). A measure space \((\mathcal{X}, \mathcal{U}(\mathcal{X}), \mu)\) is called semi-finite iff there exists a subset \( \mathcal{Z} \subseteq \mathcal{X} \) such that \( \mathcal{Z} \subseteq \mathcal{Y} \) holds that either \( \mathcal{Z} \) or \( \mathcal{Y} \setminus \mathcal{Z} \) is \( \mu \)-null. One says that the property \( Q(\mathcal{X}) \) holds for \( \mu \)-almost every \( x \in \mathcal{X} \) iff \( \{x \in \mathcal{X} \mid \mu(\mathcal{X}) \neq 0\} \subseteq \mathcal{U}(\mathcal{X}) \). The set

\[
\mathcal{U}^\mu(\mathcal{X}) := \mathcal{U}(\mathcal{X}) \setminus \text{null}(\mathcal{X}, \mu), \quad \mathcal{Y} \in \mathcal{U}^\mu(\mathcal{X}) \quad \text{iff} \quad \mu(\mathcal{Y}) = 0
\]

is a countably additive ideal of \( \mathcal{U}(\mathcal{X}) \), hence, every measure space \((\mathcal{X}, \mathcal{U}(\mathcal{X}), \mu)\) determines a corresponding measurable space \((\mathcal{X}, \mathcal{U}(\mathcal{X}), \mathcal{U}^\mu(\mathcal{X}))\). A measure space \((\mathcal{X}, \mathcal{U}(\mathcal{X}), \mu)\) is called localisable (or Maharam) iff it is semi-finite and for all \( \mathcal{Y} \subseteq \mathcal{U}(\mathcal{X}) \) there exists \( \mathcal{X}_1 \in \mathcal{U}(\mathcal{X}) \) such that

1) \( \mathcal{Y} \setminus \mathcal{X}_1 \subseteq \text{null}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \mu) \forall \mathcal{Y} \subseteq \mathcal{Y} \),

2) \( (\mathcal{X}_2 \in \mathcal{U}(\mathcal{X}), \mathcal{Y} \setminus \mathcal{X}_2 \subseteq \text{null}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \mu) \forall \mathcal{Y} \subseteq \mathcal{Y} \) \Rightarrow \( \mathcal{X}_1 \subseteq \mathcal{X}_2 \subseteq \text{null}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \mu) \).

A measurable space \((\mathcal{X}, \mathcal{U}(\mathcal{X}), \mathcal{U}^0(\mathcal{X}))\) will be called localisable (or Maharam) iff there exists a measure \( \hat{\mu} \) on \((\mathcal{X}, \mathcal{U}(\mathcal{X}))\) such that \( \mathcal{U}^0(\mathcal{X}) = \mathcal{U}(\mathcal{X}) \setminus \text{null}(\mathcal{X}, \hat{\mu}) \) and \((\mathcal{X}, \mathcal{U}(\mathcal{X}), \mathcal{U}^0(\mathcal{X}))\) is localisable. If \((\mathcal{X}, \mathcal{U}(\mathcal{X}))\) is a premeasurable space and \( \mathcal{Y} \subseteq \mathcal{X} \), then \( \mathcal{U}(\mathcal{X}) := \{\mathcal{Z} \cap \mathcal{Y} \mid \mathcal{Z} \in \mathcal{U}(\mathcal{X})\} \) is a countably additive algebra on \( \mathcal{Y} \). A function \( f : \mathcal{Y} \rightarrow \mathbb{R} \) is called \( \mathcal{U}(\mathcal{X}) \)-measurable iff \( \{x \in \mathcal{X} \mid f(x) \leq \lambda\} \subseteq \mathcal{U}(\mathcal{Y}) \forall \lambda \in \mathbb{R} \). A function \( f : \mathcal{X} \rightarrow \mathbb{R} \) is called \( \hat{\mu} \)-simple iff \( f = \sum_{i=1}^n \lambda_i \chi_{Y_i} \), where \( n \in \mathbb{N}, \{\lambda_i\} \subseteq \mathbb{R}, \{Y_i\} \subseteq \mathcal{X} \) are \( \mathcal{U}(\mathcal{X}) \)-measurable sets with \( \hat{\mu}(\chi_{Y_i}) < \infty \), and \( \chi_{Y_i} \) are characteristic functions of \( Y_i \). A \( \hat{\mu} \)-integral of a \( \hat{\mu} \)-simple \( f \) is defined as \( \hat{\mu} f := \sum_{i=1}^n \lambda_i \mu(\chi_{Y_i}) \). A function \( f : \mathcal{X} \rightarrow \mathbb{R} \) is called \( \hat{\mu} \)-integrable iff \( f = f_a - f_b \), where \( f_a \in \{f_a, f_b\} \) satisfy

\[
L_1/\gamma \quad \text{Iso} \xrightarrow{(\cdot)^B} L_1/(1-\gamma) \quad \text{Iso}, \quad \text{with} \quad (\cdot)^B \circ (\cdot)_* \equiv \text{id}_{L_1/\gamma} \equiv (\cdot)_* \circ (\cdot)^B.
\]

(544)
1) \( \mathcal{X} \setminus \text{dom} f_\circ \) is \( \tilde{\mu} \)-null,

2) \( f_\circ(x) \in \mathbb{R}^+ \ \forall x \in \text{dom} f_\circ \),

3) there exists a nondecreasing sequence \( \{ f_i \} \) of simple functions \( f_i : \mathcal{X} \to \mathbb{R}^+ \) such that \( \sup \{ \int \tilde{\mu} f_i \} < \infty \) and \( \lim_{i \to \infty} f_i(x) = f_\circ(x) \) holds \( \tilde{\mu} \)-almost everywhere.

A \( \tilde{\mu} \)-\textit{integral} of \( \tilde{\mu} \)-integrable \( f \) is defined as \( \int \tilde{\mu} f := \int \tilde{\mu} f_\circ - \int \tilde{\mu} f_\circ \). If \( (\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \) is a measure space, then the set of functions \( f : \mathcal{X} \to \mathbb{R} \) such that

i) \( \mathcal{X} \setminus \text{dom} f \) is \( \tilde{\mu} \)-null,

ii) \( \exists \mathcal{Y} \subseteq \mathcal{X} \) such that \( \mathcal{X} \setminus \mathcal{Y} \) is \( \tilde{\mu} \)-null and \( f|_\mathcal{Y} \) is \( \mathcal{U}(\mathcal{X}) \)-measurable,

is denoted by \( L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \). A space \( L_\infty(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \) is defined as a set of \( f \in L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \) such that

\[
\exists \lambda \geq 0 \ \{ x \in \text{dom} f \ | \ |f(x)| \leq \lambda \} \in \text{null}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \tag{548}
\]

A space \( L_p(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \), for \( p \in ]1, \infty[ \), is defined as a set of all \( f \in L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \) such that \( |f|^p \) is \( \tilde{\mu} \)-integrable. For \( p \in [1, \infty[ \cup \{0\} \) [435, 419, 137]

\[
L_p(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) := L_p(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu})/ = \tilde{\mu}, \tag{549}
\]

where \( = \tilde{\mu} \) is an equivalence relation on elements of \( L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \) such that \( f_1 = f_2 \) iff \( f_1 = f_2 \) holds \( \tilde{\mu} \)-almost everywhere.

By Wecken’s theorem [624], every measurable space \( (\mathcal{X}, \mathcal{U}(\mathcal{X}), \mathcal{U}^0(\mathcal{X})) \) determines a ccb-algebra \( \mathcal{A} \) by \( \mathcal{A} := \mathcal{U}(\mathcal{X})/\mathcal{U}^0(\mathcal{X}) \), and, in particular, every measure space \( (\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \) determines a ccb-algebra

\[
\mathcal{A}_{\tilde{\mu}} := \mathcal{U}(\mathcal{X})/\tilde{\mu}(\mathcal{X}) = \mathcal{U}(\mathcal{X})/\{ \mathcal{Y} \in \mathcal{U}(\mathcal{X}) \ | \tilde{\mu}(\mathcal{Y}) = 0 \} \tag{550}
\]

and a measure algebra \( (\mathcal{A}_{\tilde{\mu}}, \mu) \), with

\[
\mu([Z]_{\mathcal{A}_{\tilde{\mu}}}) := \tilde{\mu}(Z) \ \forall Z \in \mathcal{U}(\mathcal{X}), \tag{551}
\]

where the map \( \mathcal{U}(\mathcal{X}) \ni Z \mapsto [Z]_{\mathcal{A}_{\tilde{\mu}}} \in \mathcal{A}_{\tilde{\mu}} \) is defined by (550), and is sequentially order continuous. On the other hand, for every ccb-algebra \( \mathcal{A} \) the Loomis–Sikorski theorem [351, 512] provides an explicit construction of a measurable space \( (\text{sp}_\mathcal{A}(\mathcal{A}), \mathcal{U}_\mathcal{LS}(\text{sp}_\mathcal{A}(\mathcal{A})), \mathcal{U}^0_{\mathcal{LS}}(\text{sp}_\mathcal{A}(\mathcal{A}))) \), such that \( \mathcal{U}_\mathcal{LS}(\text{sp}_\mathcal{A}(\mathcal{A}))/\mathcal{U}^0_{\mathcal{LS}}(\text{sp}_\mathcal{A}(\mathcal{A})) \) is boolean isomorphic to \( \mathcal{A} \). As a consequence, one can show that for every measure algebra \( (\mathcal{A}, \mu) \) there exists a measure preserving isomorphism to a measure algebra of some measure space. By Kelley–Namikawa theorem [274], the measure space is localisable iff the corresponding ccb-algebra is an mcb-algebra. Together with a contravariant equivalence between order continuous boolean homomorphisms and complete morphisms of measurable spaces (see e.g. [162]), this allows to establish the following categorical equivalence. Let \( \text{locMeSp} \) be a category consisting of localisable measurable spaces and complete morphisms, let \( W : \text{locMeSp}^{op} \to \text{mcbBc} \) be a functor that assigns to each \( (\mathcal{X}, \mathcal{U}(\mathcal{X}), \mathcal{U}^0(\mathcal{X})) \) its mcb-algebra \( \mathcal{U}(\mathcal{X})/\mathcal{U}^0(\mathcal{X}) \), and to each complete morphism \( (\mathcal{X}_1, \mathcal{U}_1(\mathcal{X}_1), \mathcal{U}^0_1(\mathcal{X}_1)) \to (\mathcal{X}_2, \mathcal{U}_2(\mathcal{X}_2), \mathcal{U}^0_2(\mathcal{X}_2)) \) the corresponding order continuous boolean homomorphism \( \mathcal{U}_2(\mathcal{X}_2)/\mathcal{U}^0_2(\mathcal{X}_2) \to \mathcal{U}_1(\mathcal{X}_1)/\mathcal{U}^0_1(\mathcal{X}_1) \). Let \( \text{LS} : \text{mcbBc} \to \text{locMeSp}^{op} \) assign to each \( \mathcal{A} \in \text{Ob}(\text{mcbBc}) \) its Loomis–Sikorski representation, and to each \( f \in \text{Mor}(\text{mcbBc}) \) the corresponding complete morphism in \( \text{locMeSp}^{op} \). Then \( W \) and \( \text{LS} \) form an equivalence of categories,

\[
W \circ \text{LS} \cong \text{id}_{\text{mcbBc}}, \quad \text{LS} \circ W \cong \text{id}_{\text{locMeSp}^{op}}. \tag{552}
\]

It seems that this equivalence is a special case of a more general equivalence between arbitrary measurable spaces and ccb-algebras with arbitrary boolean homomorphisms. However, it is unclear for us what are the morphisms between measurable spaces in this general case.

---

The elements of \( \mathcal{U}_\mathcal{LS}(\text{sp}_\mathcal{A}(\mathcal{A})) \) are clopen subsets of \( \text{sp}_\mathcal{A}(\mathcal{A}) \), while \( \mathcal{U}^0_{\mathcal{LS}}(\text{sp}_\mathcal{A}(\mathcal{A})) \) consists of all meager subsets of \( \text{sp}_\mathcal{A}(\mathcal{A}) \).
Every $L_p(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu})$ space for $p \in [1, \infty]$ is a Banach lattice that is isometrically Riesz isomorphic to $L_p(\mathcal{A}, \mu)$ with $(\mathcal{A}, \mu)$ determined by (550) and (551). On the other hand, an abstract $L_p$ space $\mathcal{X}$ determines uniquely the mcb-algebra $\mathcal{A}$ (as an algebra of its projection bands), but it determines neither the particular measurable space $(\mathcal{X}, \mathcal{U}(\mathcal{X}), \mathcal{B}(\mathcal{X}), \mathcal{U}(\mathcal{X}), \tilde{\mu})$ nor the measure space $(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu})$. These structures can vary arbitrarily, as long as $\mathcal{U}(\mathcal{X})$/$\mathcal{B}(\mathcal{X})$, or, respectively, $\mathcal{U}(\mathcal{X})$/$\mathcal{B}(\mathcal{X})$, are boolean isomorphic to $\mathcal{A}$. All mutually isometrically Riesz isomorphic $L_p(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu})$ spaces constructed over various measure spaces $(\mathcal{X}, \mathcal{U}(\mathcal{X}), \mu)$ can be identified with a single $L_p(\mathcal{A}, \mu)$ space, with $\mathcal{A} \equiv \mathcal{U}(\mathcal{X})$/$\mathcal{B}(\mathcal{X})$ and $\mu(\cdot, \mathcal{A}) = \tilde{\mu}$. Finally, for any $(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu})$ one has an isometric Riesz isomorphism $L_\infty(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \cong L_\infty(\mathcal{U}(\mathcal{X})$/$\mathcal{B}(\mathcal{X})) \equiv L_\infty(\mathcal{A})$. The restriction of validity of isometric isomorphism $L_1(\mathcal{A}, \mu)^B \cong L_\infty(\mathcal{A})$ to localisable measure algebras $(\mathcal{A}, \mu)$ is equivalent with restriction of validity of the Steinhaus–Nikodým theorem [519, 378] $L_1(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu}) \cong L_\infty(\mathcal{X}, \mathcal{U}(\mathcal{X}), \tilde{\mu})$ to localisable measure spaces, which was established by Segal [491]. Example showing that this property does not hold for arbitrary measure space was given in [467].

For further purposes, we will recall few notions from topology and topological branch of Fréchet’s approach to measure theory. If $\mathcal{X}$ is a topological space, then $\mathcal{Y} \subseteq \mathcal{X}$ is called: **clopen** if it is closed and open; **rare** (or **nowhere dense**) iff $\text{int}(\mathcal{Y}) = \emptyset$; **meager** iff it is a union of a sequence of rare subsets of $\mathcal{X}$; **cozero** iff $\mathcal{X} \setminus \mathcal{Y}$ is of the form $f^{-1}(\{0\})$ for some continuous function $f : \mathcal{X} \to \mathbb{R}$. A topological space $\mathcal{X}$ is called: **Hausdorff** [213] iff for any $x_1, x_2 \in \mathcal{X}$ such that $x_1 \neq x_2$ there exist open sets $\mathcal{X}_1, \mathcal{X}_2 \subseteq \mathcal{X}$ such that $x_1 \in \mathcal{X}_1$, $x_2 \in \mathcal{X}_2$, and $\mathcal{X}_1 \cap \mathcal{X}_2 = \emptyset$; **compact** iff every open cover of $\mathcal{X}$ has a finite subcover; **locally compact** iff every $x \in \mathcal{X}$ has a topological neighbourhood which is compact; **extremally disconnected** iff the closure of every open subset of $\mathcal{X}$ is open (and hence clopen); **stonean** if $\mathcal{X}$ is extremally disconnected compact Hausdorff; **totally disconnected** (or **zero-dimensional**) iff every open subset of $\mathcal{X}$ is a union of its clopen subsets; **Stone** iff $\mathcal{X}$ is totally disconnected compact Hausdorff; **basically disconnected** iff the closure of every cozero subset of $\mathcal{X}$ is open; **Rickart** (or **quasi-stonean**) if $\mathcal{X}$ is basically disconnected compact Hausdorff. Let $\mathcal{U}_\text{Borel}(\mathcal{X})$ denote the smallest countably additive algebra on $\mathcal{X}$ containing all open sets of $\mathcal{X}$. If $\mathcal{X}$ is a Hausdorff topological space, a measure $\tilde{\mu}$ on $\mathcal{U}_\text{Borel}(\mathcal{X})$ is called: **compactly inner regular** if

$$\tilde{\mu}(\mathcal{Y}) = \sup\{\tilde{\mu}(\mathcal{Z}) \mid \mathcal{Z} \text{ is compact, } \mathcal{Z} \subseteq \mathcal{Y}\} \quad \forall \mathcal{Y} \subseteq \mathcal{U}(\mathcal{X});$$  \hspace{1cm} (553)

**locally finite** iff $\forall x \in \mathcal{X}$ there exists a neighbourhood $\mathcal{Y} \subseteq \mathcal{X}$ such that $\tilde{\mu}(\mathcal{Y}) < \infty$; **Radon** iff it is compactly inner regular and locally finite; **normal** iff $\int \tilde{\mu} \sup \{f_i\} = \sup \{\int \tilde{\mu} f_i\}$ for each bounded monotone increasing net $\{f_i\} \subseteq C(\mathcal{X}, \mathbb{R})$, or, equivalently, iff $\tilde{\mu}(\mathcal{Y}) = 0$ for every meager $\mathcal{Y} \subseteq \mathcal{X}$. Let $\mathcal{Meas}_+(\mathcal{X}, \mathcal{U}_\text{Borel}(\mathcal{X}))$ denote the set of all normal Radon measures on $\mathcal{U}_\text{Borel}(\mathcal{X})$. A stonean topological space $\mathcal{X}$ is called **hyperstonean** iff $\exists \{\text{supp}(\tilde{\mu}) \mid \tilde{\mu} \in \mathcal{Meas}_+(\mathcal{X}, \mathcal{U}_\text{Borel}(\mathcal{X}))\}$ is a dense subset of $\mathcal{X}$, or, equivalently, iff for each nonempty open $\mathcal{Y} \subseteq \mathcal{X}$ there exists a Radon measure $\tilde{\mu}$ on $\mathcal{X}$ such that $\tilde{\mu}(\mathcal{Z}) = 0$ for every rare $\mathcal{Z} \subseteq \mathcal{X}$ and $\tilde{\mu}(\mathcal{Y}) > 0$. Hence, null($\mathcal{X}, \mathcal{U}_\text{Borel}(\mathcal{X}), \tilde{\mu}$) = rare($\mathcal{X}$), where rare($\mathcal{X}$) is a set of all rare subsets of $\mathcal{X}$, so $\mathcal{U}_\text{Borel}(\mathcal{X}) = \mathcal{U}_\text{Borel}(\mathcal{X}) \cap \text{rare}(\mathcal{X})$. A continuous function $f : \mathcal{X}_1 \to \mathcal{X}_2$ between two compact Hausdorff topological spaces $\mathcal{X}_1$ and $\mathcal{X}_2$ is called: **quasi-open** iff $f^{-1}(\mathcal{Y})$ is rare in $\mathcal{X}_1$ for all rare $\mathcal{Y} \subseteq \mathcal{X}_2$, or, equivalently, iff

$$\mathcal{X}_1 \neq \emptyset \quad \Rightarrow \quad \text{int}(f(\mathcal{X}_1)) \neq \emptyset \quad \forall \mathcal{X}_1 \subseteq \mathcal{X}_1;$$  \hspace{1cm} (554)

**open** iff $f^{-1}(\mathcal{Y}) = f^{-1}(\mathcal{Y}) \forall \mathcal{Y} \subseteq \mathcal{X}_2$, or, equivalently, iff

$$\text{int}(f^{-1}(\mathcal{Y})) = f^{-1}(\text{int}(\mathcal{Y})) \forall \mathcal{Y} \subseteq \mathcal{X}_2.$$  \hspace{1cm} (555)

A continuous function between stonean spaces is open iff it is quasi-open. Every homeomorphism of topological spaces is open, and a bijective continuous function between two topological spaces is homeomorphism iff it is open.

According to Riesz representation theorem [434], if $\mathcal{X}$ is a locally compact Hausdorff topological space, then every $\mathbb{R}$-valued positive linear functional $\phi$ on the set $C_c(\mathcal{X}; \mathbb{R})$ of continuous functions on $\mathcal{X}$ with compact support determines a unique Radon measure $\tilde{\mu}_\phi$ on $\mathcal{U}_\text{Borel}(\mathcal{X})$ such that

$$\phi(f) = \int_{\mathcal{X}} \tilde{\mu}_\phi(x)f(x) \quad \forall f \in C_c(\mathcal{X}; \mathbb{R}).$$  \hspace{1cm} (556)
This implies that there exists an order preserving isometric isomorphism between the set $\text{Rad}(\mathcal{X})^+$ of Radon measures on $\mathcal{X}$ and a subset of a Banach dual $C(\mathcal{X}; \mathbb{R})^B$ of a space $C(\mathcal{X}; \mathbb{R})$ of all $\mathbb{R}$-valued continuous functions on $\mathcal{X}$, which is determined by the map

$$\text{Rad}(\mathcal{X})^+ \ni \tilde{\mu} \mapsto \int_\mathcal{X} \tilde{\mu}(\cdot) \in C(\mathcal{X}; \mathbb{R})^B. \quad (557)$$

Finally, we turn briefly to Daniell’s approach. A **Stone lattice** [530, 532] is defined as a Riesz lattice $X$ with a (multiplicative) unit element $1$ such that $f \in X^+ \Rightarrow \inf\{f, 1\} \in X$. A **Daniell–Stone integral** [109, 111, 530, 532] is defined as a function $\omega : X \to \mathbb{R}^+$ that is linear and monotonically sequentially continuous (that is, $\omega(\inf\{f_n\}) = \inf\{\omega(f_n)\}$ for every sequence $\{f_n\} \subseteq X$ such that $f_1 \geq f_2 \geq \ldots$ and $\inf\{f_n\} \in X$, or, equivalently, $f_1 \leq f_2 \leq \ldots$ and $\sup\{f_n\} \in X$). If $\mathcal{X}$ is a set, then a **Daniell lattice** over $\mathcal{X}$ is defined as such Stone lattice $X$ that is a subset of a set of functions $f : \mathcal{X} \to \mathbb{R} \cup \{+\infty\}$. Every Daniell–Stone integral $\omega$ on a Daniell lattice $X$ can be uniquely extended to a function $\hat{\omega} : \mathcal{X} \to [0, \infty]$ where

$$\hat{\omega}(f) := \left\{ \begin{array}{ll} \inf\{\lim\omega(h_i) \mid \{h_i\} \subseteq X, \inf\{h_i\} = h \geq f \} & : h \in X \\ +\infty & : \text{otherwise.} \end{array} \right. \quad (559)$$

Such $\hat{\omega}$ is called a **Daniell–Stone extension** of $\omega$, and it is an analogue of a semi-finite countably additive measure. (In particular, the Lebesgue integral can be constructed as a Daniell–Stone extension of the Riemann integral, while the Radon integral can be constructed as a Daniell–Stone extension of the Stieltjes integral.) It is convex, affine ($\lambda > 0 \Rightarrow \hat{\omega}(\lambda f) = \lambda \hat{\omega}(f)$), and subadditive ($\hat{\omega}(f_1 + f_2) \leq \hat{\omega}(f_1) + \hat{\omega}(f_2)$). We will call the pair $(\hat{X}, \hat{\omega})$ a **Daniell system**. For $p \in [1, \infty]$ and a Daniell system $(\hat{X}, \hat{\omega})$, the function

$$\|\cdot\|_p : \hat{X} \ni x \mapsto \|x\|_p := (\hat{\omega}(|x|)^p)^{1/p} \in [0, \infty] \quad (560)$$

is a semi-norm on $\hat{X}$. The space $L_p(X, \omega)$ is defined as a completion of the set $\{x \in X \mid \|x\|_p < \infty\}$ in the topology generated by $\|\cdot\|_p$. The function $\|\cdot\|_p$ becomes a norm on $L_p(X, \omega) = L_p(X, \omega)/\ker(\|\cdot\|_p)$, and $L_p(X, \omega)$ are Banach spaces with respect to $\|\cdot\|_p$.

The main structure that allows the transition between integral and measure are the characteristic functions of sets, which can be used to reconstruct either the measure on the underlying set or the integral on the space of functions. If $X$ is a Daniell lattice over $\mathcal{X}$, then a subset $\mathcal{Y} \subseteq \mathcal{X}$ is called **$X$-open** if there exists a sequence of nonnegative functions $\{f_i\} \subseteq X$ that is monotone increasing ($f_1 \leq f_2 \leq \ldots$) and $\|\mathcal{Y}\| = \sup\{f_i\}$. The family of $X$-open subsets of $\mathcal{X}$ is closed with respect to countable unions. Let $\mathcal{U}^X(\mathcal{X})$ denote the smallest countably additive algebra containing all $X$-open subsets of $\mathcal{X}$. The Daniell–Stone theorem states that for a given Daniell system $(\hat{X}, \hat{\omega})$ there exists a countably additive measure $\tilde{\mu}$ on $\mathcal{U}^X(\mathcal{X})$ that is uniquely determined by the conditions:

1. $X \subseteq L_1(\mathcal{X}, \mathcal{U}^X(\mathcal{X}), \tilde{\mu})$,
2. $\tilde{\omega}(f) = \int f \tilde{\mu} \forall f \in X$,
3. $\tilde{\mu}(\mathcal{Z}) = \inf\{\tilde{\mu}(\mathcal{Y}) \mid \mathcal{Z} \subseteq \mathcal{Y}, \mathcal{Y} \text{ is } X\text{-open in } \mathcal{X} \forall \mathcal{Z} \in \mathcal{U}^X(\mathcal{X})$.

### 5.7 Canonical commutative integration

The role played by mcb-algebras in diagram (540) suggests that it might be possible to deal with Banach lattice isomorphic $L_p(A, \mu)$ spaces for $p \in [1, \infty]$ without specifying any particular measure $\mu \in \mathcal{W}_0(A)$ associated with a given mcb-algebra $A$. In what follows, we will construct a family of canonical $L_p(A)$ spaces that are associated functorially to mcb-algebras $A$. This construction is new for $p \in [1, \infty]$, and it is aimed to provide a commutative counterpart to the Falcone–Takesaki construction of canonical noncommutative $L_p(\mathcal{N})$ spaces. In principle, one could try to define the space $L_p(A)$ as an equivalence class of $L_p(A, \mu)$ spaces divided by the isometric Riesz isomorphisms generated by varying $\mu$ within $\mathcal{W}_0(A)$. However, this would remove too much structure, making category theoretic
description inapplicable (or less applicable). Hence, instead of ‘isomorphism invariant’ definition, we will provide ‘isomorphism covariant’ construction, which follows the ideas of Neveu [376] and Zhu [663]. This will enable us to provide an explicit description of the relationship between the canonical integration theory and the commutative case of canonical noncommutative integration theory, \textit{without passing to representations} in terms of measure algebras, measure spaces, or Daniell systems. In order to keep the algebraic representation-independent formulation, we prove that every proper abstract \( L_\infty \) space is a commutative \( W^* \)-algebra. Because converse is also true, this defines an equivalence between the category of mcb-algebras (with boolean isomorphisms), commutative \( W^* \)-algebras (with normal unital \( * \)-isomorphisms), and proper abstract \( L_\infty \) spaces (with unit preserving isometric Riesz isomorphisms). Together with the full and faithful functor from the category of \( L_p(A) \) spaces with isometric Riesz isomorphisms to the category of \( L_p(N) \) spaces with isometric isomorphisms, this shows that canonical commutative integration theory is precisely a commutative sector of canonical noncommutative integration theory. The relationships between various categories of commutative and noncommutative integration are summarised in the commutative diagram (616).

For any countably additive measures \( \mu_1 \) and \( \mu_2 \) on a ccb-algebra \( \mu_1 \) is called: \textbf{absolutely continuous} with respect to \( \mu_2 \), and denoted by \( \mu_1 \ll \mu_2 \), iff

\[
\forall \epsilon_1 > 0 \; \exists \epsilon_2 > 0 \; \forall x \in A \; \mu_2(x) \leq \epsilon_2 \Rightarrow \mu_1(x) \leq \epsilon_1,
\]

or, equivalently,

\[
\mu_2(x) = 0 \Rightarrow \mu_1(x) = 0 \; \forall x \in A; \tag{561}
\]

\textbf{compatible} [315] with respect to \( \mu_2 \) iff

\[
\forall x \in A \; 0 < \mu_1(x) < \infty \Rightarrow (\exists y \in A \; \mu_1(y) > 0, \; \mu_2(y) < \infty). \tag{562}
\]

Note that \( \mu_1, \mu_2 \in \mathcal{W}_0(A) \Rightarrow \mu_1 \ll \mu_2 \ll \mu_1 \). If \( f \in L_1(A, \mu) \) and \( x \in A \), then

\[
\int_x \mu f := \int_0^\infty d\lambda \mu(x \land f(\lambda)) = \int \mu f \chi(x). \tag{564}
\]

If \( A \) is an mcb-algebra and \( \mu_1, \mu_2 \in \mathcal{W}(A) \), then the Segal–Lewin–Lewin theorem [491, 315] (see also [660, 347, 273, 600, 65]) states that for \( \mu_2 \ll \mu_1 \) and \( \mu_2 \) compatible with \( \mu_1 \)

\[
\exists! f \in L_1(A, \mu_1) \; \forall x \in A \; \mu_2(x) = \int_x \mu_1 f. \tag{565}
\]

Such \( f \) will be called a \textbf{Radon–Nikodým quotient} and denoted by \( \frac{\mu_2}{\mu_1} \). This theorem is a generalisation of the Lebesgue–Radon–Daniell–Nikodým theorem [309, 419, 112, 377] (which holds for countably additive finite measures). For \( \mu_1, \mu_2 \in \mathcal{W}_0(A) \) the compatibility condition of \( \mu_1 \) with respect to \( \mu_2 \) reduces to

\[
\forall x \in A^\mu_1 \; \exists y \in A \; y \leq x, \; y \in A^\mu_2. \tag{566}
\]

If \( \mu_1, \mu_2, \mu_3 \in \mathcal{W}_0(A) \) are mutually compatible, then their Radon–Nikodým quotients satisfy

\[
\begin{align*}
\left( \frac{\mu_i}{\mu_j} \right)^{-1} &= \frac{\mu_j}{\mu_i}, \\
\frac{\mu_i}{\mu_j} \frac{\mu_j}{\mu_k} &= \frac{\mu_i}{\mu_k},
\end{align*} \tag{567, 568}
\]

for all \( i, j \in \{1, 2, 3\} \).

As a consequence, for \( \gamma \in [0, 1] \), \( \mu_1, \mu_2 \in \mathcal{W}_0(A) \) such that \( \mu_1 \) and \( \mu_2 \) are mutually compatible, \( f_1 \in L_{1/\gamma}(A, \mu_1), \; f_2 \in L_{1/\gamma}(A, \mu_2) \), the formula

\[
(f_1, \mu_1) \sim_{1/\gamma} (f_2, \mu_2) \iff f_1 = f_2 \left( \frac{\mu_2}{\mu_1} \right)^{1/\gamma}. \tag{569}
\]
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determines an equivalence relation on \( L_0(\mathcal{A}) \times \mathcal{W}_0(\mathcal{A}) \), which defines the family of equivalence classes
\[
\{ f \mu^\gamma := (f, \mu) / \sim_{1/\gamma} | \mu \in \mathcal{W}_0(\mathcal{A}), f \in L_{1/\gamma}(\mathcal{A}, \mu) \}. \tag{570}
\]
Let \( L_{1/\gamma}(\mathcal{A}) \) denote the set \( \{ f \mu^\gamma | \mu \in \mathcal{W}_0(\mathcal{A}), f \in L_{1/\gamma}(\mathcal{A}, \mu) \} \) equipped with the operations
\[
f_1 \mu_1^\gamma + f_2 \mu_2^\gamma := \left( f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma + f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \right) \mu_4^\gamma, \tag{571}
\]
\[
\lambda (f \mu^\gamma) := (\lambda f) \mu^\gamma, \tag{572}
\]
\[
\| f \mu^\gamma \|_{1/\gamma} := \left( \int |f|^1/\gamma \right)^\gamma, \tag{573}
\]
\[
f_1 \mu_1^\gamma \land f_2 \mu_2^\gamma := \left( f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma \land f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \right) \mu_4^\gamma, \tag{574}
\]
\[
f_1 \mu_1^\gamma \lor f_2 \mu_2^\gamma := \left( f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma \lor f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \right) \mu_4^\gamma, \tag{575}
\]
where \( \mu_4 \) is an arbitrary element of \( \mathcal{W}_0(\mathcal{A}) \) providing a representation of an equivalence class \( f \mu^\gamma \) (hence, it is compatible with \( \mu_1, \mu_2 \in \mathcal{W}_0(\mathcal{A}) \)).

**Proposition 5.1.** \( L_{1/\gamma}(\mathcal{A}) \) is an abstract \( L_{1/\gamma} \) space for \( \gamma \in [0, 1] \).

**Proof.** We need to check that \( L_{1/\gamma}(\mathcal{A}) \) satisfies the following properties: 1) it is a lattice; 2) it is a vector space over \( \mathbb{R} \); 3) \( x \leq y \Rightarrow x + z \leq y + z \); 4) \( x \geq 0 \Rightarrow \lambda x \geq 0 \ \forall \lambda \geq 0 \); 5) \( |x| \leq |y| \Rightarrow \|x\| \leq |y| \); 6) \( \| \cdot \|_{1/\gamma} \) is a norm; 7) it is Cauchy complete in \( \{ \cdot \} \); 8) \( |x| \land |y| = 0 \Rightarrow \|x + y\|^{1/\gamma} = \|x\|^{1/\gamma} + \|y\|^{1/\gamma} \). We begin by noting that 2) follows directly from \( (571) \), \( (572) \) and the vector space structure of \( L_{1/\gamma}(\mathcal{A}, \mu) \), 6) and 7) follow directly from 2), \( (573) \) and the Banach space structure of \( L_{1/\gamma}(\mathcal{A}, \mu) \), while 1) follows directly from \( (574), (575) \) and the lattice structure of \( L_{1/\gamma}(\mathcal{A}, \mu) \). Hence, it remains to prove 3), 4), 5), and 8).

3) \( f_1 \mu_1^\gamma \leq f_2 \mu_2^\gamma \iff f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma \mu_4^\gamma \leq f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \mu_4^\gamma, \)
so \( f_1 \mu_1^\gamma + f_3 \mu_3^\gamma = f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma \mu_4^\gamma + f_3 \left( \frac{\mu_3}{\mu_4} \right)^\gamma \mu_4^\gamma \leq f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \mu_4^\gamma + f_3 \left( \frac{\mu_3}{\mu_4} \right)^\gamma \mu_4^\gamma = f_2 \mu_2^\gamma + f_3 \mu_3^\gamma. \)

4) \( f \mu^\gamma \geq 0 \iff f \geq 0 \Rightarrow \lambda f \geq 0 \iff (\lambda f) \mu^\gamma \geq 0 \iff \lambda (f \mu^\gamma) \geq 0. \)

5) Using the f-algebra structure of \( L_{1/\gamma}(\mathcal{A}, \mu_4) \), we obtain
\[
\| f \mu^\gamma \| = (f \mu^\gamma) \land (-f \mu^\gamma) = \left( f \left( \frac{\mu}{\mu_4} \right)^\gamma \right. \lor \left. -f \left( \frac{\mu}{\mu_4} \right)^\gamma \right) \mu_4^\gamma = \left| f \left( \frac{\mu}{\mu_4} \right)^\gamma \right| \mu_4^\gamma. \tag{576}
\]
This allows us to write
\[
\begin{align*}
|f_1 \mu_1^\gamma| & \leq |f_2 \mu_2^\gamma|, \tag{577} \\
\left| f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma \right| \mu_4^\gamma & \leq \left| f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \right| \mu_4^\gamma, \tag{578} \\
\left| f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \right| - \left| f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma \right| \mu_4^\gamma & \geq 0, \tag{579} \\
\left| f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \right| & \geq \left| f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma \right|, \tag{580} \\
\left| f_2 \left( \frac{\mu_2}{\mu_4} \right)^\gamma \right| & \geq \left| f_1 \left( \frac{\mu_1}{\mu_4} \right)^\gamma \right|, \tag{581} \\
\left( \int |f_1| f_2 \left( \frac{\mu}{\mu_4} \right)^{1/\gamma} \right)^{1/\gamma} & \geq \left( \int |f_1| f_1 \left( \frac{\mu}{\mu_4} \right)^{1/\gamma} \right)^{1/\gamma}, \tag{582} \\
\left( \int |f_2| f_2 \left( \frac{\mu}{\mu_4} \right)^{1/\gamma} \right)^{1/\gamma} & \geq \left( \int |f_1| f_1 \left( \frac{\mu}{\mu_4} \right)^{1/\gamma} \right)^{1/\gamma}, \tag{583} \\
\left| \| f_2 \|^1_{1/\gamma} \right| & \geq \left| \| f_1 \|^1_{1/\gamma} \right|. \tag{584}
\end{align*}
\]
8) We have

\[ \|f_1\mu_1^\gamma + f_2\mu_2^\gamma\|_1^\gamma = \|f_1 + f_2\|_1^\gamma, \]  

(585)

\[ \|f_1\mu_1^\gamma\|_1^\gamma \leq \|f_2\mu_2^\gamma\|_1^\gamma \]  

(586)

In order to prove \(|f_1\mu_1^\gamma| \wedge |f_2\mu_2^\gamma| = 0 \iff |f_1| \wedge |f_2| = 0\), we need to use \((x \wedge y = 0, z \geq 0) \Rightarrow (x \cdot z) \wedge y = 0\) in \(L_{1/\gamma}(\mathcal{A}, \mu_4)\), and the positivity of Radon–Nikodým quotient, which gives us

\[ 0 = |f_1\mu_1^\gamma| \wedge |f_2\mu_2^\gamma| = |f_1(\mu_1 \mu_4)^\gamma| \mu_4^\gamma \wedge |f_2(\mu_2 \mu_4)^\gamma| \mu_4^\gamma \iff \]  

(587)

\[ 0 = |f_1(\mu_1 \mu_4)^\gamma(\mu_1^{-1})\mu_4^\gamma \wedge |f_2(\mu_2 \mu_4)^\gamma(\mu_2^{-1})\mu_4^\gamma| \mu_4^\gamma = (|f_1| \wedge |f_2|)\mu_4^\gamma \iff \]  

(588)

\[ 0 = |f_1| \wedge |f_2|. \]  

(589)

Thus, an abstract \(L_{1/\gamma}\) space structure of \(L_{1/\gamma}(\mathcal{A})\) follows from an abstract \(L_{1/\gamma}\) space structure of \(L_{1/\gamma}(\mathcal{A}, \mu_4)\) for \(\mu_4 \in \mathcal{W}_0(\mathcal{A})\).

Hence, every mcb-algebra \(\mathcal{A}\) allows to construct a family of canonical commutative \(L_p(\mathcal{A})\) spaces over \(\mathcal{A}\), with \(p \in [1, \infty]\), which are abstract \(L_p\) spaces and do not depend on the choice of measure on \(\mathcal{A}\). This assignment is functorial, with boolean homomorphisms \(f : \mathcal{A}_1 \rightarrow \mathcal{A}_2\) mapped to the unit preserving Riesz homomorphisms \(\tilde{f} : L_p(\mathcal{A}_1) \rightarrow L_p(\mathcal{A}_2)\), and with boolean isomorphisms mapped to the unit preserving Riesz isomorphisms, by means of (538) with arbitrary choice of \(\mu_1 \in \mathcal{W}_0(\mathcal{A}_1)\). This defines the family of functors \(L_{1/\gamma} : \text{mcBIso} \rightarrow L_{1/\gamma}\text{Iso}\), which provides a missing arrow in the diagram (540) for \(\gamma \in [0, 1]\), and removes the need for use of categories of measure algebras in the foundations of the theory. Together with the functor \(\text{PrjB}\), the functor \(L_{1/\gamma}\) establishes an equivalence of the categories \(\text{mcBIso}\) and \(L_{1/\gamma}\text{Iso}\):

\[ L_{1/\gamma} \circ \text{PrjB} \cong \text{id}_{L_{1/\gamma}\text{Iso}}, \quad \text{PrjB} \circ L_{1/\gamma} \cong \text{id}_{\text{mcBIso}}. \]  

(590)

**Proposition 5.2.** The map \([\cdot]_\mu : L_{1/\gamma}(\mathcal{A}) \ni x\mu^\gamma \mapsto x \in L_{1/\gamma}(\mathcal{A}, \mu)\) is an isometric Riesz isomorphism.

**Proof.** Linearity follows from (571) and (572), isometry follows from (573), while the property \([|x|]_\mu = [|x|]_\mu\) follows from (576).

Hence, for \(\mu \in \mathcal{W}_0(\mathcal{A})\) the function \([\cdot]_\mu\) provides an isometrically Riesz isomorphic representation of \(L_{1/\gamma}(\mathcal{A})\) space in terms of the \(L_{1/\gamma}(\mathcal{A}, \mu)\) space.

**Corollary 5.3.** For any mcb-algebra \(\mathcal{A}\) there exists a bijective Riesz homomorphism \(L_1(\mathcal{A}) \cong \text{eval}(\mathcal{A})\), and the diagram

\[ \begin{array}{ccc}
L_1(\mathcal{A})^{+} & \cong & \mathcal{W}_0(\mathcal{A}) \\
\downarrow & & \downarrow \\
L_1(\mathcal{A})^{+} & \cong & \mathcal{W}(\mathcal{A})
\end{array} \]  

(591)

commutes.

This is a strict analogue of (38) for mcb-algebras. Moreover, if \(\mu_1, \mu_2 \in \mathcal{W}_0(\mathcal{A})\) and \(\mu_1\) is compatible with respect to \(\mu_2\), then \(\int \mu_1 f = \int \mu_2 \mu_1^\gamma f \forall f \in L_1(\mathcal{A}, \mu_1)\). This allows us to define a **canonical integral**, \(\int : L_1(\mathcal{A}) \ni x \mapsto \int x := \int \mu f \in \mathbb{R}\),

(592)

where \([x]_\mu = f \in L_1(\mathcal{A}, \mu)\), which is independent of the choice of an arbitrary \(\mu \in \mathcal{W}_0(\mathcal{A})\). As a result, we obtain a bilinear functional

\[ L_{1/\gamma}(\mathcal{A}) \times L_{1/(1-\gamma)}(\mathcal{A}) \ni (x, y) \mapsto \int xy = \int yx \in \mathbb{R}, \]  

(593)
which sets up a canonical duality between $L_{1/\gamma}(\mathcal{A})$ and $L_{1/(1-\gamma)}(\mathcal{A})$ spaces for $\gamma \in [0, 1]$. This establishes direct analogy between the properties of the family $L_{1/\gamma}(\mathcal{A})$ spaces over mcb-algebras $\mathcal{A}$ and the properties of the family of $L_{1/\gamma}(\mathcal{N})$ spaces over $W^*$-algebras $\mathcal{N}$. In what follows, we will see that those two settings coincide in the case when $W^*$-algebra is commutative.

5.8 Categories of integration theory

Consider the categories: $\mathbf{cpH}$ of compact Hausdorff topological spaces and continuous functions; $\mathbf{tdcpH}$ of totally disconnected compact Hausdorff topological spaces and continuous functions; $\mathbf{bdcpH}$ of basically disconnected compact Hausdorff topological spaces and continuous functions; $\mathbf{edcpHo}$ of extremally disconnected compact Hausdorff topological spaces and open continuous functions; $\mathbf{hypo}$ of hyperstonean spaces and open continuous functions; $\mathbf{hyps}$ of hyperstonean spaces and homeomorphisms. Every Stone spectrum is a totally disconnected compact Hausdorff topological space. The functor $\operatorname{sp}_S : B \to \operatorname{tdcpH}^{\text{op}}$ assigns to each $A \in \operatorname{Ob}(B)$ its Stone spectrum $\operatorname{sp}_S(A)$, and to each boolean homomorphism $f : A_1 \to A_2$ a continuous function $\operatorname{sp}_S(f) : \operatorname{sp}_S(A_2) \to \operatorname{sp}_S(A_1)$. The functor $B : \operatorname{tdcpH}^{\text{op}} \to B$ assigns to each $X \in \operatorname{Ob}(\operatorname{tdcpH}^{\text{op}})$ a boolean algebra of all clopen subsets of $X$, and to each $f : X_1 \to X_2$ in $\operatorname{tdcpH}$ a boolean homomorphism $B(f) : B(X_2) \to B(X_1)$. According to categorified version of Stone’s theorem [526, 528], these two functors define an equivalence of categories:

$$B \circ \operatorname{sp}_S \cong \operatorname{id}_{\mathbf{B}}, \quad \operatorname{sp}_S \circ B \cong \operatorname{id}_{\operatorname{tdcpH}^{\text{op}}}. \quad (594)$$

Stone [528, 527] (and Nakano [368], see also [176]) showed that under restriction to Dcb-algebras and ccb-algebras this restricts, respectively, to equivalences:

$$B \circ \operatorname{sp}_S \cong \operatorname{id}_{\mathbf{ccB}}, \quad \operatorname{sp}_S \circ B \cong \operatorname{id}_{\operatorname{bdcpH}^{\text{op}}}; \quad (595)$$

$$B \circ \operatorname{sp}_S \cong \operatorname{id}_{\mathbf{DeB}}, \quad \operatorname{sp}_S \circ B \cong \operatorname{id}_{\operatorname{edcpHo}^{\text{op}}}. \quad (596)$$

The original statements of these theorems were set theoretic (without discussing the morphisms and functors). For a detailed discussion of the functorial extension specified above, see [317, 241, 36] and further references therein. Finally, for $X \in \operatorname{Ob}(\mathbf{hypo}^{\text{op}})$, $B(X)$ is boolean isomorphic to its Loomis–Sikorski representation $\overline{\operatorname{Borel}(X)}/\overline{\operatorname{Borel}(X) \cap \text{rare}(X)}$, and from the fact that $\bigcup \{\text{supp}(\mu) \mid \mu \in \operatorname{Meas}^+(X, \overline{\operatorname{Borel}(X)})\}$ is dense in $X$ it follows that there exists $\mu \in \mathcal{W}_0(\overline{\operatorname{Borel}(X)}/\overline{\operatorname{Borel}(X) \cap \text{rare}(X)})$, hence $B(X)$ is an mcb-algebra (see e.g. [162] for details). This gives rise to equivalences:

$$B \circ \operatorname{sp}_S \cong \operatorname{id}_{\mathbf{mcB}}, \quad \operatorname{sp}_S \circ B \cong \operatorname{id}_{\operatorname{hypo}^{\text{op}}}; \quad (597)$$

$$B \circ \operatorname{sp}_S \cong \operatorname{id}_{\mathbf{mcBiso}}, \quad \operatorname{sp}_S \circ B \cong \operatorname{id}_{\operatorname{hyps}^{\text{op}}}. \quad (598)$$

Let $\mathbf{MI}$ denote a category of MI-spaces and order unit preserving Riesz homomorphisms. The functor $C : \mathbf{cpH}^{\text{op}} \to \mathbf{MI}$ assigns to each $X \in \operatorname{Ob}(\mathbf{cpH}^{\text{op}})$ a set $C(X; \mathbb{R})$ (or $C(X; \mathbb{C})$) of real (or complex) valued continuous functions on $X$, equipped with a Banach lattice structure, with ordering defined by $f_1 \leq f_2 \iff f_1(x) \leq f_2(x) \forall x \in X$, with norm $||f|| := \sup_{x \in X} |f(x)|$, and order unit given by a function constantly equal to 1. According to the Krein–Krein–Kakutani theorem [292, 293, 251, 253], every real (resp., complex) MI-space is isometrically Riesz isomorphic to some $C(X; \mathbb{R})$ (resp., $C(X; \mathbb{C})$) space, with $X$ unique up to a homeomorphism. This defines a functor $KKK : \mathbf{MI} \to \mathbf{cpH}^{\text{op}}$, and an extension of this theorem to an equivalence of categories reads [32]

$$C \circ KKK \cong \operatorname{id}_{\mathbf{MI}}, \quad KKK \circ C \cong \operatorname{id}_{\mathbf{cpH}^{\text{op}}}. \quad (599)$$

Under restriction to the subcategories of $\mathbf{MI}$ given by $\mathbf{bL}_\infty$, $\mathbf{aL}_\infty$, $\mathbf{DcaL}_\infty$, $\mathbf{L}_\infty$, and $\mathbf{L}_\infty\mathbf{Iso}$ the equivalent subcategories of $\mathbf{cpH}^{\text{op}}$ are, respectively, $\mathbf{tdcpH}^{\text{op}}$, $\mathbf{bdcpH}^{\text{op}}$, $\mathbf{edcpHo}^{\text{op}}$, $\mathbf{hypo}^{\text{op}}$, and $\mathbf{hyps}^{\text{op}}$. These results can be deduced directly from Stone duality type equivalences above and equivalences in (540), by means of composition of functors:

$$L_\infty \circ B = C, \quad \operatorname{sp}_S \circ \operatorname{PrjB} = KKK. \quad (600)$$
Consider the categories: $C^*J$ of $C^*$-algebras and Jordan $*$-homomorphisms; $C^*$ of $C^*$-algebras and $*$-homomorphisms; $SZ^*$ of Ştrătilă–Zsidó $C^*$-algebras and $*$-homomorphisms; $AW^*$ of $AW^*$-algebras and complete $*$-homomorphisms; $cC^*u$ of commutative $C^*$-algebras and unital $*$-homomorphisms; $cSZ^*u$ of commutative Ştrătilă–Zsidó $C^*$-algebras and unital $*$-homomorphisms; $cR^*u$ of commutative Rickart $C^*$-algebras and unital $*$-homomorphisms; $cAW^*uc$ of commutative $AW^*$-algebras and unital complete $*$-homomorphisms; $cVN^*un$ of commutative von Neumann algebras and unital normal $*$-homomorphisms; $cW^*un$ of commutative $W^*$-algebras and unital normal $*$-homomorphisms; $cW^*ulso$ of commutative $W^*$-algebras and unital $*$-isomorphisms. The functor $C : cpH^{op} \rightarrow cC^*u$ assigns to each $X \in Ob(cpH^{op})$ a set $C(X;C)$ of continuous complex valued functions on $X$ equipped with multiplication defined pointwise, $*$ defined by complex conjugation on codomain, norm defined by $|f| := \sup_{x \in X} |f(x)|$, and unit given by a function constantly equal to 1. The functor $sp_G : cC^*u \rightarrow cpH^{op}$ sends $C \in Ob(cC^*u)$ to its $Gel'fand$ $spectrum$ $sp_G(C)$, defined as the set of all nonzero unital $*$-homomorphisms $f : C \rightarrow C$,

$$sp_G(C) := \text{Hom}_{cC^*u}(C, \mathbb{C}) \setminus \{0\},$$

(601)
equipped with the weak-$*$ topology of $cB$. At the level of objects, this construction was introduced by Gel'fand [167, 169]. According to categorified version [374] of Gel'fand–Näimark theorem [170], the functors $sp_G$ and $C$ define an equivalence of categories

$$C \circ sp_G \cong id_{cC^*u}, \quad sp_G \circ C \cong id_{cpH^{op}}.$$  

(602)

An analogous construction for $C(X;\mathbb{R})$ and $C^*$-algebras over $\mathbb{R}$ was developed by Stone [529], while its categorified version was discussed in detail in [241]. Thus, if both real and complex case are considered simultaneously, one can speak of the Stone–Gel'fand–Näimark equivalence of categories. Ştrătilă and Zsidó [539] proved that commutative Ştrătilă–Zsidó $C^*$-algebras are characterised as those commutative $C^*$-algebras that have totally disconnected Gel'fand spectrum, which implies an equivalence

$$C \circ sp_G \cong id_{cSZ^*u}, \quad sp_G \circ C \cong id_{decH^{op}}.$$  

(603)

In order to consider further special cases of the Stone–Gel'fand–Näimark equivalence (602), we need some facts from the theory of Rickart $C^*$-algebras and $AW^*$-algebras (see [264, 28, 34, 539] for a detailed account). Rickart [429] showed that a set of projections in a Rickart $C^*$-algebra $C$ is a countably additive lattice, which turn to a ccb-algebra iff $C$ is commutative. In such case $C$ is a countably additive complex Banach lattice (a commutative $C^*$-algebra is always a Banach lattice with respect to its norm [170]). By Stone theorem discussed above, ccb-algebras are dual to basically disconnected compact Hausdorff spaces. This implies the Stone–Gel'fand–Näimark type equivalence

$$C \circ sp_G \cong id_{cR^*u}, \quad sp_G \circ C \cong id_{bdcpH^{op}},$$  

(604)

which was established (at the set theoretical level) already by Rickart [429]. The $AW^*$-algebras form a subclass of Rickart $C^*$-algebras, and they are characterised by Dedekind–MacNeille completeness of their lattice of projections [260, 262], which for commutative unital $AW^*$-algebras turn to a DeB-gebras. Every commutative $AW^*$-algebra is a Dedekind–MacNeille complete Banach lattice, and a commutative $C^*$-algebra is an $AW^*$-algebra iff every bounded set of its self-adjoint elements has a supremum. By yet another theorem of Stone [531], a compact Hausdorff topological space is extremally disconnected iff the Riesz lattice $C(X;\mathbb{R})$ (or $C(X;\mathbb{C})$) is Dedekind–MacNeille complete. This gives a duality between commutative unital $AW^*$-algebras and stonean topological spaces. In order to extend this duality to categorical formulation, we need to use Brown’s theorem [400]: if $f : X_2 \rightarrow X_1$ is a continuous function between compact Hausdorff spaces, and $C(f) : C(X_1;C) \rightarrow C(X_2;C)$ is a corresponding $*$-homomorphism of commutative $C^*$-algebras, then $C(f)$ is complete iff $f$ is open. This allows us to establish an equivalence

$$C \circ sp_G \cong id_{cAW^*uc}, \quad sp_G \circ C \cong id_{decH^{op}}.$$  

(605)
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According to Dixmier’s theorem [121], every hyperstonean topological space $\mathcal{X}$ determines a commutative $W^*$-algebra given by the space $C(\mathcal{X}; \mathbb{R})$, which is isometrically isomorphic to a Banach dual of the Banach space $\text{Meas}_+(\mathcal{X}, \mathcal{U}_{\text{Borel}}(\mathcal{X})) := \{ \mu := \hat{\mu}_1 - \hat{\mu}_2 \mid \hat{\mu}_1, \hat{\mu}_2 \in \text{Meas}_+(\mathcal{X}, \mathcal{U}_{\text{Borel}}(\mathcal{X})) \}$. Grothendieck [186] (see also [619]) proved the converse theorem: if $\mathcal{X}$ is a Banach space, $\mathcal{X}$ is a compact Hausdorff space, $j : \mathcal{X} \to X^{\text{BB}}(\mathcal{X})$ is a canonical embedding, and $f : C(\mathcal{X}; \mathbb{R}) \to X^B$ is an isometric isomorphism, then $\mathcal{X}$ is hyperstonean and $f^B \circ j : \mathcal{X} \to \text{Meas}_+(\mathcal{X}, \mathcal{U}_{\text{Borel}}(\mathcal{X}))$ is an isometric isomorphism. Both theorems hold also in the complex case. For commutative unital $W^*$-algebras a unital $*$-homomorphism is complete iff it is normal. Moreover, restriction to homeomorphisms is equivalent to restriction to $*$-isomorphisms. Hence, the Dixmier–Grothendieck theorem allows to restrict the Stone–Gel’fand–Naimark duality to a functorial equivalence of categories

\[
C \circ \text{sp}_{G} \cong \text{id}_{\text{mcBe}}, \quad \text{sp}_{G} \circ C \cong \text{id}_{\text{hypso}^w}; \quad (606)
\]

\[
C \circ \text{sp}_{G} \cong \text{id}_{\text{mcBIs}o}, \quad \text{sp}_{G} \circ C \cong \text{id}_{\text{hypsh}^w}. \quad (607)
\]

The Dixmier–Grothendieck theorem is in a quite interesting relationship with a result of Segal [491], who established an explicit equivalence between localisable measure spaces and commutative unital von Neumann algebras: $(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu})$ is a localisable measure space iff $L_\infty(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu})$ is a commutative unital von Neumann algebra acting on a Hilbert space $L_2(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu})$, and, conversely, every commutative unital von Neumann algebra $\mathcal{N}$ on a Hilbert space $\mathcal{H}$ can be faithfully represented in this form, up to unitary equivalence $\mathcal{H} \cong L_2(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu})$. Together with earlier results on equivalence between normal unital $*$-homomorphisms, order continuous boolean homomorphisms, and complete morphisms of measurable spaces, this defines a pair of functors: $\text{Seg}^c : \text{locMeSp}^{op} \to \text{cVN}^\star\text{un}$, $\text{Seg}^c : \text{cVN}^\star\text{un} \to \text{locMeSp}^{op}$ which set up an equivalence [392]

\[
\text{Seg}^c \circ \text{Seg}^c \cong \text{id}_{\text{cVN}^\star\text{un}}, \quad \text{Seg}^c \circ \text{Seg}^c \cong \text{id}_{\text{locMeSp}^{op}}. \quad (608)
\]

We are however unaware of a direct proof of equivalence of morphisms of these two categories without using the above passage. If such proof had been provided, then a right composition of Segal duality (608) with Sakai–Kosaki duality (187) together with a left composition with Wecken–Loomis–Sikorski duality (552) and Stone duality (597), would form an independent (yet more complicated) statement of the duality between $cW^\star\text{un}$ and $\text{hypso}^{op}$:

\[
(\text{sp}_G \circ W \circ \text{Seg}^c \circ \text{CanVN}) \circ (\text{FrgHlb} \circ \text{Seg}^c \circ \text{LS} \circ B) \cong \text{id}_{cW^\star\text{un}}.
\]

\[
(\text{FrgHlb} \circ \text{Seg}^c \circ \text{LS} \circ B) \circ (\text{sp}_G \circ W \circ \text{Seg}^c \circ \text{CanVN}) \cong \text{id}_{\text{hypso}^{op}}. \quad (609)
\]

Independently of the above three ‘topological’ families of dualities (Stone, Krein–Kreïn–Kakutani, Stone–Gel’fand–Naimark) it is possible to develop the fourth family of dualities, which is of algebraic character, relates a subclass of Banach lattices with a subclass of commutative Banach algebras and relies on Freudenthal’s spectral theorem and some results in the theory of f-algebras.

**Proposition 5.4.** The categories $cW^\star\text{un}$ and $L_\infty\text{c}$ are equivalent, the categories $cW^\star\text{ul}\text{so}$ and $L_\infty\text{Iso}$ are equivalent.

**Proof.** Using Freudenthal’s spectral theorem [163], Lyubovin [322, 323] and Vulikh [616, 618] proved that each commutative von Neumann algebra is a Dedekind–MacNeille complete Banach lattice (for earlier proofs of this result, depending on Gel’fand’s representation theorem, see [260, 151]), while Luxemburg and Zaanen [321] proved that each commutative von Neumann algebra is an MI-space. Both proofs hold for arbitrary $W^*$-algebra. Taking into account that each $W^*$-algebra has a unique Banach predual, we conclude that each commutative $W^*$-algebra is a complex proper abstract $L_\infty$ space. Conversely, each real abstract $L_\infty$ space $X$ has a form $L_\infty(A)$ over a ccb-algebra $A$ of projection bands of $X$. Hence (see e.g. [162]) $X$ is a real commutative Banach algebra and an archimedean real f-algebra. As an f-algebra, it satisfies $|y^2| = |y|^2$, where $y^2 := y \cdot y$. As an archimedean f-algebra it satisfies [229]

\[
\forall x \in X \quad x \geq 0 \iff \exists y \in X \quad x = y^2, \quad (610)
\]
while as a Banach lattice it satisfies $|x| \leq |y| \Rightarrow \|x\|_X \leq |y|_X$. Hence, $X$ satisfies $\|y^2\|_X = |y|_X^2$. Its Banach algebra complexification $X_C := X + iX$, equipped with multiplication, involution, and norm:

$$
(x_1 + iz_2) \cdot (y_1 + iy_2) := (x_1y_1 - x_2y_2) + i(x_1y_2 + x_2y_1),
$$

$$
(x_1 + iz_2)^* := x_1 - iz_2,
$$

$$
\|x + iy\|_{XC} := \|x^2 + y^2\|^{1/2}_X,
$$

is a commutative $C^*$-algebra (see e.g. [598]). On the other hand, the Banach lattice complexification $X_C$ of $X$ is equipped with the norm [35]

$$
\|x + iy\|_{XC} := \|x + iy\|_X = \sqrt{x^2 + y^2}_X.
$$

These two complexifications coincide, because $\|x^{1/2}\|_X = |x|^{1/2}_X \forall x = y \geq 0$. Thus, every abstract $L_\infty$ space is a commutative $C^*$-algebra with the multiplicative unit $I$ given by the order unit. The Dedekind–MacNeille completeness of $X_C$ implies that its boolean algebra $\mathcal{A}$ of projection bands is a Dcb-algebra, hence $X_C$ is a commutative $AW^*$-algebra [264]. Finally, the existence of a unique predual turns $X$ into a commutative $W^*$-algebra. Every algebra homomorphism $f$ of f-algebras with multiplicative unit element is a Riesz homomorphism iff it satisfies $f(|x|) = |f(x)|$ [230]. But this is equivalent to a condition that $f$ is a $*$-homomorphism, since $f(x^*x) = f(x)^*f(x) = |f(x)|^2$, hence $f(|x|) = |f(x)|$, which follow from (610). From the equality of multiplicative unit $I$ with an order unit, and coincidence of definitions of normality and order continuity, it follows that a function $f : X_1 \to X_2$ between two commutative unital $W^*$-algebras $X_1$ and $X_2$ is a normal (resp., unital) $*$-homomorphism iff it is order continuous (resp., unit preserving). Finally, the surjective isometries of commutative $W^*$-algebras coincide with their $*$-isomorphisms (and are normal), while the surjective isometries of Banach lattices coincide with their isometric Riesz isomorphisms (and are order continuous).

This result follows the tradition of lattice theoretic analysis of a structure of commutative $W^*$-algebras without using topological representation theorems (see also [547, 443, 617, 130, 131]). As a corollary, obtained by composition with the functors $L_\infty$ and $\text{PrjB}$, it provides a characterisation of mcb-algebras as those Dcb-algebras (and those ccb-algebras) which arise as lattices of projections in commutative $W^*$-algebras.39 Using some additional results, it is also possible to establish a similar lattice–algebra duality between MI-spaces and commutative $C^*$-algebras, as well as between abstract $L_\infty$ spaces and commutative unital Rickart $C^*$-algebras.

**Proposition 5.5.** The categories MI and $\text{cC}^*$-$u$ are equivalent, the categories $\text{aL}_\infty$ and $\text{cR}^*$-$u$ are equivalent.

**Proof.** Every MI-space $X$ with an order unit $e$ can be equipped with a multiplication $\cdot : X \times X \to X$ and an algebraic (multiplicative) unit $I \geq 0$ such that $X$ becomes an archimedean f-algebra, a Banach lattice, and $e = I$ [335]. The unique extension to the commutative unital $C^*$-algebra structure is then provided in the same way as in the proof of Proposition 5.4. Conversely, by Sherman’s theorem [502], each $C^*$-algebra $C$ is a Banach lattice with respect to an order (17) iff it is commutative. The order unit $e$ of $C$ is defined as an algebraic (multiplicative) unit $I$. From Freudenthal’s spectral theorem it follows that the spectrum of $|x|$ is contained in $\mathbb{R}^+$ for any $x \in C$, and it is equal to $\|x\| = |x|$. From $|x| = \sup\{|x|\}$ it follows that $|x| = \min\{\lambda \in \mathbb{R} \mid |x| \leq \lambda I\}$, hence a norm of $C$ is an order unit norm, so $C$ is an MI-space. The restriction to commutative Rickart $C^*$-algebras corresponds to restriction of lattices of projections to ccb-algebras, which in turn correspond to countably additive complete MI-spaces, which are the same as abstract $L_\infty$ spaces. The correspondence of unital $*$-homomorphisms and unit preserving Riesz homomorphisms was already established.

**Definition 5.6.** Functors generating above equivalences will be denoted by $\text{Freu}^* : \text{MI} \to \text{cC}^*$-$u$ and $\text{Freu}^\text{u} : \text{cC}^*$-$u \to \text{MI}$.

39For a representation dependent characterisation which includes also an equivalence between normal $*$-homomorphisms and order continuous boolean homomorphisms, see e.g. [319].
Corollary 5.7. The following diagrams commute in the weak sense (up to isomorphism):

\[ \text{Diagram 1} \]

\[ \text{Diagram 2} \]

\[ \text{Diagram 3} \]

\[ \text{Diagram 4} \]

Conjecture 5.8. The functors \( \text{Freu}^\sharp \) and \( \text{Freu}^B \) provide an equivalence between categories \( bL_\infty \) and \( cSZ' u \), as well as between \( DcaL_\infty c \) and \( cAW^* uc \).

From (615), (603) and (605) it follows that this conjecture is true, but it remains an open problem how to prove it without passing to topological representation.

The above results allow us to describe jointly the canonical structures of commutative and noncommutative integration theory.

Proposition 5.9. The diagram

\[ \text{Diagram 5} \]

commutes in the following sense: the pairs of functors \( (B, sp_B), (C, sp_C), (C, KKK), (L_\infty, Prj \), \( (L_1, Prj \), \( (LS, W), (\text{FrgHlb, CanVN}), (\text{Seg}^\sharp, \text{Seg}^b) \), and \( (\text{Freu}^\sharp, \text{Freu}^1) \) commute weakly (up to isomorphism) as equivalences of categories that are at their domains and codomains; the functors \( (-)^B \) and \( (-)_* \) are considered only for \( \gamma = 1 \); the functor denoted \( \gamma = 0 \) is considered only for \( \gamma = 0 \) and is an isomorphism of categories.

Proof. Follows directly from (187), (503), (540), (552), (590), (594)-(600), (602)-(608) and (615). ☐

The diagram (616) is valid for MI-spaces and \( C^* \)-algebras in both cases: real and complex. In the real case the functor \( C \) assigns \( C(\mathcal{X}; \mathbb{R}) \) spaces, while in complex case it assigns \( C(\mathcal{X}; \mathbb{C}) \) spaces. Note also that (616) contains no category of measure spaces. According to Fremlin, «another curiosity of traditional measure theory is the unimportance of any notion of homomorphism between measure spaces. This distinguishes it from all comparably abstract branches of mathematics. I believe that this deficiency occurs because the natural and important homomorphisms of the theory are between measure algebras, and not between measure spaces at all» [161]. From the category theoretic point of view, this means that measure spaces are just irrelevant for the foundations of commutative (and noncommutative) integration theory. However, there is still some structural difference between the
categories of commutative and noncommutative $L_p$ spaces: while both constructions assign $L_p$ spaces to underlying algebras canonically and functorially, the categories $\text{ncL}_p\text{Iso}$ possess also an internal characterisation in terms of abstract $L_p$ spaces. So far there is no internal characterisation of categories $\text{ncL}_p\text{Iso}$, with the exception of the case $p = 2$, which was characterised by Connes [97]. Moreover, in [216] it was proved that the categories $\text{ncL}_2\text{Iso}$ cannot be axiomatised neither in the language of Banach spaces nor in that of operator spaces. This prompts for some further development in the noncommutative integration theory. We think that the key problem is to define a category of canonical core algebras equipped with canonical trace without using the Falcone–Takesaki noncommutative flow of weights, but using some suitable Banach bimodule properties imposed on the category of topological $*$-algebras instead. However, we are unable to develop this speculative programme in more details here (one can compare this with some comments in [497]).

Let us note that for the sake of brevity we have omitted the discussion of adjoint functors to embedding arrows in (616), the discussion which of these arrows are full and/or faithful, and the discussion of additional equivalences for locally compact Hausdorff topological spaces and nonunital commutative $C^*$-algebras.

The roles played in the commutative integration theory by mcb-algebras $\mathcal{A}$ and their representations in terms of measurable spaces $(\mathcal{X}, \mathcal{B}(\mathcal{X}), \mu)$ or measure spaces $(\mathcal{X}, \mathcal{B}(\mathcal{X}), \tilde{\mu})$ are analogous to the roles played in the noncommutative integration theory by, respectively, $W^*$-algebras $\mathcal{N}$ and their standard representations $(\mathcal{H}, \pi(\mathcal{N}), J, \mathcal{H}^2)$ or the GNS representations $(\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)$. In particular, the Loomis–Sikorski representation $(\text{sp}_S(\mathcal{A}), \mathcal{U}_S(\text{sp}_S(\mathcal{A})), \mathcal{U}^0_S(\text{sp}_S(\mathcal{A})))$ is an analogue of the Kosaki canonical representation $(L_2(\mathcal{N}), \pi_\omega(N), J^0, L_2(N)^+)$). Furthermore, if $\mathcal{N}$ is commutative, then each $\mu_\psi \in \mathcal{W}(\mathcal{A})$ determines a normal semi-finite trace on $\mathcal{N}$ by

$$\psi(x) = \int \mu_\psi x \quad \forall x \in \mathcal{N}^+. \quad (617)$$

If $\mu_\phi \in \mathcal{W}_0(\mathcal{A})$ corresponds to $\phi \in \mathcal{W}_0(\mathcal{N})$ and $f \in L_1(\mathcal{A}, \mu_\phi)$ is its Radon–Nikodým quotient with respect to $\mu_\psi \in \mathcal{W}(\mathcal{A})$, $f = \frac{\mu_\psi}{\mu_\phi}$, which means

$$\psi(x) = \int \mu_\psi x = \int \mu_\phi \frac{\mu_\psi}{\mu_\phi} x = \phi \left( \frac{\mu_\psi}{\mu_\phi} x \right) \quad \forall x \in L_\infty(\mathcal{A})^+, \quad (618)$$

then the faithfulness of $\psi$ corresponds to strict positivity of $\mu_\psi$ and implies $\frac{\mu_\psi}{\mu_\phi} > 0$. In such case, the map $\mathbb{R} \ni t \mapsto \left( \frac{\mu_\psi}{\mu_\phi} \right)^{it} \in \mathcal{N}$ satisfies

$$\left( \frac{\mu_\psi}{\mu_\phi} \right)^{it} = [\psi : \phi]^t \quad \forall t \in \mathbb{R}. \quad (619)$$

Note that the boolean ideals $\mathcal{A}^{it} \subseteq \mathcal{A}$ for $\mu \in \mathcal{W}(\mathcal{A})$ play the role analogous to the ideals $\mathfrak{n}_\psi \subseteq \mathcal{N}$ for $\psi \in \mathcal{W}(\mathcal{N})$. In particular, the compatibility condition $x \in \mathcal{A}^{it_1} \Rightarrow \exists y \leq x, y \in \mathcal{A}^{it_2}$ plays a crucial role in the definition of the Radon–Nikodým quotient $\frac{\mu_1}{\mu_2}$ of $\mu_1, \mu_2 \in \mathcal{W}_0(\mathcal{A})$, which corresponds to the crucial role played by the condition $x \in \mathfrak{n}_\psi \Rightarrow x \in \mathfrak{n}_{\psi_2}$ in the extension of Connes’ cocycle $[\psi_1 : \psi_2]_t$ of $\psi_1, \psi_2 \in \mathcal{W}_0(\mathcal{N})$ to the (square root of) noncommutative analogue of the Radon–Nikodým quotient, $[\psi : \phi]_{-t/2}$. The additional condition $\mu_1 \ll \mu_2$ required for $\mu_1, \mu_2 \in \mathcal{W}(\mathcal{A})$ corresponds to the additional condition $\psi_1 \ll \psi_2$ required for $\psi_1, \psi_2 \in \mathcal{W}(\mathcal{N})$.

### 5.9 Commutative and noncommutative Orlicz spaces

In this section we will first review the main notions from the theory of commutative Orlicz spaces, and then we will move to discussion of the noncommutative version of this theory. For a detailed treatment of the theory of commutative Orlicz spaces, as well as the associated theory of modular

---

40I have been recently (September 2012) informed by Dmitrii Pavlov that he is working on his own approach to this problem, which includes a replacement of the Falcone–Takesaki core algebra by means of some alternative construction.
spaces, see [369, 371, 370, 659, 291, 316, 361, 333, 424, 76, 425, 313]. The Banach lattice analogues of commutative Orlicz spaces were studied in [369, 258, 387, 86, 639, 661, 640].

If $X$ is a vector space over $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$, and $\mathcal{Y} : X \to [0, \infty]$ is a convex function satisfying

1) $\mathcal{Y}(0) = 0$,

2) $\mathcal{Y}(\lambda x) = 0 \quad \forall \lambda > 0 \quad \Rightarrow \quad x = 0$,

3) $|\lambda| = 1 \Rightarrow \mathcal{Y}(\lambda x) = \mathcal{Y}(x)$,

then $\mathcal{Y}$ is called a pseudomodular function [362]. If 2) is replaced by

$2') \quad \mathcal{Y}(x) = 0 \Rightarrow x = 0$,

then $\mathcal{Y}$ is called a modular function [369, 371, 370]. If 2) is replaced by

$2'') \quad x \neq 0 \Rightarrow \lim_{\lambda \to +\infty} \mathcal{Y}(\lambda x) = +\infty$,

then $\mathcal{Y}$ is called a Young function [656, 42, 43]. A Young function $f$ on $\mathbb{R}$ is said to satisfy: local $\Delta_2$ condition iff [42, 43]

$$\exists \lambda > 0 \quad \exists x_0 \geq 0 \quad \forall x \geq x_0 \quad f(2x) \leq \lambda f(x);$$

(620)  

global $\Delta_2$ condition iff $x_0$ in (620) is set to 0. A convex function $f : \mathbb{R} \to \mathbb{R}^+$ is called $N$-function [43] iff $\lim_{x \to +0} \frac{f(x)}{x} = 0$ and $\lim_{x \to +\infty} \frac{f(x)}{x} = +\infty$. Every Young function $f$ allows do define a Young–Birnbaum–Orlicz dual [43, 334]

$$f^Y : \mathbb{R} \ni y \mapsto f^Y(y) := \sup_{x \geq 0} \{x|y| - f(x)\} \in [0, \infty].$$

(621)

Every YBO dual is a nondecreasing Young function, and each pair $(f, f^Y)$ satisfies the Young inequality [656]

$$xy \leq f(x) + f^Y(y) \quad \forall x, y \in \mathbb{R}.$$

(622)

If $f$ is also an $N$-function, then $f^{YY} = f$. Every modular function $\mathcal{Y} : X \to [0, \infty]$ determines a modular space [369, 371]

$$X_\mathcal{Y} := \{x \in X \mid \lim_{\lambda \to +0} \mathcal{Y}(\lambda x) = 0\}$$

(623)

and the Morse–Transue–Nakano–Luxemburg norm on $X_\mathcal{Y}$ [352, 371, 320, 628],

$$\|\cdot\|_\mathcal{Y} : X_\mathcal{Y} \ni x \mapsto \|x\|_\mathcal{Y} := \inf\{\lambda > 0 \mid \mathcal{Y}(\lambda^{-1} x) \leq 1\} \in \mathbb{R}^+,$$

(624)

which allows to define a Banach space

$$L_\mathcal{Y}(X) := \overline{X_\mathcal{Y}}^{\|\cdot\|_\mathcal{Y}}.$$

(625)

An Orlicz function is defined as a function $f : [0, \infty] \to [0, \infty]$ that is convex, continuous, nondecreasing, satisfying $f(0) = 0$, $\lambda > 0 \Rightarrow f(\lambda) > 0$, $\lim_{\lambda \to +\infty} f(\lambda) = +\infty$. By definition, an Orlicz function is a restriction to $\mathbb{R}^+$ of a modular Young function on $\mathbb{R}$, equipped with the additional conditions of continuity and nondecreasing.\(^{41}\) Every Orlicz function $f$ defines a continuous modular function $\mathcal{Y}_f$ on $L_0(\mathcal{X}, \bar{\mathcal{U}}(\mathcal{X}), \tilde{\mu}; \mathbb{R})$ where $(\mathcal{X}, \bar{\mathcal{U}}(\mathcal{X}), \tilde{\mu})$ is a localisable measure space, by the formula

$$\mathcal{Y}_f : L_0(\mathcal{X}, \bar{\mathcal{U}}(\mathcal{X}), \tilde{\mu}; \mathbb{R}) \ni x \mapsto \mathcal{Y}_f(x) := \int \tilde{\mu} f(|x|) \in [0, \infty].$$

(626)

An Orlicz space [386] is defined as a Banach space

$$L_{\mathcal{Y}_f}(\mathcal{X}, \bar{\mathcal{U}}(\mathcal{X}), \tilde{\mu}; \mathbb{R}) := L_{\mathcal{Y}_f}(L_0(\mathcal{X}, \bar{\mathcal{U}}(\mathcal{X}), \tilde{\mu}; \mathbb{R})),$$

(627)

\(^{41}\)In all application discussed here, the condition of continuity of an Orlicz function $f$ can be relaxed to continuity at $[0, x_f[$ with left continuity at $x_f$, where $x_f := \sup\{\lambda > 0 \mid f(\lambda) < \infty\}$.  
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an **Orlicz class** [385] is defined by
\[
\tilde{L}_\Upsilon (\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) := \{ x \in L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) \mid \int \hat{\mu} f(|x|) < \infty \},
\] (628)
while a **Morse–Transue–Krasnosel’skiĭ–Rutickii space** [352, 289, 290] is defined by
\[
E_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) := \{ x \in L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) \mid \forall \lambda > 0 \int \hat{\mu} f(\lambda |x|) < \infty \}.
\] (629)
Every MTKR space is a Banach space with respect to the MTNL norm $\| \cdot \|_{\Upsilon, f}$. By application of the Lebesgue dominated convergence theorem, it follows that
\[
L_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) = \{ x \in L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) \mid \exists \lambda > 0 \int \hat{\mu} f(\lambda |x|) < \infty \}.
\] (630)
Moreover, $L_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) = \text{span}_{\mathbb{R}} B_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$, where
\[
B_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) := \{ x \in L_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R}) \mid \int \hat{\mu} f(|x|) \leq 1 \}.
\] (631)
is a unit closed ball in $L_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$ and a convex subset of $\tilde{L}_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$. The definitions of $L_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$, $L_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$, $E_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$, and $B_{\Upsilon, f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$, as well as their above properties, can be extended by replacing $\mathbb{R}$ with $[-\infty, +\infty]$ [659, 320], and by replacing Orlicz function $f$ by an arbitrary Young function $f : \mathbb{R} \to [0, \infty]$ [424]. In the latter case, (626) does not define a modular function, but it is anyway a norm on $L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$. Hence, the corresponding Orlicz space $L_{f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$ can be defined as a completion of $L_0(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; \mathbb{R})$ in the MTNL norm $\| \cdot \|_{\Upsilon, f}$, and the same holds for $L_{f}(\mathcal{X}, \mathcal{U}(\mathcal{X}), \hat{\mu}; [-\infty, +\infty])$. In what follows, we will use indices $(\cdot)_f$ to refer to any of these two constructions: the one based on an arbitrary Young function $\Upsilon$, and the one based on a modular function determined by an Orlicz function $\Upsilon$. In order to keep the notation concise, in what follows we will also omit symbols $\mathcal{X}$, $\mathcal{U}(\mathcal{X})$, and $(\mathbb{R}$ or $[-\infty, +\infty])$, whenever they will not make any difference.

As an example, the space $L_\infty(\hat{\mu})$ can be determined as an Orlicz space $L_{\Upsilon, \infty}(\hat{\mu})$, where
\[
\Upsilon_{\infty}(x) := \begin{cases} 
0 & : x \in [0, 1[ \\
+\infty & : x > 1 \\
\Upsilon_{\infty}(-x) & : x < 0
\end{cases}
\] (632)
is a Young function but not an Orlicz function, while the spaces $L_p(\hat{\mu})$ can be defined as Orlicz spaces $L_{\Upsilon}(\hat{\mu})$ with $\Upsilon(x)$ given by any of the Orlicz functions: $\frac{|x|^p}{p}$, $|x|^p$, $\frac{x^p}{p}$, or $x^p$.

In general, $E_{\Upsilon}(\hat{\mu})$ is the largest vector subspace of $L_0(\hat{\mu})$ contained in $\tilde{L}_{\Upsilon}(\hat{\mu})$, $\tilde{L}_{\Upsilon}(\hat{\mu})$ is a convex subset of $L_{\Upsilon}(\hat{\mu})$, while $L_{\Upsilon}(\hat{\mu})$ is the smallest vector subspace of $L_0(\hat{\mu})$ containing $\tilde{L}_{\Upsilon}(\hat{\mu})$. Moreover, for any Young function $\Upsilon$, $L_{\Upsilon}(\hat{\mu}) \subseteq (L_{\Upsilon\Upsilon}(\hat{\mu}))^B$ and [385, 386, 352, 291, 421, 422]
\[
(E_{\Upsilon}(\hat{\mu}))^B \cong L_{\Upsilon\Upsilon}(\hat{\mu}),
\] (633)
so that
\[
\forall x \in L_{\Upsilon\Upsilon}(\hat{\mu}) \exists ! y \in L_{\Upsilon\Upsilon}(\hat{\mu}) \forall z \in E_{\Upsilon}(\hat{\mu}) \ x(z) = \int \hat{\mu} z y.
\] (634)
If $\Upsilon$ and $\Upsilon\Upsilon$ are Young N-functions, then [291, 424] (c.f. also [38])
\[
xy \in L_{1}(\hat{\mu}) \ \forall (x, y) \in \tilde{L}_{\Upsilon}(\hat{\mu}) \times \tilde{L}_{\Upsilon\Upsilon}(\hat{\mu}),
\] (635)
\[
|xy|_{L_{1}(\hat{\mu})} = \int \hat{\mu} |xy| \leq |x|_{\Upsilon\Upsilon} |y|_{\Upsilon\Upsilon} \forall (x, y) \in L_{\Upsilon}(\hat{\mu}) \times L_{\Upsilon\Upsilon}(\hat{\mu}).
\] (636)
For any Young function $\Upsilon$, ran$(\mathcal{D}^+ \Upsilon(E_{\Upsilon}(\hat{\mu}))) \subseteq L_{\Upsilon\Upsilon}(\hat{\mu})$. The space $\tilde{L}_{\Upsilon}(\hat{\mu})$ is a vector space iff $E_{\Upsilon}(\hat{\mu}) = \tilde{L}_{\Upsilon}(\hat{\mu})$ as sets, and in such case also $\tilde{L}_{\Upsilon}(\hat{\mu}) = L_{\Upsilon}(\hat{\mu})$ holds. If a Young function $\Upsilon$ satisfies (local $\Delta_2$ condition and $\hat{\mu}(\mathcal{X}) < \infty$) or (global $\Delta_2$ condition and $\hat{\mu}(\mathcal{X}) = \infty$) then:
i) \( \tilde{L}_Y(\tilde{\mu}) \) is a vector space,

ii) \( E_Y(\tilde{\mu}) \cong L_Y(\tilde{\mu}) \),

iii) \( E_Y(\tilde{\mu}) = \tilde{L}_Y(\tilde{\mu}) = L_Y(\tilde{\mu}) \),

iv) \( (L_Y(\tilde{\mu}))^B \cong L_Y(\tilde{\mu}) \).

If \( |x|_Y = 1 \Rightarrow \int \tilde{\mu} Y(x) = 1 \ \forall x \in L_Y(\tilde{\mu}) \) (which holds for example when \( \tilde{\mu}(\mathcal{X}) < \infty \), \( \tilde{\mu} \) is atomless, and \( \Upsilon \) satisfies global \( \Delta_2 \) condition), and if \( \Upsilon \) is strictly convex on \( \mathbb{R}^+ \), then \((L_Y(\tilde{\mu}), | \cdot |_Y)\) is strictly convex [586]. If \( \tilde{\mu} \) is atomless, then \((L_Y(\tilde{\mu}), | \cdot |_Y)\) is uniformly convex iff \([320, 255]\) \( \tilde{\mu}(\mathcal{X}) < \infty \), \( \Upsilon \) is strictly convex on \( \mathbb{R}^+ \), satisfies local \( \Delta_2 \) condition with \( x_0 \), and is uniformly convex \(^{42}\) for \( x \geq x_0 \) or \((\tilde{\mu}(\mathcal{X}) = \infty, \Upsilon \) is uniformly convex on \( \mathbb{R}^+ \), and satisfies global \( \Delta_2 \) condition). If both \( \Upsilon \) and \( \Upsilon^Y \) are continuous, \( \Upsilon \) satisfies global \( \Delta_2 \) condition, and

\[
\forall \epsilon > 0 \ \exists \lambda(\epsilon), x(\epsilon) \in \mathbb{R} \ \forall x \geq x(\epsilon) \quad \mathcal{D}^+ f((1 + \epsilon)x) \geq \lambda(\epsilon) \Upsilon(x),
\]

then \((L_Y(\tilde{\mu}), | \cdot |_Y)\) is uniformly Fréchet differentiable. Finally, \( L_Y(\tilde{\mu}) \) and \( L_{\Upsilon^Y}(\tilde{\mu}) \) are reflexive if (both \( \Upsilon \) and \( \Upsilon^Y \) satisfy global \( \Delta_2 \) condition, and \( \tilde{\mu}(\mathcal{X}) = \infty \)) or (both \( \Upsilon \) and \( \Upsilon^Y \) satisfy local \( \Delta_2 \) condition, and \( \tilde{\mu}(\mathcal{X}) < \infty \)) [386, 424].

The noncommutative Orlicz spaces associated with the algebra \( \mathfrak{B}(\mathcal{H}) \) of bounded operators on a Hilbert space \( \mathcal{H} \) were implicitly introduced by Schatten [473] as ideals in \( \mathfrak{B}(\mathcal{H}) \) generated by the so-called symmetric gauge functions, and were studied in more details by Gokhberg and Kreïn [179] (see also [186]). First explicit study of those ideals which are direct noncommutative analogues of Orlicz spaces is due to Rao [423, 424], where \( \Upsilon \) is assumed to be a continuous modular function, \( \Upsilon(|x|) \) for \( x \in \mathfrak{B}(\mathcal{H}) \) is understood in terms of the spectral representation, an analogue of the MNTL norm reads

\[
\mathfrak{B}(\mathcal{H}) \ni x \mapsto |x|_\Upsilon := \inf \left\{ \lambda > 0 \mid \text{tr} \left( \Upsilon \left( \frac{|x|}{\lambda} \right) \right) \leq 1 \right\},
\]

while the corresponding noncommutative Orlicz space is defined as

\[
\mathfrak{G}_\Upsilon(\mathcal{H}) := \{ x \in \mathfrak{B}(\mathcal{H}) \mid |x|_\Upsilon < \infty \}.
\]

The generalisation of Orlicz spaces to semi-finite \( W^* \)-algebras \( \mathcal{N} \) equipped with a faithful normal semi-finite trace \( \tau \) were proposed by Muratov [354, 355], Dodds, Dodds, and de Pagter [133], and Kunze [298]. Two latter constructions are based on the results of Fack and Kosaki [142]. Given any \( y \in \mathcal{M}(\mathcal{N}, \tau) \), the rearrangement function is defined as [186] (see also [651])

\[
\mathcal{R}^+_y : [0, \infty] \ni t \mapsto \mathcal{R}^+_y(t) := \inf \{ s \geq 0 \mid \tau(P_{[s, +\infty]}(|y|)) \leq t \} \in [0, \infty].
\]

If \( x \in \mathcal{M}(\mathcal{N}, \tau)^+ \) and \( f : [0, \infty] \rightarrow [0, \infty] \) is a continuous nondecreasing function, then [142]

\[
\tau(f(x)) = \int_{0}^{\infty} dt f(\mathcal{R}^+_x(t)),
\]

\[
\mathcal{R}^+_f(x)(t) = f(\mathcal{R}^+_x(t)) \ \forall t \in \mathbb{R}^+.
\]

Using this result, Kunze [298] defined a noncommutative Orlicz space associated with a pair \((\mathcal{N}, \tau)\) and an arbitrary Orlicz function \( \Upsilon \) as

\[
L_Y(\mathcal{N}, \tau) := \text{span}_{\mathbb{C}} \{ x \in \mathcal{M}(\mathcal{N}, \tau) \mid \tau(\Upsilon(|x|)) \leq 1 \},
\]

\(^{42}\)A function \( f : X \rightarrow ]-\infty, +\infty[ \) on a Banach space \( X \) is called uniformly convex [314] iff \( f \neq +\infty \) and there exists an increasing function \( g : \mathbb{R}^+ \rightarrow ]-\infty, +\infty[ \) with \( g(0) = 0 \), such that

\[
f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y) - \lambda(1 - \lambda)g(|x - y|) \ \forall x, y \in \{ z \in X \mid f(z) \neq +\infty \} \ \forall t \in [0, 1].
\]
equipped with a quantum version of a MNTL norm,

\[ \| \cdot \|_{\Ye} : \mathcal{M}(\mathcal{N}, \tau) \ni x \mapsto \inf \{ \lambda > 0 \mid \tau(\mathcal{Y}(\lambda^{-1}|x|)) \leq 1 \} \tag{645} \]

under which, as he proves, (644) is a Banach space. From linearity, it follows that

\[ L_T(\mathcal{N}, \tau) = \{ x \in \mathcal{M}(\mathcal{N}, \tau) \mid \exists \lambda > 0 \ \tau(\mathcal{Y}(\lambda|x|)) < \infty \} \tag{646} \]

On the other hand, Dodds, Dodds, and de Pagter [133] defined (implicitly) a noncommutative Orlicz space associated with \( (\mathcal{N}, \tau) \) and an Orlicz function \( \mathcal{Y} \) as

\[ L_Y(\mathcal{N}, \tau) := \{ x \in \mathcal{M}(\mathcal{N}, \tau) \mid \mathbb{R}^+_x \in L_T(\mathbb{R}^+, \mathcal{U}_{\text{Borel}}(\mathbb{R}^+), d\lambda) \} \tag{647} \]

By means of (642) and (643), these two definitions are equivalent. Kunze [298] showed that, for \( \mathcal{Y} \) satisfying global \( \Delta_2 \) condition,

\begin{align*}
L_Y(\mathcal{N}, \tau) &= \{ x \in \mathcal{M}(\mathcal{N}, \tau) \mid \tau(\mathcal{Y}(|x|)) < \infty \}, \tag{648} \\
L_Y(\mathcal{N}, \tau) &= E_Y(\mathcal{N}, \tau), \tag{649} \\
(\mathcal{L}_Y(\mathcal{N}, \tau))^B &\cong \mathcal{L}_Y(\mathcal{N}, \tau), \tag{650}
\end{align*}

where \( E_Y(\mathcal{N}, \tau) \) is defined for any Orlicz function \( \mathcal{Y} \) as

\[ E_Y(\mathcal{N}, \tau) := \mathcal{N} \cap \mathcal{L}_Y(\mathcal{N}, \tau)^{1+1_Y}. \tag{651} \]

In [26] it is shown that if \( \tau_1 \) and \( \tau_2 \) are faithful normal semi-finite traces on a semi-finite \( W^* \)-algebra \( \mathcal{N} \), and \( \mathcal{Y} \) is an Orlicz function satisfying global \( \Delta_2 \) condition, then \( L_Y(\mathcal{N}, \tau_1) \) and \( L_Y(\mathcal{N}, \tau_2) \) are isometrically isomorphic. Further analysis of the structure of \( L_Y(\mathcal{N}, \tau) \) spaces in the context of modular function was provided by Sadeghi [451], who showed that the map \( \mathcal{M}(\mathcal{N}, \tau) \ni x \mapsto \tau(\mathcal{Y}(|x|)) \in [0, \infty] \) is a modular function for any Orlicz function \( \mathcal{Y} \). He also notes that the results of [77] and [135] allow to infer, respectively, the uniform convexity and reflexivity of the spaces \( (L_Y(\mathcal{N}, \tau), \| \cdot \|_{Y}) \) from the corresponding properties of the commutative Orlicz spaces \( (L_Y(\mathbb{R}^+, \mathcal{U}_{\text{Borel}}(\mathbb{R}^+), d\lambda), \| \cdot \|_{Y}) \). This leads to conclusion that \( (L_Y(\mathcal{N}, \tau), \| \cdot \|_{Y}) \) is: uniformly convex if \( \mathcal{Y} \) is uniformly convex and satisfies global \( \Delta_2 \) condition; reflexive if \( \mathcal{Y} \) and \( \mathcal{Y}^\mathcal{Y} \) satisfy global \( \Delta_2 \) condition.

Al-Rashed and Zegarliński [1, 2] proposed a construction of a family of noncommutative Orlicz spaces associated with a faithful normal state on a countably finite \( W^* \)-algebra. Ayupov, Chilin and Abdullaev [26] proposed the construction of a family of noncommutative Orlicz spaces \( L_Y(\mathcal{N}, \psi) \) for a semi-finite \( W^* \)-algebra \( \mathcal{N} \), a faithful normal locally finite weight \( \psi \), and an Orlicz function \( \mathcal{Y} \) satisfying global \( \Delta_2 \) condition. This construction extends Trunov’s theory of \( L_p(\mathcal{N}, \tau) \) spaces [579, 581, 668]. Labuschagne [300] provided a construction of the family of noncommutative Orlicz spaces \( L_Y(\mathcal{N}, \psi) \) associated with an arbitrary \( W^* \)-algebra and a faithful normal semi-finite weight \( \psi \). This construction uses Haagerup’s approach to noncommutative integration and is quite complicated, losing the direct structural analogy between commutative and noncommutative Orlicz spaces. We propose here an alternative construction, based on the Falcone–Takesaki approach to noncommutative integration.

**Definition 5.10.** For an arbitrary \( W^* \)-algebra \( \mathcal{N} \) and arbitrary Orlicz function \( \mathcal{Y} \), we define a non-commutative Orlicz space as a vector space

\[ L_Y(\mathcal{N}) := \{ x \in \mathcal{M}(\mathcal{N}, \tau) \mid \exists \lambda > 0 \ \tau(\mathcal{Y}(\lambda|x|)) < \infty \}, \tag{652} \]

\[ \text{See a discussion in [301, 300] of the case when continuity of } \mathcal{Y} \text{ is relaxed to continuity on } [0, \tau(x)] \text{ and left continuity at } x \tau \text{ with } x \tau \neq +\infty. \]

\[ \text{The statement of the sufficient condition for reflexivity in Corollary 4.3 of [451] is missing the requirement of the global } \Delta_2 \text{ condition for } \mathcal{Y}. \]

\[ \text{In addition, various constructions of noncommutative Orlicz spaces associated with a Young function } \mathcal{Y}(x) = \cosh(x) - 1 \text{ were given in [540, 239, 541, 301, 542, 543, 240, 332].} \]
equipped with the norm

\[ |x|_\mathcal{Y} : \mathcal{M}(\tilde{\mathcal{N}}, \tilde{\tau}) \ni x \mapsto \inf \{ \lambda > 0 \mid \tilde{\tau}(\mathcal{Y}(\lambda^{-1}|x|)) \leq 1 \}. \] (653)

In addition, we define

\[ E_\mathcal{Y}(\mathcal{N}) := \mathcal{N} \cap L_\mathcal{Y}(\mathcal{N})^{\|\cdot\|_\mathcal{Y}}. \] (654)

Because \( \tilde{\mathcal{N}} \) is a semi-finite von Neumann algebra, while \( \tilde{\tau} \) is a faithful normal semi-finite trace on \( \tilde{\mathcal{N}} \), all above results on the Banach space structure of \( L_\mathcal{Y}(\mathcal{N}, \tau) \) immediately apply to \( L_\mathcal{Y}(\mathcal{N}) \).

In particular, if \( \mathcal{Y} \) satisfies global \( \Delta_2 \) condition, then \( L_\mathcal{Y}(\mathcal{N}) = E_\mathcal{Y}(\mathcal{N}) \) and \( L_\mathcal{Y}(\mathcal{N})^B \cong L_\mathcal{Y}\mathcal{Y}(\mathcal{N}) \).

Moreover: if \( \mathcal{Y} \) is also uniformly convex, then \( L_\mathcal{Y}(\mathcal{N}) \) is uniformly convex and \( L_\mathcal{Y}\mathcal{Y}(\mathcal{N}) \) is uniformly Fréchet differentiable; if \( \mathcal{Y}^\mathcal{Y} \) also satisfies global \( \Delta_2 \) condition, then \( L_\mathcal{Y}(\mathcal{N}) \) is reflexive. A particular example of the space \( E_\mathcal{Y}(\mathcal{N}) \) is considered in [239, 240].

For any choice of a normal semi-finite weight \( \psi \) on \( \mathcal{N} \), \( \tilde{\mathcal{N}} \) can be represented as \( \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \) by means of (325). In such case our construction provides an alternative to Labuschagne’s. They do not coincide, because the representation of a canonical trace \( \tilde{\tau} \) on \( \mathcal{N} \rtimes_{\sigma^\psi} \mathbb{R} \), given by \( \tilde{\tau}(u_{\psi} \cdot u_\psi^*) \), differs from Haagerup’s trace \( \tilde{\tau}_\psi \).

**Proposition 5.11.** Every \( * \)-isomorphism \( \zeta : \mathcal{N}_1 \to \mathcal{N}_2 \) of \( W^* \)-algebras gives rise to a corresponding isometric isomorphism \( L_\mathcal{Y}(\mathcal{N}_1) \to L_\mathcal{Y}(\mathcal{N}_2) \).

**Proof.** By the Falcone–Takesaki construction, and its composition (466) with Kosaki’s construction, \( \zeta : \mathcal{N}_1 \to \mathcal{N}_2 \) induces a \( * \)-isomorphism \( \tilde{\zeta} : \tilde{\mathcal{N}}_1 \to \tilde{\mathcal{N}}_2 \) of semi-finite von Neumann algebras and a mapping \( (\tilde{\mathcal{N}}_1, \mathbb{R}, \tilde{\sigma}_1, \tilde{\tau}_1) \to (\tilde{\mathcal{N}}_2, \mathbb{R}, \tilde{\sigma}_2, \tilde{\tau}_2) \) satisfying

\[
\tilde{\zeta} \circ \tilde{\sigma}_1^t = \tilde{\sigma}_2^t \circ \tilde{\zeta}, \forall t \in \mathbb{R},
\]

\[
\tilde{\tau}_1 = \tilde{\tau}_2 \circ \tilde{\zeta}.
\] (655)

By Collory 38 in [563], every \( * \)-isomorphism of semi-finite von Neumann algebras satisfying (655) and (656) extends to a topological \( * \)-isomorphism of corresponding spaces of \( \tau \)-measurable operators affiliated with these algebras, and this extension preserves the property (656). The \( * \)-isomorphism \( \tilde{\zeta} \) extends to \( \zeta : \mathcal{M}(\tilde{\mathcal{N}}_1, \tilde{\tau}_1) \to \mathcal{M}(\tilde{\mathcal{N}}_2, \tilde{\tau}_2) \) by \( \zeta(\cdot) = u(\cdot)u^* \), where \( u \) is a unitary operator implementing \( \tilde{\zeta}(\cdot) = u(\cdot)u^* \). It remains to show that \( \zeta \) is an isometric isomorphism. Using (642), we can rewrite (653) as

\[
\|x\|_{\mathcal{Y}} = \inf \{ \lambda > 0 \mid \int_0^\infty dt \mathcal{Y}(\lambda^{-1}R_{|x|}^\mathcal{Y}(t)) < \infty \},
\] (657)

where

\[
R_{|x|}^\tilde{\tau}(t) = \inf \{ s \geq 0 \mid \tilde{\tau}(P|x|([s, +\infty[)) \leq t \}. \] (658)

For \( \mathcal{M}(\tilde{\mathcal{N}}_2, \tilde{\tau}_2) = \mathcal{M}(\tilde{\mathcal{N}}_1, \tilde{\tau}_1 \circ \tilde{\zeta}^{-1}) \) and \( x \in \mathcal{M}(\tilde{\mathcal{N}}_1, \tilde{\tau}_1) \) we have

\[
\tilde{\tau}_1 \circ \tilde{\zeta}^{-1}(P|x|([s, +\infty[)) = \tilde{\tau}_1 \circ \tilde{\zeta}^{-1} \circ \tilde{\zeta}(P|x|([s, +\infty[)) = \tilde{\tau}_1(P|x|([s, +\infty[)). \] (659)

Hence, \( \zeta : L_\mathcal{Y}(\mathcal{N}_1) \to L_\mathcal{Y}(\mathcal{N}_2) \) is an isometric isomorphism. \( \square \)

Denoting the category of noncommutative Orlicz spaces \( L_\mathcal{Y}(\mathcal{N}) \) with isometric isomorphisms by \( \text{ncL}_\mathcal{Y}\text{Iso} \), we conclude that our construction determines a functor

\[
\text{ncL}_\mathcal{Y} : W^*\text{Iso} \to \text{ncL}_\mathcal{Y}\text{Iso}.
\] (660)

Following the results of Sherman [499], we end this section with an interesting problem: for which Orlicz functions \( \mathcal{Y} \) there exists a functor from \( \text{ncL}_\mathcal{Y}\text{Iso} \) to the category of \( W^* \)-algebras with surjective Jordan \( * \)-isomorphisms?
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