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#### Abstract

One of characteristic phenomena for nuclei beyond the proton dripline is the simultaneous emission of two protons ( $2 p$ ). The current status of our knowledge of this most recently observed and the least known decay mode is presented. First, different approaches to theoretical description of this process, ranging from effective approximations to advanced three-body models are overviewed. Then, after a brief survey of main experimental methods to produce $2 p$-emitting nuclei and techniques to study their decays, experimental findings in this research field are presented and discussed. This review covers decays of short-lived resonances and excited states of unbound nuclei as well as longer-lived, ground-state radioactive decays. In addition, more exotic decays like three- and four-proton emission are addressed. Finally, related few-body topics, like two-neutron and four-neutron radioactivity, and the problem of the tetraneutron are shortly discussed.
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## 1. Introduction

One of the current frontiers in low-energy nuclear-physics research is the study of nuclei at the limits of nuclear stability. These limits are determined by nuclear binding energies and are characterized by the drip lines which separate bound systems from the unbound ones on the chart of nuclei. This article is focused on the very neutron-deficient nuclei, beyond the proton drip line. This region is very interesting, mainly due to unique phenomena resulting from interplay between nuclear forces, in particular pairing interaction, and the Coulomb force. The emerging Coulomb barrier hampers emission of unbound protons which brings into competition beta decays governed by weak interactions. In addition, proton unbound nuclei are examples of open quantum systems in which coupling to the continuum of scattering states affects various features like Thomas-Ehrman shift or clustering phenomena.

Beyond the proton drip line, unbound protons can be emitted from a nucleus leading to proton radioactivity. Singleproton emission from the nuclear ground-state, occurring for nuclei with odd number of protons ( $Z$ ), has been studied since 40 years and developed into a powerful spectroscopic tool providing a wealth of information on properties and structure of exotic nuclei [1]. On the other hand, a characteristic decay of even- $Z$ unbound nuclei is the two-proton ( $2 p$ ) radioactivity in which two protons are ejected simultaneously from a nucleus. This is the most recently discovered decay mode and still the least known. This phenomenon is the central topic of the present article in which we make a summary of the current status of the experimental and theoretical studies on the $2 p$ emission.

In the past, developments in this research field were presented in review articles by Blank and Borge [2], Blank and Płoszajczak [3], and Grigorenko [4]. Recently, a status of two-proton radioactivity was summarized by Zhou et al. [5]. A broader overview of radioactive decays at the limits of nuclear stability was given in Ref. [1]. A pedagogical introduction to nuclear physics at the proton dripline and to radioactive decays with emission of charged particles can be found in [6,7], respectively.


Fig. 1. Schematic picture of a $2 p$-unbound nucleus. The solid line illustrates the radial part of nuclear potential (including Coulomb interaction) as a function of the distance from the nuclear center $(r)$. The potential felt by protons, represented by full circles, is shown on the right side. The sum of the repulsive, long range Coulomb interaction and the attractive, short range nuclear force creates the Coulomb barrier. The potential felt by neutrons (open circles) is shown on the left. The dotted lines indicate alternative decay modes: $2 p$ emission and $\beta^{+}$decay.

### 1.1. Basic concepts

The limit of nuclear stability for neutron-deficient even- $Z$ nucleus is determined by the two-proton separation energy:

$$
\begin{equation*}
S_{2 p}=B(N, Z)-B(N, Z-2), \tag{1}
\end{equation*}
$$

where $B(N, Z)$ is the binding energy of the nuclide with $N$ neutrons and $Z$ protons. The (two)proton drip-line is defined as the border between the last bound isotope and the first one with the negative value of the $S_{2 p}$. Thus, the exact location of the drip-line requires precise knowledge of nuclear masses in the region of interest.

The nuclear potential for protons and neutrons in a $2 p$-unbound nucleus is schematically shown in Fig. 1. Although the last two protons are unbound, they are confined by the Coulomb barrier which prevents them form the rapid emission. The partial half-life of the $2 p$ decay is strongly affected by the tunneling probability through this potential barrier, which in turn is extremely sensitive to the decay energy $Q_{2 p}=-S_{2 p}$. To illustrate this sensitivity we consider the WKB approximation [8] in which the partial half-life for the emission of a charged particle from a nucleus is proportional to the Gamow factor describing the tunneling process:

$$
\begin{equation*}
G=\exp \left[2 \int_{r_{\text {in }}}^{r_{\text {out }}} d r \sqrt{\frac{2 \mu}{\hbar^{2}}|Q-V(r)|}\right] \tag{2}
\end{equation*}
$$

where $\mu$ is the reduced mass of the particle and the daughter nucleus, $Q$ is the decay energy, and the $V(r)$ is the radial part of the particle-nucleus potential. The integral runs over the classically forbidden region, where particle remains under the barrier. Taking the Woods-Saxon potential with the Coulomb term and assuming the tunneling of a diproton $\left({ }^{2} \mathrm{He}\right)$ with the orbital angular momentum of $\ell=0$, we have calculated the $G$-factor for the three cases of $2 p$ emission as a function of the decay energy, see Fig. 2. It can be seen that a change of the decay energy by a few hundred keV changes the $G$-factor by a few orders of magnitude. Thus, the reliable prediction of $2 p$ decaying candidates requires very accurate knowledge of the decay energy, in addition to a model of the $2 p$ decay mechanism.

On the other hand, the $\beta^{+}$decay channel is opened with the partial decay constant proportional to $Q_{\beta}^{5}$. Since the beta decay energy $Q_{\beta}$ is large for nuclei far from stability, the resulting $\beta$ half-lives can be as short as a few milliseconds. This has important consequences for experimental observation of the $2 p$ decay. To win the competition with $\beta^{+}$decay, it has to proceed faster, with the half-life of the order of milliseconds and shorter. Hence, production and separation of such a nucleus must be fast and calls for special experimental techniques. We note that when the Coulomb barrier is sufficiently high, the $\beta^{+}$decay of an unbound nucleus will be faster that the proton emission and will dominate the decay. Thus, an observation of the proton emission proves that the nucleus is beyond the drip-line but does not allow to locate this line.

Another important aspect of the $2 p$ emission is the competition with the single proton emission. Possible scenarios are illustrated by respective decay energy schemes in Fig. 3. In this Figure, in addition to the separation energies, we indicated two energy values for future reference: $E_{T}$ is the energy of the three-body system, relative to the break-up threshold, and $E_{r}$ is the lowest two-body resonance relative to this threshold. The typical situation for the ground state of an even- $Z$


Fig. 2. Gamow factor for the diproton penetration through the potential barrier as a function of the $2 p$ decay energy $Q_{2 p}$ for the three $2 p$ emitters.


Fig. 3. Energy conditions for different modes of two-proton emission: (a) true $2 p$ decay, (b) sequential emission via a narrow intermediate state. The cases (c) and (d) represent "democratic" decays.
medium mass nucleus beyond the proton drip-line, and the most favorable for the $2 p$ radioactivity, is shown in the panel (a). Due to the pairing interaction, the $S_{2 p}$ energy is negative, while the single proton separation energy, $S_{p}$ is positive, or close to zero. Then, the emission of a single proton, and thus also sequential emission of two protons, is energetically forbidden or strongly suppressed. This type of decay has essentially three-body character and we refer to it as the true $2 p$ decay.

In the situation shown in the panel (b), the proton separation energy $S_{p}$ is negative so that the initial nucleus can decay by sequential emission of two protons. Such a scenario may occur in particular when the initial nucleus is located further beyond the proton drip-line (has less neutrons) than the isotope decaying by the true $2 p$ emission (a) or when it is in an excited state. In this situation the simultaneous emission of two protons is also possible but it is difficult to experimentally isolate such a channel from the dominant sequential contribution. The panels (c) and (d) represent scenarios analogous


Fig. 4. Region of the chart of nuclei discussed in this article. Solid line denotes the proton drip-line, doubly magic nuclei are indicated by a square filled with a pattern, other stable nuclei are marked with black squares. Stars represent known ground-state $2 p$ emitters.
to (a) and (b), respectively, but with the broad intermediate state. Such cases, when the energies of emitted protons are of the same order than the width of the intermediate state, are called "democratic" decays. The distinction between simultaneous and sequential emission losses its meaning and no strong correlations between outgoing fragments are formed.

Experimental work devoted to $2 p$ emission has been focused on light and medium mass nuclei. Presently, these studies reached the $Z=36$ (krypton). The relevant part of the chart of nuclei is shown in Fig. 4. The proton drip-line is shown by the solid line and the nuclei discussed in this review are indicated.

### 1.2. Historical note

The classical era of radioactivity studies was completed with the discovery of spontaneous fission by Flerov and Petrzhak in 1940. By then, all most common radioactive processes, including $\alpha$ decay, $\beta^{-}, \beta^{+}$, and electron capture (EC) decays, as well as $\gamma$ radiation were known. A detailed account of this fascinating period in the subatomic physics was given by Pais [9]. The modern times in research on radioactivity started with investigations of nuclei very far from stability, at the limits of nuclear binding. In 1960 Zeldovich was the first to consider the proton drip-line for light nuclei and to notice the possibility of simultaneous $2 p$ emission [10]. It was, however, Goldansky who made the first systematical study of properties of very neutron-deficient nuclei, and considered their possible decay modes, including one-proton and two-proton radioactivity [11,12]. The first theoretical description of $2 p$ emission was attempted by Galitsky and Cheltsov [13]. The candidates for the experimental observation of $2 p$ radioactivity were considered by Goldansky [12] and by Jänecke [14]. Precision of their mass models, however, was not sufficient for accurate predictions and experimental techniques at that time were not developed enough to reach the considered candidates.

Most exact predictions of masses for $2 p$ radioactivity candidates were based on Coulomb energy differences between partners of isospin multiplets. This difference can be calculated, either using microscopic models or Coulomb energy systematics. Then, using experimentally measured mass of the neutron-rich member of the multiplet, the mass of the exotic proton-rich member can be determined [15-20]. This approach proved to be very successful and played an important role motivating experimental efforts to search for the $2 p$ radioactivity. Selected results of these predictions are shown in Fig. 5.

Experimental studies on $2 p$ emission started in the end of seventies. Naturally, the first cases tried were light nuclei which are relatively easier to produce: ${ }^{6} \mathrm{Be}[21,22],{ }^{12} \mathrm{O}$ [23,24], and ${ }^{16} \mathrm{Ne}$ [23]. Because of the low Coulomb barrier these nuclei have very short half-lives and intermediate states are also broad, so they fall into category of democratic decays. Subsequent studies of these cases, in particular on ${ }^{6} \mathrm{Be}$, provided interesting insights into three-body dynamics as will be discussed later in more detail. Two-proton emission from excited nuclear states, populated in $\beta$ decay or in inelastic nuclear reactions, can provide a way to study the $2 p$ decay mechanism for less exotic nuclei. In 1983 the first case of $\beta$-delayed two-proton emission ( $\beta 2 p$ ) was discovered in ${ }^{22} \mathrm{Al}$ [25]. Later many more cases were observed and some of them, like ${ }^{31} \mathrm{Ar}$, were studied in more detail [2]. In all of them, however, sequential emission was found to dominate. Nuclear reactions were used to excite states in a few nuclei to investigate $2 p$ emission. This approach started in 1996


Fig. 5. Theoretical predictions of one-proton $\left(S_{p}\right)$ and two-proton $\left(S_{2 p}\right)$ separation energies for candidates of true $2 p$ decay, together with experimental results (stars).
with the $2^{+}$state at 7.77 MeV in ${ }^{14} \mathrm{O}$ produced by $2 p$ transfer on ${ }^{12} \mathrm{C}$ in 1996 [26]. Later excited states in ${ }^{17} \mathrm{Ne},{ }^{18} \mathrm{Ne}$, and ${ }^{19} \mathrm{Ne}$ were populated by various methods [27-31]. A question whether the simultaneous emission of two protons does contribute to these decays remains unsettled and will be discussed in the following.

The observation of the $2 p$ radioactivity from a long-lived nuclear ground-state had to wait more than 40 years from the first insight of Goldansky. This breakthrough was achieved in 2002 for ${ }^{45} \mathrm{Fe}$ in two independent experiments at GSI Darmstadt [32] and GANIL [33]. It was possible thanks to a new experimental technique based on the reaction of projectile fragmentation and the in-flight identification of single ions arriving to the detection setup where they decay at rest. The same method allowed discovery of $2 p$ radioactivity of ${ }^{54} \mathrm{Zn}$ at GANIL [34], ${ }^{48} \mathrm{Ni}$ at the NSCL MSU laboratory [35], and ${ }^{67} \mathrm{Kr}$ at RIKEN Nishina Center [36]. As can be seen in Fig. 5 the measured decay energies for these four $2 p$ emitters were found to agree very well with the predictions. A different technique based on tracking the products of the decay in-flight, developed for studies of $2 p$ decays with very short half-life, was used at GSI Darmstadt to identify $2 p$ radioactivity of ${ }^{19} \mathrm{Mg}$ in 2007 [37].

### 1.3. Outline of the paper

In Section 2 theoretical description of $2 p$ emission will be presented. Various approaches from effective approximations through microscopic models to advanced three-body models will be discussed. Section 3 is devoted to experimental techniques essential for $2 p$ decay studies. Most important aspects of production and identification of ions beyond the proton drip-line, and detection of their decays will be reviewed. Discussion of $2 p$ emission phenomena will start in Section 4 which is dedicated to democratic decays and $2 p$ emission from excited states. This will be followed by an overview of experiments on $2 p$ radioactivity from long lived nuclear ground states in Section 5. In Section 6 more exotic decay modes, like three-proton or four proton emission, will be addressed. Related few-body phenomena will be discussed in Section 7. This will include the relation between proton and neutron radioactivity, five-body decays, and the question of the tetraneutron. Finally, a brief summary and outlook for future research will be given in Section 8.

## 2. Theoretical models

As shown in Section 1, more and more $2 p$ emitters have been discovered when going beyond the proton dripline. These nuclei are usually of different properties due to the interplay between the inner structure and open quantum nature. As shown in Fig. 6, in order to decipher the experimental observables and establish firm connection with structural information, a self-consistent description of the internal and external wave function is needed, which raises a big challenge for nuclear theory. Normally, there are mainly three aspects - inner structure, three-body nature, and continuum effect that are crucial for the $2 p$ decay process. The former determines the spectroscopic factor and possible decay channels for the valence protons, while the rest are related to the decay dynamics and asymptotic behavior. Due to the vast difference in decay lifetime and the complexity of the problem, many theoretical frameworks are mainly focused on one or two of these aspects (see Fig. 7). Part of the frameworks has been reviewed in [1,3-5], here we will briefly introduce some of approaches published recently. Also presented are some basic theoretical ideas that demonstrate the efforts being made toward a comprehensive description of $2 p$ decay.
(a) structure

(b) decay

(c) observable ®
$E_{p p} / Q_{2 p}$
0

Fig. 6. The schematic figure of the connection between (a) inner structure and (c) experimental observables (nucleon-nucleon correlation) through (b) $2 p$ decay. The blue and red balls represent the neutron and proton, respectively.


HH: Hyperspherical harmonics<br>CI: Configuration interaction (shell model)<br>DFT: Density functional theory<br>SMEC: Shell model embedded with continuum<br>GSM: Gamow shell model<br>GCC: Gamow coupled channel<br>TD: Time dependent approach

Fig. 7. The schematic figure for the categories of the theoretical models applied to $2 p$ decay. It contains three different aspects: structure, three-body nature, and continuum effect.

### 2.1. Coordinates and degrees of freedom

To study the $2 p$ decay process and the corresponding properties, it is necessary to figure out the degrees of freedom in this system. For the initial state of a $2 p$ emitter, the valence protons are located inside the nucleus and coupled with other nucleons mainly through the short-range nuclear interaction. In principle, a fully microscopic framework should start from the nucleon degrees of freedom, and the total wave function $\Psi^{j \pi}$ is a mixing of different configurations. Meanwhile, due to the property of the continuum coupling, it has been found that the structure of the near-threshold resonance tends to be aligned with the corresponding decay channel [38], which is in accord with the phenomenon of threshold clustering in various weakly-bound systems [39-43]. In such a dilute-density environment near the threshold, the correlation caused by the short-range nuclear interaction among the valence nucleons would benefit the cluster formation [44,45]. This indicates that, in the case of the $2 p$ decay from the low-lying state, the daughter nucleus is possible to be preformed inside the nucleus. Consequently, the degrees of freedom for the nucleons inside the daughter nucleus can be approximately frozen. The interest has also been boosted by exploring the diproton structure, which is likely to occur in $2 p$ decay due to the fact of (1) the increasing level density in the presence of the low-lying continuum near the threshold and (2) the combination of channels with different parities. Although the transition from a fully microscopic system to a cluster picture is not totally clear, the three-body assumption is usually taken into account during the emission process. In this case, the corresponding wave function can be described as the relative motion of the daughter nucleus and two valence protons:

$$
\begin{equation*}
\Psi^{J \pi}=\sum_{J_{p} \pi_{p} j_{c} \pi_{c}}\left[\Phi^{J_{p} \pi_{p}} \otimes \phi^{J_{c} \pi_{c}}\right]^{J \pi} \tag{3}
\end{equation*}
$$

where $\Phi^{J p \pi_{p}}$ and $\phi^{J_{c} \pi_{c}}$ are the wave functions of the valence part and the core (daughter nucleus), respectively. $J$ and $\pi$ are the corresponding angular momentum and parity. In this case, the final state interaction is mainly dominated by the long-range Coulomb force and the effective interaction among the clusters.

Based on the three-body nature of the $2 p$ decay, it is convenient to introduce the coordinates of the valence protons [46]. There are two kinds of coordinates that are commonly used to construct the few-body as well as manybody framework. As shown in (see Fig. 8), one is Jacobi coordinates [47], and the other is cluster-orbital shell model


Fig. 8. (a) Jacobi and (b) COSM (single-particle) coordinates, and the corresponding momentum scheme.
(COSM) [48]. The former is built in the center-of-mass reference frame, also known as the relative coordinates:

$$
\begin{align*}
& \boldsymbol{x}=\sqrt{\mu_{x}}\left(\boldsymbol{r}_{i_{1}}-\boldsymbol{r}_{i_{2}}\right) \\
& \boldsymbol{y}=\sqrt{\mu_{y}}\left(\frac{A_{i_{1}} \boldsymbol{r}_{i_{1}}+A_{i_{2}} \boldsymbol{r}_{i_{2}}}{A_{i_{1}}+A_{i_{2}}}-\boldsymbol{r}_{i_{3}}\right), \tag{4}
\end{align*}
$$

where $i_{1}=p_{1}, i_{2}=p_{2}, i_{3}=c$ for T-coordinates and $i_{1}=p_{2}, i_{2}=c, i_{3}=p_{1}$ for Y-coordinates, see Fig. 8. In Eq. (4) $A_{i}$ is the $i$ th cluster mass number, and $\mu_{x}=A_{i_{1}} A_{i_{2}} /\left(A_{i_{1}}+A_{i_{2}}\right)$ and $\mu_{y}=\left(A_{i_{1}}+A_{i_{2}}\right) A_{i_{3}} /\left(A_{i_{1}}+A_{i_{2}}+A_{i_{3}}\right)$ are the reduced masses associated with $\boldsymbol{x}$ and $\boldsymbol{y}$, respectively. In this way, the Jacobi coordinates automatically eliminate center-of-mass motion, and allow for the exact treatment of the asymptotic wave functions. Therefore, it is suitable for nuclear reactions and the description of other asymptotic properties. However, the complicated coupling/transformation coefficients and antisymmetrization prevent it from extending to larger fermionic systems, although efforts have been made in recent years with the help of harmonic oscillator basis [49,50] or generalized hyperspherical harmonics [51].

The coordinate space is useful to reveal the inner structure of a nucleus, but, in experiments, usually free particles in momentum space are measured by detectors positioned far away from the source. Therefore, it is also convenient to introduce the relative momenta:

$$
\begin{align*}
& \boldsymbol{k}_{x}=\mu_{x}\left(\frac{\boldsymbol{k}_{i_{1}}}{A_{i_{1}}}-\frac{\boldsymbol{k}_{i_{2}}}{A_{i_{2}}}\right) \\
& \boldsymbol{k}_{y}=\mu_{y}\left(\frac{\boldsymbol{k}_{i_{1}}+\boldsymbol{k}_{i_{2}}}{A_{i_{1}}+A_{i_{2}}}-\frac{\boldsymbol{k}_{i_{3}}}{A_{i_{3}}}\right), \tag{5}
\end{align*}
$$

Where $\boldsymbol{k}_{i}$ is the momentum of the $i$ th cluster. Since there is no c.m. motion, it is easy to notice that $\sum_{i} \boldsymbol{k}_{i}=0$, and $\boldsymbol{k}_{y}$ is in the opposite direction of $\boldsymbol{k}_{i_{3}} . \theta_{k}$ and $\theta_{k}^{\prime}$ are the opening angles of ( $\boldsymbol{k}_{x}, \boldsymbol{k}_{y}$ ) in T- and Y-Jacobi coordinates, respectively (see Fig. 8). The kinetic energy of the relative motion of the emitted nucleons is given by $E_{p p}=\hbar^{2} k_{x}^{2} /\left(2 \mu_{x}\right)$ and $E_{\text {core-p }}$ is that of the core-nucleon pair, which represents the energy $E_{x}=\hbar^{2} k_{x}^{2}\left(2 \mu_{x}\right)$ associated with $\boldsymbol{x}$ in T- and Y-type coordinates, respectively. Similarly, $E_{y}=\hbar^{2} k_{y}^{2} /\left(2 \mu_{y}\right)=Q_{2 p}-E_{x}$, where $Q_{2 p}$ is the two-nucleon decay energy given by the binding energy difference of parent and daughter nuclei. Therefore, the T-type ( $\theta_{k}, E_{p p}$ ) and Y-type ( $\theta_{k}^{\prime}, E_{\text {core-p }}$ ) distributions reveal the nucleon-nucleon correlation and the structural information about the mother nucleus. Finally, the total momentum $k$ is defined as $\sqrt{k_{x}^{2} / \mu_{x}+k_{y}^{2} / \mu_{y}}$, which approaches the limit $\sqrt{2 m Q_{2 p}} / \hbar$ at late times of the final state.

On the other side, the COSM is based on the single-particle coordinates $\left(\boldsymbol{r}_{n}-\boldsymbol{r}_{c}\right)$ with respect to the core or the origin in the laboratory frame. In this framework, all the valence nucleons are treated equally, which would make it easy to calculate matrix elements and extend to the many-body systems by introducing the configuration mixing between valence protons and the daughter nucleus. Hence, it is favorable in many microscopic models such as configuration interaction. However, since it is not in the c.m. coordinate, one needs to be very careful when treating asymptotic observables. For example, a recoil term of $\left(\hat{\boldsymbol{p}}_{1} \cdot \hat{\boldsymbol{p}}_{2} / m_{c}\right)$ is needed to deal with the extra energy introduced by center-of-mass motion [48,52], where $m_{c}$ is the mass number for the core. This also indicates that Jacobi-Y and COSM coordinates become identical with an infinite-mass core.

The benchmarking between COSM and Jacobi coordinates has been done in Ref.[53], in which both weak-bound and unbound systems ( ${ }^{6} \mathrm{He},{ }^{6} \mathrm{Li}$, ${ }^{6} \mathrm{Be}$, and ${ }^{26} \mathrm{O}$ ) were investigated using the Berggren ensemble technique [54]. Consequently, the COSM-based Gamow shell model and the Jacobi-based Gamow coupled-channel method give practically identical results for those structural properties and observables related to the inner wave function of a nucleus [53]. Also, it has been shown that the Jacobi coordinates capture cluster correlations (such as dineutron and deuteron-type) more efficiently.

### 2.2. Decay properties and simplified models

Among the most fundamental properties of an unstable system at the edge of nuclear stability, the first to be established is the decaying mode and corresponding half-life [1,55]. In order to capture the decaying properties, the continuum effect needs to be taken into account. Since the spectrum of an observable is real in Hilbert space, the decaying resonance is hidden among the scattering eigenstates of the Hamiltonian, which enhances the difficulty of describing and studying these open quantum systems. To this end, one can utilize Gamow theory by introducing complex-energy eigenstates in the rigged Hilbert space, or $R$-matrix through the flux current of the asymptotic wave function. For the former one, the complex energy can be written as

$$
\begin{equation*}
\tilde{E}=E-\mathrm{i} \frac{\Gamma}{2} \tag{6}
\end{equation*}
$$

where $\Gamma$ is the decay width. The imaginary part represents the uncertainty of the energy for an unstable state, and is connected with the half-life through the uncertainty principle:

$$
\begin{equation*}
T_{1 / 2}=\frac{\hbar \ln 2}{\Gamma} \tag{7}
\end{equation*}
$$

One can also extract this relation by comparing the exponential decay and the temporal part of a resonance, i.e. $\mathrm{e}^{\mathrm{i} E t / \hbar-\Gamma t /(2 \hbar)}$. In this way, a decaying system can be treated in a quasi-stationary formalism [56].

Equivalently, the flux current is another way to extract the decay width or half-life [53,57,58]. Due to the three-body character of the final state, the decay width can be obtained with the asymptotic wave function using the expression [59]:

$$
\begin{equation*}
\Gamma=i \frac{\int\left(\Psi^{\dagger} \hat{H} \Psi-\Psi \hat{H} \Psi^{\dagger}\right) d \boldsymbol{x} d \boldsymbol{y}}{\int|\Psi|^{2} d \boldsymbol{x} d \boldsymbol{y}} \tag{8}
\end{equation*}
$$

where $\hat{H}$ is the Hamiltonian, and ( $\boldsymbol{x}, \boldsymbol{y}$ ) are the Jacobi coordinates. Utilizing the hyperspherical harmonics expansion technique, the Jacobi coordinates can be transferred to the hyperradius $\rho$ and hyperangles $\Omega$, and the asymptotic behavior for the non-interaction three-body system $\hat{H}_{0}$ can be obtained. However, this is not straightforward for the $2 p$ decay, since, in a three-body system, the long-range Coulomb interaction does not commute with $\hat{H}_{0}$. According to the $R$-matrix theory, if the contribution from the off-diagonal part of the Coulomb interaction in the asymptotic region is neglected, the hyperradial wave function of the resonance $\Phi_{\xi}(\rho)$ is proportional to the outgoing Coulomb function $H^{+}\left(\eta_{\xi}, k \rho\right)$ [60-62], where $\eta_{\xi}$ is the parameter related to the effective charge $Z_{\xi}^{\text {eff }}$ for the channel $\xi$ and $k$ is the total momentum. For quasibound systems, such as medium-mass nuclei, the proton decay widths are usually below the numerical precision of the complex-energy method. One can still safely use the flux current by adopting the expression $\Phi^{\prime} / \Phi=k H^{+\prime} / H^{+}[63,64]$. In this way, it bypasses the numerical derivative of the small wave function in the asymptotic region that appears in the original current expression and increases numerical precision dramatically [65].

In principle, the two methods mentioned above require a microscopic wave function with relatively high precision. Meanwhile, during the decay process, the valence protons are transiting from a strongly coupled and localized initial stage to a spatially separated but correlated final state, which also increases the complexity of the problem. Therefore, many approximations have been made based on the primary degrees of freedom in this problem.

### 2.2.1. Direct decay approximation

Following the picture of Gamow theory and the three-body character of the final state, the daughter nucleus can be assumed to be preformed right before the emission, while the valence protons move inside the mother nucleus bouncing upon the nuclear surface, and eventually penetrate quantum mechanically the surrounding Coulomb and centrifugal barrier. If neglecting the final-state interaction, the two valence protons are emitted independently but under the rules of energy and angular conservation, which is known as direct decay. Based on the $R$-matrix, the total $2 p$ decay width is convolution of two single-proton emissions [24,66-70]. The expression can be written in Jacobi-Y coordinates:

$$
\begin{align*}
\Gamma_{2 p} & =\theta_{2 p}^{2} \int_{0}^{Q_{2 p}} \Gamma(E) d E  \tag{9}\\
\Gamma(E) & =\Delta_{x}(E) \cdot \Gamma_{y}\left(Q_{2 p}-E\right)
\end{align*}
$$

where $\Gamma_{y}$ is the decay width of the particle emission associated with $\boldsymbol{y}$, and $\Delta_{x}$ is the normalized level density. $\theta_{2 p}^{2}$ is the spectroscopic factor for the daughter nucleus of $2 p$ decay, which, in principle, needs to be evaluated by the microscopic models focused on the structural aspect (see Fig. 7). Eq. (9) represents the sum over all the decaying channels for particle $p_{1}$ with energy $E_{p_{1}}=Q_{2 p}-E$. For the direct decay, $\Delta_{x}$ is approximately given by a Breit-Wigner type distribution of particle $p_{2}$ :

$$
\begin{equation*}
\Delta_{X}(E)=\frac{1}{2 \pi} \frac{\Gamma_{\chi}(E)}{\left(E-E_{p_{2}}\right)^{2}+\Gamma_{x}(E)^{2} / 4} \tag{10}
\end{equation*}
$$

Since $\Gamma_{x / y}$ is the single-particle decay width, it can be obtained in the WKB approximation shown in Eq. (2) or the $R$-matrix methodology for single-particle decay [71]:

$$
\begin{equation*}
\Gamma_{x / y}(E)=2 P\left(E, R_{x / y}, Z_{x / y}^{\mathrm{eff}}\right) \gamma^{2}\left(E, R_{x / y}\right)=\frac{k \hbar^{2}}{\mu_{x / y}}\left|\frac{\Phi\left(E, R_{x / y}\right)}{H^{+}\left(\eta_{x / y}, k R_{x / y}\right)}\right|^{2}, \tag{11}
\end{equation*}
$$

which is a product between the penetrability $P$ and reduced width squared $\gamma^{2}$. In the assumption of a multi-step two-body process, the parameter $\eta=\mu e^{2} Z^{\text {eff }} /\left(\hbar^{2} k\right)$, and the asymptotic behavior of the radial wave function $\Phi$ is proportional to the outgoing Coulomb function $H^{+}$for a resonance, that is $\lim _{R \rightarrow \infty} \Phi(E, R)=C_{\xi} H^{+}(\eta, k R)$, where $C_{\xi}$ is the asymptotic normalization coefficient (ANC) for the channel $\xi$. Consequently, the obtained $\Gamma_{x / y}$ does not depend on $R_{x / y}$ at the external region. In practice, $R_{x / y}$ is chosen as the channel radius.

A similar expression for the direct decay approximation is obtained based on the three-body framework [13,58,72],

$$
\begin{equation*}
\Gamma_{2 p}=2 \pi\left\langle V_{3}\right\rangle \int_{0}^{Q_{2 p}} \Delta_{x}(E) \cdot \Delta_{y}\left(Q_{2 p}-E\right) d E \tag{12}
\end{equation*}
$$

where $\left\langle V_{3}\right\rangle=D\left(Q_{2 p}-E_{p_{1}}-E_{p_{2}}\right)^{2}$ and $D$ is a constant depending on details of nuclear structure. Although Eqs. (9) and (12) are different by a factor of about four for the true $2 p$ decay from the ground state, they are qualitatively in agreement for the general behavior of decay properties.

The energy-dependent decay width $\Gamma(E)$ in Eqs. (9) and (12) also represents the energy correlation of the corresponding Jacobi coordinates. If the valence protons of the mother nucleus decay sequentially and the intermediate state is relatively narrow compared to $Q_{2 p}$ (see Fig. 3 b ), the decay process would favor some specific energy $Q_{p}$. Consequently, this would result in a sharp peak in the distribution of $\Gamma(E)$. On the contrary, if it is a true three-body decay as shown in Fig. 3a, the most optimized decay path would be that the two valence protons emit with roughly equal energies $\left(E_{p_{1}} \approx E_{p_{2}}\right.$ or $E_{x} \approx E_{y}$ ). In the latter case, neither of the valence protons spends a long time tunneling through the Coulomb and centrifugal barrier, otherwise, the total $2 p$ decay width would be significantly suppressed. This results in a bell-shaped $E_{\text {core }-p}$ energy correlation for the Jacobi-Y coordinates [73]. It is interesting to point out that this simple estimation gives results in qualitative agreement with the three-body exact theory.

### 2.2.2. Diproton decay approximation

Based on the fact that the most optimized decay path is under the condition of $E_{p_{1}} \approx E_{p_{2}}$ for a true three-body decay, the valence protons can be approximately treated as a cluster (diproton) and decay simultaneously [12]. After tunneling through the barrier, the diproton tends to separate due to the repulsive Coulomb force. The presumption of two distinct processes is still true. Therefore, one can express Eq. (9) in Jacobi-T coordinates. Consequently, $\Gamma_{y}(E)$ represents the diproton decay width, which can be evaluated through the WKB approximation or $R$-matrix theory:

$$
\begin{equation*}
\Gamma_{y}(E)=2 P\left(E, R_{c-p p}, 2 Z_{c}\right) \gamma^{2}\left(E, R_{c-p p}\right) \tag{13}
\end{equation*}
$$

Based on the formula $\Gamma(E)=\Delta_{x}(E) \cdot \Gamma_{y}\left(Q_{2 p}-E\right)$ in Eq. (9), the level density $\Delta_{x}$ in Jacobi-T coordinates describes the status of the diproton state $\left(\ell_{x}=S=0\right)$. For a proton-proton system in free space, it is likely to be a threshold resonance [74], which manifests itself as a scattering feature near the threshold. Therefore, a simple approximation would be $\Delta_{x} \approx \delta\left(E-E_{p p}\right)$, where $E_{p p}$ is an average energy between two proton [12,14,15,18,75]. Later on, Ref. [68] proposed a level-density form $\Delta_{x} \approx \sin ^{2}\left[\delta_{s}(E)\right]$ in the spirit of Migdal-Watson approximation, where $\delta_{s}$ is the $s$-wave phase shift for proton-proton scattering.

In Ref.[76], the two-proton decay process was studied within the framework of scattering theory, in which two particles are emitted from a correlated pairing state. By using similar proton-proton interactions, the BCS equations and the external dynamics are treated in a self-consistent way. The results show that it would be incorrect to consider the decaying system as a simple diproton. The decay proceeds neither through a diproton particle nor as an uncorrelated two-proton channel but rather as a configuration in between these two extremes.

Recently, a dynamic dinucleon model was proposed in Refs. [77,78], which combines a semi-realistic internal structure for the nuclear interior with a nucleon-nucleon interaction solely governing the emission process. The formalism is defined in a three-body framework but with restrictions to illustrate the isolated "dineutron emission" aspect of this problem. The results show that a broad variety of "dineutron" correlation patterns are possible.

Besides those approximate approaches introduced above, there are some other developments in the phenomenological or quasi-classical methods, including extended Geiger-Nuttall law for $2 p$ decay $[79,80]$ and effective liquid drop model [81-83]. All the approximate approaches in this Section 2.2 are based on different assumptions. Although the real situation of $2 p$ decay is a complicated process, these approaches could be useful for systematical studies and demonstrating the main physics process behind some specified $2 p$ decays.

### 2.3. Internal structure and configuration mixing

In the initial state of a $2 p$ emitter, the valence protons could be strongly coupled with the rest of the nucleons inside the mother nucleus. To determine the possibility of the preformation or spectroscopic factor $\theta_{2 p}^{2}$ of the daughter nucleus, one
needs to utilize some microscopic theory of the structural aspects, such as density functional theory (DFT) or configuration interaction (CI). The former aims to describe the bulk properties of the nuclei, which is suitable for systematically exploring the candidates of $2 p$ emitters (see Section 8 and $\operatorname{Refs}[75,84-87]$ for details). The latter is focused on the configuration mixing among the valence nucleons of the mother nuclei located near the shell closures [88-91].

### 2.3.1. Configuration interaction

As one of the most successful models in nuclear theory, CI is also known as the interacting shell model, and has been widely applied in structural and spectroscopic studies across the nuclear landscape. For a regular CI framework, the many-body Hamiltonian can be expressed in the COSM coordinates with the recoil term:

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{n}\left[\frac{p_{i}^{2}}{2 \mu}+U_{i}\right]+\sum_{i<j}^{n}\left[V_{i j}+\frac{\boldsymbol{p}_{i} \cdot \boldsymbol{p}_{j}}{m_{c}}\right] \tag{14}
\end{equation*}
$$

where $\mu$ is the reduced mass of the valence particles, $V_{i j}$ is the two-body interaction. The first and second terms in Eq. (14) represent the one- and two-body operators, respectively. In some models, the latter one could be approximately replaced by an effective interaction or matrix elements. Since all the valence particles are treated in the same framework, one can define the single-particle orbital $q$ with the quantum numbers, and build the total wave function $\left|\Psi^{J \pi}\right\rangle=|A \omega J\rangle$ based on the corresponding basis. $A$ is the mass number of a nucleus, and $\omega$ contains the quantum numbers for the system. Consequently, this many-body framework allows us to analyze the preformation factor and structural information of the daughter nucleus via the two-nucleon decay amplitudes (TNAs). For the removal of two protons from the initial state $\left|A \omega^{\prime} J^{\prime}\right\rangle$, leaving it in the final state $\langle(A-2) \omega J|$, TNA is given by the reduced matrix element as [70]

$$
\begin{equation*}
\operatorname{TNA}\left(q_{a}, q_{b}\right)=\frac{\left\langle(A-2) \omega J\left\|\left[\tilde{a}_{q_{a}} \otimes \tilde{a}_{q_{b}}\right]^{J o}\right\| A \omega^{\prime} J^{\prime}\right\rangle}{\sqrt{\left(1+\delta_{q_{a} q_{b}}\right)(2 J+1)}} \tag{15}
\end{equation*}
$$

where $\tilde{a}_{q}$ is an operator that destroys a proton in the orbital $q$. The spectroscopic factor $S=\theta_{2 p}^{2}$ is given by a coherent sum over TNAs. In the case of diproton decay,

$$
\begin{equation*}
\theta_{2 p}=\sum_{a, b} \sqrt{2 J+1} \cdot \operatorname{TNA}\left(q_{a}, q_{b}\right) \cdot\left\langle L S_{\mathrm{COSM}} \mid j_{a} j_{b}\right\rangle \cdot\left\langle L S_{\mathrm{T}} \mid L S_{\mathrm{COSM}}\right\rangle \tag{16}
\end{equation*}
$$

where $\left\langle L S \mid j_{a} j_{b}\right\rangle$ is the transformation between $L S$ and $j j$ schemes, and $\left\langle L S_{T} \mid L S_{\text {COSM }}\right\rangle$ is that between COSM and Jacobi-T coordinates, since the latter is natural for the description of diproton. In a regular CI framework, the wave function is constructed on a harmonic oscillator (HO) basis. In this case, $\left\langle L S_{T} \mid L S_{\operatorname{COSM}}\right\rangle$ can be written as the product of a coefficient $[A /(A-2)]^{\left(N_{a}+N_{b}\right) / 2}$ and Talmi-Moshinsky-Smirnov brackets $\left\langle\mathfrak{n}_{x} \ell_{x} ; \mathfrak{n}_{y} \ell_{y} \mid \mathfrak{n}_{a} \ell_{a} ; \mathfrak{n}_{b} \ell_{b}\right\rangle_{L}[92,93]$, where $N$ and $\mathfrak{n}$ are the total and radial numbers of oscillator quanta, respectively. For simplicity, only the matrix elements with $J_{o}=L=S=\mathfrak{n}_{x}=\ell_{x}$ $=0$ have been taken into account for the diproton decay. Furthermore, total decay width can be evaluated using the formulae in Section 2.2.2.

Due to the excellent analytical and numerical properties of the HO basis, the framework described above combines the structural information and decay properties of diproton decay efficiently. However, for a general problem of $2 p$ radioactivity, some drawbacks might be critical:

- The structural and decay aspects of the problem are not treated on the same footing. Due to the impact of final-state interaction, the internal and external configurations might be different;
- The diproton decay is an approximation for the $2 p$ decay process [76,77], and described as spin-singlet nucleon pair that might not be spatially close in the CI framework. The use of COSM coordinates also makes it hard to capture the proper three-body asymptotic behavior for the $2 p$ decay;
- The $2 p$ emitter is an unbound system, whose decay process is strongly impacted by the continuum effect. However, the orbitals generated by HO potential are always bound and fully localized as shown in Fig. 9. It might fail when dealing with these open quantum systems near the dripline.

In order to deal with these problems, new methods have been developed, such as the hybrid model $[49,50,88]$ and continuum-embedded framework [89,94]. The former is focused on the mixing between the configuration interaction and three-body decaying dynamics, while the latter is trying to gain insight into the continuum effect in these open quantum systems.

### 2.3.2. Hybrid model

The formulae of diproton decay in Section 2.2.2 are based on the $R$-matrix theory with that the valence protons are emitted as a cluster, which neglects the three-body dynamics, such as the simultaneous emission with large opening angles. To this end, a hybrid model has been developed [88], which takes advantage of the detailed structure information from Cl and the partial decay width of each channel from the three-body framework [72,95].


Fig. 9. The schematic figure for the comparison between the frameworks of (a) regular configuration interaction and (b) shell model embedded with continuum.

Table 1
The partial $2 p$ half-lives (in $\mathrm{ms},{ }^{19} \mathrm{Mg}$ in picoseconds) calculated by the hybrid model with the incoherent and coherent sum of the different amplitudes contributing to the emission process. As a comparison, the experimental $2 p$ emission half-lives (in $\mathrm{ms},{ }^{19} \mathrm{Mg}$ in picoseconds) are also listed. For the four heavier nuclei, the calculations are obtained with and without the contributions from the $s^{2}$ configuration. See Ref. [88] for details.

| Nucleus $J^{\pi}$ | $\begin{aligned} & T_{1 / 2}^{2 p} \\ & \text { Expt. } \end{aligned}$ | $T_{1 / 2}^{2 p}$ without $s^{2}$ |  | $T_{1 / 2}^{2 p}$ with $s^{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Incoherent | Coherent | Incoherent | Coherent |
| ${ }^{19} \mathrm{Mg} \mathrm{1/2-}$ | 4.0(15) |  |  | $0.73{ }_{-0.17}^{+1.5}$ | $0.20_{-0.05}^{+0.40}$ |
| ${ }^{45} \mathrm{Fe} 3 / 2^{+}$ | 3.7(4) | 20(8) | 6.6(26) | 5.9(24) | 1.8(7) |
| ${ }^{48} \mathrm{Ni} 0^{+}$ | 3.0(22) | 5.1(29) | 1.8(11) | 1.3(6) | 0.43(22) |
| ${ }^{54} \mathrm{Zn} 0^{+}$ | 1.7(7) | 1.8(8) | 0.9(4) | 1.7(8) | 0.6(3) |
| ${ }^{67} \mathrm{Kr} \mathrm{3/2-}$ | 20(11) | 850(390) | 320(140) | 820(380) | 250(110) |
| ${ }^{67} \mathrm{Kr} \mathrm{1/2}{ }^{-}$ | 20(11) | 904(420) | 290(130) | 940(430) | 360(160) |

In Ref.[95], a kind of "three-body penetrability" was calculated by assuming different dominating internal configurations forming a "corridor" of values. Consequently, the total $2 p$ decay width $\Gamma_{2 p}$ were approximately decomposed into different channels $\ell^{2}$, as

$$
\begin{equation*}
\Gamma_{2 p} \approx \sum_{\ell} S\left(\ell^{2}\right) \Gamma\left(\ell^{2}\right) \tag{17}
\end{equation*}
$$

where $S\left(\ell^{2}\right)$ is the weight (or spectroscopic factor if neglecting the preformation factor of the daughter nucleus) of the $\ell^{2}$ configuration. This analogy could work well if the configuration dominating the internal region is responsible for the decay (with the largest partial decay width). However, the situation becomes complicated when the valence protons are in competitive configurations. In this case, different configurations are connected through the final-state interaction under the decay dynamics of a three-body system, and the valence protons tend to "penetrate" from high- $\ell$ to low- $\ell$ orbitals (see Section 2.4 for details), which would benefit the tunneling process. It indicates that this $\Gamma\left(\ell^{2}\right)$ ideology cannot fully take into account the effect of final-state interaction, since the internal structure (in the form of spectroscopic factors) is still disentangled from the decay dynamics in the hybrid model.

Utilizing the estimated partial decay width $\Gamma\left(\ell^{2}\right)$, one can directly adopt the TNA calculated by Eq. (15) without transforming to Jacobi-T coordinates. For simplicity, only the case with $J^{\prime}=J=J_{o}=0$ and $q_{a}=q_{b}=q$ has been considered in Ref.[88]. The total $2 p$ decay width can be estimated in two extreme conditions:

- Incoherent sum. - Following the assumption described above [95], $\Gamma_{2 p}$ with structural information embedded can be estimated by replacing $S\left(\ell^{2}\right)$ in Eq. (17) with $\left[\text { TNA }\left(q^{2}\right)\right]^{2}$;
- Coherent sum. - In this case, all amplitudes combine coherently, as in two-nucleon transfer reactions. This gives

$$
\begin{equation*}
\Gamma_{2 p} \approx\left[\sum_{q} \operatorname{TNA}\left(q^{2}\right) \sqrt{\Gamma\left(\ell^{2}\right)}\right]^{2} \tag{18}
\end{equation*}
$$

in which the phase is taken as positive for all terms.
Within this framework, the half-lives of $2 p$ emitters have been evaluated (see Table 1 and Ref.[88]). The obtained results incorporating three-body dynamics are substantially improved and agree well with the experimental data. Meanwhile, as discussed in Ref. [88], it is crucial to include some $s^{2}$ or other low- $\ell$ components in the decay (owing to their small centrifugal barriers). These components are often introduced via continuum coupling, three-body dynamics, and core/cross-shell excitations. Meanwhile, the half-lives of ${ }^{67} \mathrm{Kr}$ retain a large discrepancy between the experimental data
and theoretical predictions [88]. As a recently observed $2 p$ emitter, the half-life of ${ }^{67} \mathrm{Kr}$ is systematically over-estimated by various theoretical models [72,96]. It seems that such a short lifetime can only be reproduced by using a large amount of $s$ - or $p$-wave components [88,97], while Refs. [36,98] suggested there might be a deformation effect. This would be interesting for further theoretical or experimental studies.

There are other approaches combining structure and reaction aspects starting from ab initio framework [99-101]. In particular, in Refs. [49,50], each component of the three-body system was calculated using the no-core shell model (NCSM) in Jacobi coordinates. The inter-cluster motion is described using the resonating group method (RGM), which has been widely used in nuclear reactions. Although this framework has not been applied to the study of $2 p$ decay yet, it is promising that the method can describe the configuration mixing and three-body dynamics in a robust way.

### 2.3.3. Continuum-embedded framework

The $2 p$ emitters are open quantum systems located beyond the proton-dripline, whose decay properties are strongly impacted by the low-lying continuum. In order to properly consider this effect in the CI framework, one has to bypass the localized HO basis. To this end, many continuum-embedded frameworks have been developed [52,102-107]. Among them, the shell model embedded in the continuum (SMEC) [102,103] and Gamow shell model (GSM) [52] have been successfully applied to the study of $2 p$ decay [89,90,94].

Shell model embedded in the continuum. - In the framework of SMEC [89,90], the Hilbert space is divided into two orthogonal subspaces: $\mathcal{Q} \equiv\left\{\left|\Psi_{i}^{C I}\right\rangle\right\}$ and $\mathcal{P} \equiv\left\{\left|\xi_{E}\right\rangle\right\}$ as shown in Fig. 9b. Based on the Feshbach projection technique, $\Psi_{i}^{\mathrm{CI}}$ contains discrete CI states localized inside the nucleus, and $\xi_{E}$ are scattering states. The corresponding projection operators are

$$
\begin{align*}
& \hat{Q}=\sum_{i}\left|\Psi_{i}^{\mathrm{Cl}}\right\rangle\left\langle\Psi_{i}^{\mathrm{Cl}}\right| \\
& \hat{P}=\int_{0}^{\infty} d E\left|\xi_{E}\right\rangle\left\langle\xi_{E}\right| \tag{19}
\end{align*}
$$

Consequently, an open quantum system description of $\mathcal{Q}$ includes couplings to the environment of decay channel through the energy-dependent effective Hamiltonian:

$$
\begin{equation*}
\mathcal{H}(E)=\hat{Q} H \hat{Q}+W_{\mathcal{Q Q}}(E) \tag{20}
\end{equation*}
$$

where $\hat{Q} H \hat{Q}$ denotes the standard configuration-interaction (shell-model) Hamiltonian describing the internal dynamics in the closed quantum system approximation, and $W_{\mathcal{Q} \mathcal{L}}(E)$ the energy-dependent continuum coupling term with scattering energy $E$. For the situation with one particle in the scattering continuum,

$$
\begin{equation*}
W_{\mathcal{Q} Q}(E)=\hat{Q} H \hat{P}_{1} \cdot \hat{G}_{P_{1}} \cdot \hat{P_{1}} H \hat{Q} \tag{21}
\end{equation*}
$$

where $P_{1}$ is the projection operator for the one-nucleon scattering subspace, and $\hat{G}_{P_{1}}$ is the corresponding one-nucleon Green's function. Following the same methodology, one can obtain the effective Hamiltonian with two particles in the continuum [90]. As a result, $\mathcal{H}(E)$ can take into account all possible emissions for two protons as well as one proton implicitly. Usually, the sequential $2 p$ emission may occur either through the resonance or the correlated continuum of an intermediate nucleus, while the one-nucleon scattering subspace is less important for a true $2 p$ emission. Therefore, by analyzing the couplings between $\mathcal{Q}$ and $\mathcal{P}_{1,2}$ subspaces, one can estimate whether the valence protons of a $2 p$ emitter decay sequentially or simultaneously [89,90].

Gamow shell model. - Defined in the rigged Hilbert space, GSM has also been successfully used for studies of weakly bound and unbound states in dripline nuclei. Similar to SMEC, both frameworks describe the nucleus as a core surrounded by valence nucleons, but they treat the coupling to the unbound continuum space differently.

In the GSM, the continuum effects are automatically taken into account by utilizing the Berggren ensemble [54] that contains resonant (bound and decaying) and scattering states (see Fig. 10). The completeness relation for the Berggren ensemble can be written as:

$$
\begin{equation*}
\sum_{\mathfrak{n}}\left|u_{\mathfrak{n}}\right\rangle\left\langle u_{\mathfrak{n}}\right|+\int_{L^{+}}|u(k)\rangle\langle u(k)| d k=\hat{\mathbf{1}}, \tag{22}
\end{equation*}
$$

where $|u\rangle$ is a one-body state, and $\mathfrak{n}$ denotes bound states and decaying resonant (or Gamow) states lying between the real- $k$ momentum axis in the fourth quadrant of the complex- $k$ plane. The $L^{+}$contour represents the complex- $k$ scattering continuum, and can be chosen arbitrarily as long as it encompasses the resonances of interest. If the contour $L^{+}$is chosen to lie along the real $k$-axis, the Berggren completeness relation reduces to the Newton completeness relation [108] involving bound and real-momentum scattering states. The matrix elements of Hamiltonian are calculated using the exterior complex scaling [109] with the Berggren basis. By diagonalizing the complex symmetric Hamiltonian, energies and decay widths are obtained simultaneously as the real and imaginary parts of the complex eigenenergies.

In principle, similar to SMEC, GSM includes all possible emissions for two protons. However, it is not easy to extract the $2 p$ decay width from the total one. A convenient way proposed in Ref.[94] is that the decay mechanism of $2 p$ can be roughly estimated by analyzing the total width as a function of the decay energy $Q$ or the related Hamiltonian parameters,


Fig. 10. The schematic figure of (a) the S-matrix poles with Berggren ensemble in complex momentum plane and (b) the typical wave functions of bound, resonance, and scattering states.


Fig. 11. GSM calculated energies and widths (in MeV ) of ${ }^{15} \mathrm{~F}$ and ${ }^{16} \mathrm{Ne}$ (left panel) and of ${ }^{17} \mathrm{Na}$ and ${ }^{16} \mathrm{Mg}$ (right panel) as a function of the difference $\Delta V_{0}=V_{0}-V_{0}^{(\text {fit })}$ of the Woods-Saxon central potential depths (see Ref. [94] for definition). Energies are depicted by blue disks and red diamonds for even and odd nuclei, respectively. Widths are represented by segments centered on disks and diamonds. The widths of ${ }^{16} \mathrm{Ne}$ and ${ }^{18} \mathrm{Mg}$ have been multiplied by 20 for readability. Energies are given with respect to the ${ }^{14} \mathrm{O}$ core. The physical GSM calculation, for which $V_{0}=V_{0}^{(\mathrm{fit})}$, is indicated by an arrow.
Source: Reprinted with permission from Ref. [94].
© 2021 by the American Physical Society.
since the thresholds of one- and two-proton decay channels vary differently, so are their $G$-factors as shown in Eq. (2). Based on this idea, ${ }^{16} \mathrm{Ne}$ and ${ }^{18} \mathrm{Mg}$ have been investigated [94]. The former is a well-known $2 p$ emitter studied by many theoretical approaches, while the latter was recently discovered to have a possible $2 p+2 p$ decay mode (see Section 6.2 and Refs. [94,110] for details).

Fig. 11 shows the calculated decay energies and widths of the mother and intermediate nuclei as a function of onebody potential depth. As ${ }^{16} \mathrm{Ne}$ and ${ }^{18} \mathrm{Mg}$ possess one additional valence proton compared to ${ }^{15} \mathrm{~F}$ and ${ }^{17} \mathrm{Ne}$, the binding energy of the former nuclei increases faster with central potential depth than that of the latter. Consequently, $Q_{2 p}$ and $Q_{p}$ would change with different speeds. Since the one-proton decay channel usually has a smaller Coulomb barrier compared to the $2 p$ one, it is more sensitive to the $Q$ value. It can be noticed that, as $\Delta V_{0}$ increases, the total decay width has different behaviors. This indicates a transition from true $2 p$ decay to the situation where a one-proton decay channel becomes dominated. Since the only requirement is the total decay width, this method is convenient to estimate the decay mechanism, but the behavior of the total decay width needs to be carefully analyzed due to the non-linear property of the $G$-factor.

### 2.4. Decay mechanism and three-body character

Besides the decay width or half-life, another important feature in $2 p$ emission is the decay mechanism and dynamics. As discussed above, nuclear decay with three fragments in the final state is a very exotic process. This behavior depends on the status of the valence protons in the mother nucleus, as well as the property of the neighboring nucleus (see Fig. 3). Moreover, it is strongly influenced by an interplay between the internal and external mixing [89], which invalidates an idealized picture of an independent decay mode associated with the pairing field. To gain more sight of this dynamics, the
few-body framework could be a proper tool [47,76,111-116]. There is a long history of the developments of the general few-body theory [117-121], which has been proven to be very useful for studying the nuclear reaction as well as the decay mechanism. While such models provide a "lower resolution" picture of the nucleus, they can be helpful when interpreting experimental data, providing guidance for future measurements and more microscopic approaches. Here we review some interesting models in the domain that have been widely used for revealing the valence-proton configuration and the corresponding nucleon-nucleon correlations.

During the decay process, the $2 p$ emitter can be treated as a three-body system if neglecting the preformation of the daughter nucleus. Based on these degrees of freedom, the Hamiltonian can be written as:

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{3} \frac{\hat{\boldsymbol{p}}_{i}^{2}}{2 m_{i}}+\sum_{i>j=1}^{3} V_{i j}\left(\boldsymbol{r}_{i j}\right)-\hat{T}_{\text {c.m. }}, \tag{23}
\end{equation*}
$$

where $V_{i j}$ is the pairwise interaction between clusters $i$ and $j$, including nuclear and Coulomb interactions. In some cases, a phenomenological three-body force $V_{3}$ is introduced to reproduce the binding energy and spectrum of the system. $\hat{T}_{\text {c.m. }}$ stands for the kinetic energy of the center-of-mass, and can be expressed differently in Jacobi [57] and COSM [113] coordinates. The treatment and properties of COSM coordinates have been discussed in Sections 2.1 and 2.3. Jacobi coordinates can be expressed as T- and Y-types, each is associated with a complete basis set. In practice, there are two ways to deal with Jacobi coordinates:

- Faddeev equations can be defined in momentum [122] and coordinate [123] spaces, where the three Faddeev components are expanded on the partial angular momenta related to the Jacobi coordinates. As a result, the valenceproton wave function $\Phi^{J_{p} \pi_{p}}$ in Eq. (3) can be constructed with three components related to the three sets of Jacobi coordinates [124,125], i.e.

$$
\begin{equation*}
\Phi^{J p \pi_{p}}=\sum_{i=1}^{3} \Phi_{i}^{J p \pi_{p}}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i}\right) \tag{24}
\end{equation*}
$$

where the components $\Phi_{i}$ are functions of their own "natural" Jacobi coordinate pairs $i$ (see Fig. 8), and solutions of the Faddeev coupled equations [125];

- Hyperspherical harmonics (HH) technique is constructed from five-dimensional hyperangular coordinates $\Omega=$ $\left\{\arctan (y / x), \Omega_{x}, \Omega_{y}\right\}$ and a hyperradial coordinate $\rho=\sqrt{x^{2}+y^{2}}$ [126,127]. The eigenfunctions of the hyperangular momentum operator are $\mathcal{Y}_{\gamma K}^{J M}(\Omega)$, where $K$ is the hyperspherical quantum number and $\gamma$ is a set of quantum numbers other than $K$. Utilizing $\mathcal{Y}_{\gamma K}^{J M}(\Omega)$, the matrix elements in different sets of Jacobi coordinates can be transformed to one single set through the Raynal-Revai coefficient [128], noticing that hyperradius $\rho$ is transformation invariant. Expressed in HH , the total wave-function can be written as [129]:

$$
\begin{equation*}
\Phi^{J_{p} \pi_{p}}=\rho^{-5 / 2} \sum_{\gamma K} \psi_{\gamma K}^{J_{p} \pi_{p}}(\rho) \cdot \mathcal{Y}_{\gamma K}^{J_{p} M}(\Omega), \tag{25}
\end{equation*}
$$

where $\psi_{\gamma K}^{J_{p} \pi_{p}}(\rho)$ is the hyperradial wave function.
The HH framework provides a useful way to analyze the three-body asymptotic behavior. The resulting Schrödinger equation for the hyperradial wave functions can be written as a set of coupled-channel equations:

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m}\left(\frac{d^{2}}{d \rho^{2}}-\frac{(K+3 / 2)(K+5 / 2)}{\rho^{2}}\right)-E\right] \psi_{\gamma K}(\rho)+\sum_{\xi \equiv \gamma^{\prime}, K^{\prime}} \int V_{\gamma K}^{\xi}\left(\rho, \rho^{\prime}\right) \psi_{\xi}\left(\rho^{\prime}\right) d \rho^{\prime}=0, \tag{26}
\end{equation*}
$$

where $V_{\gamma K}^{\xi}$ is the effective interaction expanded on the HH basis, and contains local ( $\rho=\rho^{\prime}$ ) and non-local ( $\rho \neq \rho^{\prime}$ ) parts. The non-local potential can be generated by the antisymmetrization between core and valence particles. Consequently, some Pauli forbidden states would be introduced, and can be roughly eliminated using the projection operator [129-131] or the supersymmetric transformation method [125,132,133].

For chargeless particles, $V_{\gamma K}^{\xi}$ contains only the short-range nuclear force. Therefore, for a decaying system whose three components are spatially apart in the final state, the asymptotic behavior is dominated by the first term of Eq. (26), and the asymptotic wave function of a resonance is proportional to the outgoing Hankel function. However, for the charged particles, the presence of the long-range Coulomb potential in a three-body system could mix different channels, which makes the problem theoretically and numerically more complicated [4,62,134]. This influence also manifests itself in the asymptotic nucleon-nucleon correlations, especially for the angular correlation (see the discussion in Section 2.4.2 and Refs. $[60,135]$ for details). In order to extract the correct information from emitted particles, precise three-body solutions at very large distances are required.

From Eq. (26), it can be noticed that the centrifugal barrier is determined by the hyperspherical quantum number $K$ in a three-body system. When approaching the threshold, the presence of the centrifugal barrier is crucial for the tunneling process, and is expected to give raise to changes in asymptotic correlations. This would rise some interesting phenomena
in extreme conditions. For example, when the decay energy $Q_{2 p}$ is very small, the $2 p$ radioactivity is dominated by the $K=0$ component, which corresponds to the s-wave ( $\ell_{x}=\ell_{y}=0$ ), while other components are strongly suppressed. Consequently, the energy distribution approaches the universal phase-space limit [72,77,136]:

$$
\begin{equation*}
\frac{d \sigma}{d \varepsilon} \sim \sqrt{\varepsilon(1-\varepsilon)} \text { with } \varepsilon=E_{n n} / Q_{2 n} \tag{27}
\end{equation*}
$$

At the same time, the angular distribution becomes essentially isotropic. This is a universal property for both $2 p$ and $2 n$ radioactivity. As the energy of the resonance increases, asymptotic energy and angular correlations quickly start deviating from the phase-space limit shown in Eq. (27). This could provide useful information for testing theoretical frameworks and experimental measurements.

Normally, the numerical results of the three-body method converge fast as the hyperspherical quantum number $K$ increases. However, in some special cases, a large $K$ is required, which will dramatically increase the model space due to the various combinations of angular momentum coupling. Some methods have been proposed to reduce the model space, such as adiabatic approximation [124,137-139] or $G$-matrix [58,116]. Both of them treat the kinetic energy and potential adiabatically, and fold the matrix elements into the subspace. A correction with non-adiabatic coupling terms has also been made for the former method [139].

If one considers bound three-body systems, many few-body models have proven to be very useful to analyze the properties of the valence nucleons [111], especially models based on the Lagrange-mesh technique [112] or COSM [48]. However, for the description of resonances and corresponding decay properties, the low-lying continuum should be properly taken into account. To this end, following the idea introduced in Section 2.2, many theoretical frameworks have been developed for the few-body system. Here we briefly introduce some of them, which have been successfully applied to studies of two-nucleon decay.

Three-body reaction framework - It follows the idea of $R$-matrix theory, and is based on the assumption that the configuration space can be divided into two regions: an internal region where the solution is dominated by nuclear structure aspects, and an external region where the wave function $\Psi^{\text {ext }}$ is with a pure outgoing boundary condition for a three-body system. The internal wave function $\Psi^{\text {int }}$ can be determined through two kinds of approaches:

- As proposed in Refs.[57,97], $\Psi^{\text {int }}$ can be approximately obtained by

$$
\begin{equation*}
(\hat{H}-E) \Psi^{\mathrm{int}}=0 \tag{28}
\end{equation*}
$$

and fine-tuned through a kind of perturbative procedure

$$
\begin{equation*}
(\hat{H}-E) \Psi^{\mathrm{ext}}=-i(\Gamma / 2) \Psi^{\mathrm{int}} \tag{29}
\end{equation*}
$$

- $\Psi^{\text {int }}$ can also be approximated by the inhomogeneous Bloch-Schrödinger equation [61,121,140,141]

$$
\begin{gather*}
(\hat{H}+\hat{\mathcal{L}}-E) \Psi^{\mathrm{int}}=\hat{\mathcal{L}} \Psi^{\mathrm{ext}}, \\
\hat{\mathcal{L}}=\frac{\hbar^{2}}{2 m} \sum_{\gamma K}\left|\mathcal{Y}_{\gamma K}^{J M}\right\rangle \frac{\delta\left(\rho-R_{0}\right)}{\rho^{5 / 2}} \frac{\partial}{\partial \rho} \rho^{5 / 2}\left\langle\mathcal{Y}_{\gamma K}^{J M}\right|, \tag{30}
\end{gather*}
$$

where $R_{0}$ is the channel radius.
Both approaches are complemented with the continuity condition of the wave function $\Psi^{\text {int }}\left(R_{m}\right)=\Psi^{\text {ext }}\left(R_{m}\right)$ and of its first derivative.

Green's function method - Ref.[114] shows that the decay energy spectrum $d P / d E$ can be accessed through the Green's function:

$$
\begin{equation*}
\frac{d P}{d E}=\frac{1}{\pi} \operatorname{Im}\left\langle\Phi_{\mathrm{ref}}\right| \hat{G}\left|\Phi_{\mathrm{ref}}\right\rangle, \tag{31}
\end{equation*}
$$

where $\hat{G}$ is a two-body Green's function, and $\Phi_{\text {ref }}$ is a reference state. $\Phi_{\text {ref }}$ can be approximated with the bound analog state of the neighboring isotope (isotone), which captures the main components inside the nucleus for the resonance of interest.

Complex-plane framework - As shown in Section 2.2, in the rigged Hilbert space, one can extract the decay width by the imaginary part of the complex energy. Based on this idea, the complex-scaling method [142,143] is one of the commonly used frameworks. By rotating the Hamiltonian in a complex plane, one can make the wave function $\Psi$ converge at the asymptotic region, which can be used to handle the system with a relatively large width.

Recently, another complex-plane framework Gamow coupled-channel (GCC) method has been developed [53] utilizing the Berggren ensemble technique (see Section 2.3.3). Since the Berggren basis contains bound, resonant, and scattering states, it allows describing the structure and decays of three-body systems on the same footing. The GCC method has been benchmarked with GSM [53], and applied to unraveling the intriguing features of several $2 p$ emitters, including extremely unstable ${ }^{11} \mathrm{O}$ [98,135,136,144-147].

Using the methods above, the halflives and other decay properties can be extracted within the three-body framework, which is useful for revealing the status of a $2 p$ emitter. The emitted protons carry invaluable information about the


Fig. 12. The calculated (a) $2 p$ density distribution (marked by contours) and $2 p$ flux (denoted by arrows) in the ground state of ${ }^{6} \mathrm{Be}$ in Jacobi coordinates $p p$ and core $-p p$. The thick dashed line marks the inner turning point of the Coulomb-plus-centrifugal barrier. The maxima marked by filled and open stars correspond to diproton and cigarlike structures, respectively. (b) Two-nucleon angular densities (total and spin-triplet $S=1$ channels) in the ground-state configurations of ${ }^{6} \mathrm{Be}$, as obtained in GCC and GSM.
Source: Part (a) is adopted from Ref. [147] and part (b) from Ref. [53].
internal structure, nucleon-nucleon correlation, and properties of open quantum systems. Since Section 2 is focused on the theoretical frameworks, in the following, we will briefly introduce some general observables and properties that can be provided in the three-body method, and leave physics discussions for the other Sections.

### 2.4.1. Valence-proton configuration

The advantage of the three-body models described in this Section 2.4 is that it can easily capture the configurations and correlations of valence protons [114,147,148]. For example, as a typical light-mass $2 p$ emitter, ${ }^{6} \mathrm{Be}$ has been considered to feature a "democratic" decay mode (see Section 4.1 for details), attributable to the large width of the ground state of its neighboring nucleus ${ }^{5} \mathrm{Li}\left(Q_{p}=1.97 \mathrm{MeV}, \Gamma=1.23 \mathrm{MeV}\right)$. The density distribution of ${ }^{6}$ Be has been studied in various few-body models; it shows two maxima associated with diproton and cigarlike configurations (see Fig. 12), which is due to the fact that the valence protons mainly occupy $p$-wave. Meanwhile, the nuclear interaction is attractive at the mid-range, where the diproton configuration is usually more pronounced than the others. The formation of a dinucleon structure also requires the mixing of orbitals with different parities and angular momentum. Therefore, the model space cannot be limited to one single shell, and the presence of the low-lying continuum is crucial.

Moreover, the configuration evolution of the internal structure during decay can be analyzed by using the flux current $\boldsymbol{j}=\operatorname{Im}\left(\Psi^{\dagger} \nabla \Psi\right) \hbar / m$ [147], which shows how the two valence protons evolve within a given state wave function $\Psi$. As we see in the current field of ${ }^{6} \mathrm{Be}$ (the small arrows in Fig. 12), a competition between diproton and cigarlike configurations occurs inside the inner turning point of the Coulomb-plus-centrifugal barrier associated with the core-proton potential [147]. Near the origin, the dominant diproton configuration tends to evolve toward the cigarlike configuration, owing to the repulsive Coulomb interaction and the Pauli principle. On the other hand, near the surface, the direction of the flux extends from the cigarlike maximum toward the diproton maximum, tunneling through the barrier. Moreover, at the peak of the diproton configuration (located near the barrier), the direction of the flux is almost aligned with the core- $2 p$ axis, indicating a clear diproton-like decay [53,60,149,150]. Meanwhile, the flux current of ${ }^{12} \mathrm{O}$ indicates that there might be a competition between direct and "democratic" $2 p$ decay, in which a significant part of the flux from the diproton configuration toward the cigarlike configuration persists up to the potential barrier and beyond [147].

For the $2 p$ emitter with a daughter nucleus well preformed before the decay process, the three-body model can provide accurate information for the valence protons. Usefully, this is true for the weakly bound/unbound systems near the dripline, due to the "alignment" effect [38] that the near-threshold resonance would result in a single "aligned eigenstate" of the system carrying many characteristics of a nearby decay channel, while the valence protons are weakly coupled to the daughter nucleus [151]. However, sometimes the daughter nucleus can be exotic and contains mixed configurations. In this case, the lack of structural information regarding the daughter nucleus - which is usually treated as a frozen core becomes one main drawback of the regular three-body model. Therefore, several efforts have been made toward a more microscopic framework on few-body systems [140,152-156]. For instance, Refs.[152,153] introduced a deformed core in the three-body method. Later on, microscopic cluster models, such as frameworks based on the generator coordinate method [140] and the stochastic variational method [154], have been developed to study nuclear structure.

For $2 p$ emission, the GCC method has been extended to a deformed case [98], which allows a pair of nucleons to couple to the collective states of the core via nonadiabatic coupling. Consequently, the total wave function of the parent nucleus is the coupling between the valence protons $\Phi^{J p \pi_{p}}$ and the core $\phi^{J_{p} \pi_{p}}$ as shown in Eq. (3). This method has been used to study


Fig. 13. Left: Nilsson levels $\Omega\left[\mathrm{Nn}_{z} \Lambda\right]$ of the deformed core- $p$ potential as functions of the oblate quadrupole deformation $\beta_{2}$ of the core. The dotted line indicates the valence level primarily occupied by the two valence protons. Right: Decay width (half-life) for the $2 p$ ground-state radioactivity of ${ }^{67} \mathrm{Kr}$. The solid and dashed lines denote the results within the rotational and vibrational coupling, respectively. The rotational-coupling calculations were performed by assuming that the $1 / 2[321]$ orbital is either occupied by the core ( $9 / 2[404]$-valence) or valence (1/2[321]-valence) protons. Source: Figure is taken from Ref. [98].
the recently observed $2 p$ emitter ${ }^{67} \mathrm{Kr}$ (see Section 5.4 and Ref. [36] for details), which illustrated how the deformation and exotic structure can impact the decay properties and valence configurations. Fig. 13(a) shows the proton Nilsson levels (labeled with asymptotic quantum numbers $\Omega\left[\mathrm{Nn}_{z} \Lambda\right]$ ) of the Woods-Saxon core-p potential. When the deformation of the core increases, a noticeable oblate gap at $Z=36$ opens up, attributable to the down-sloping 9/2[404] Nilsson level originating from the $0 g_{9 / 2}$ shell. The structure of the valence proton orbital changes from the $9 / 2[404](\ell=4)$ state at smaller oblate deformations to the $1 / 2$ [321] orbital, which has a large $\ell=1$ component. This transition can dramatically change the centrifugal barrier and decay properties of ${ }^{67} \mathrm{Kr}$, which results in a dramatic increase in the decay width.

### 2.4.2. Nucleon-nucleon correlation

Another important feature of three-body decay is the nucleon-nucleon correlations. The correlated nucleon-nucleon pairs with large relative linear momenta reveal the nature of strong interaction at short distances [157]. On the other side of the spectrum, many low-energy properties, such as odd-even staggering of nuclear binding energies, of the atomic nucleus are profoundly affected by pair correlations of its nucleonic (protons and neutrons) constituents [158-160]. The study of $2 p$ decay could provide valuable information on the interplay between the short-range nuclear force and long-range electromagnetic interaction [1,2,11].

At the initial stage of the $2 p$ decay, the valence nucleons are highly correlated and spatially compact due to the presence of pairing condensate [113,161-163]. During the emission process, although the initial structure is largely distorted by the Coulomb repulsion and instability of the system, some information leaves an imprint on asymptotic nucleon-nucleon correlations. Of particular importance are the angular and energy correlations between emitted nucleons, which carry information on the interplay between structure and reaction aspects of the nuclear open quantum system $[135,164,165]$. To analyze these properties, we briefly introduce these two kinds of nucleon-nucleon correlation, and review the corresponding theoretical developments.

Internal correlation in coordinate space. - Similar to the valence-proton configuration, the spatial correlation reveals the structural information mainly inside the nucleus, which is governed by the strong nuclear force. The physics quantity can be accessed in both three-body [113] and CI [166] frameworks through a normalized density distribution:

$$
\begin{align*}
\rho\left(r_{c p_{1}}, r_{c p_{2}}, \theta\right) & =\langle\Psi| \delta\left(r_{c p_{1}}-r\right) \delta\left(r_{c p_{2}}-r^{\prime}\right) \delta\left(\theta_{12}-\theta\right)|\Psi\rangle \\
\rho(\theta) & =\int 8 \pi r_{c p_{1}}^{2} r_{c p_{2}}^{2} \sin \theta \cdot \rho\left(r_{c p_{1}}, r_{c p_{2}}, \theta\right) d r d r^{\prime} \tag{32}
\end{align*}
$$

where $r_{c p_{1}}, r_{c p_{2}}$, and $\theta_{12}$ are defined in Fig. 8(b). It primarily represents the average positions and opening angles of the two valence protons inside the nucleus. Notably, the angular density is defined in coordinate space; it cannot be directly observed in experiments.

The spatial correlation of the two valence neutrons in the g.s. of ${ }^{6} \mathrm{Be}$ is shown in Fig. 12b. The distribution $\rho(\theta)$ shows two maxima $[53,114,143]$. In accordance with the density distributions in Jacobi-T coordinates, the higher peak, at a small opening angle, can be associated with a diproton configuration. While, the second maximum, found in the region of large angles, represents the cigarlike configuration. Although Jacobi coordinates are more efficient to describe the diproton configuration, both the three-body model and GSM are able to capture the angular correlations inside the nucleus, which provide practical identical distributions in sufficiently large model space. One can analyze the inner structure of the
valence protons by comparing the spatial correlation with analytical expressions. Taking the $\left(p_{3 / 2}\right)^{2}$ or $\left(p_{1 / 2}\right)^{2}$ configuration as an example, $\rho(\theta)$ is proportional to $\cos ^{2} \theta \sin \theta$ and $\sin ^{3} \theta$ for spin singlet and triplet states, respectively.

Asymptotic correlation in momentum space. - The emitted protons become free particles when far away from the source prior to hitting the detector, which manifest themselves as plane waves in momentum space. As discussed, the asymptotic correlation of the emitted particles is important not only for the experimental accessibility but also for the valuable information it carries. It can be expressed in Dalitz plot and Jacobi coordinates. The former is mainly focused on the energy correlation ( $E_{p p}, E_{\text {core-p }}$ ), while the latter contains T-type ( $\theta_{k}, E_{p p}$ ) and Y-type ( $\theta_{k}^{\prime}, E_{\text {core-p }}$ ) distributions (see Section 2.1). To model angular and energy correlations of emitted particles, precise three-body solutions at very large distances are required, and this poses a formidable challenge, especially in the presence of the long-range Coulomb interaction.

Currently, two methods are mainly used to extract the asymptotic correlation for $2 p$ decay:

- The first method, as shown in Refs.[72,116], is to extract the status of the emitted protons by analyzing the flux current at a large distance. In the HH framework, for a three-body decay where all inter-particle distances are large, the flux $\boldsymbol{j}$ is independent on the hyperradius $\rho$. In this case, the differential flux at $\rho_{\max }$ becomes identical to the momentum distribution:

$$
\begin{equation*}
\frac{d \boldsymbol{j}\left(\rho_{\max }, \Omega\right)}{d \Omega}=\left.\frac{\hbar^{2}}{m} \operatorname{Im}\left[\Psi^{\dagger} \rho^{5 / 2} \frac{d}{d \rho} \rho^{5 / 2} \Psi\right]\right|_{\rho=\rho_{\max }} \rightarrow \frac{d \mathbf{j}\left(\Omega_{k}\right)}{d \Omega_{k}} \tag{33}
\end{equation*}
$$

where $\Omega_{k}=\left\{\arctan \left(k_{y} / k_{x}\right), \Omega_{k_{x}}, \Omega_{k_{y}}\right\}$ is the hyperangle in momentum space. To obtain a proper momentum distribution, this method also requires a precise treatment of the asymptotic wave function that has been suppressed and distorted by the long-range Coulomb force.

- An alternative way of tackling the two-nucleon decay is the time-dependent formalism, in which measured interparticle correlations can be interpreted in terms of solutions propagated for long durations. The initial state is a wave packet, and propagated by the time evolution operator (see Section 2.4 .3 for details) which can be expanded on the eigenbasis of the original Hamiltonian [149,150] or Chebyshev polynomials [105,135,167]:

$$
\begin{equation*}
e^{-i \frac{\hat{H}}{\hbar} t}=\sum_{\mathfrak{n}=0}^{\infty}(-i)^{\mathfrak{n}}\left(2-\delta_{\mathfrak{n} 0}\right) J_{\mathfrak{n}}(t) T_{\mathfrak{n}}\left(\frac{\hat{H}}{\hbar}\right) \tag{34}
\end{equation*}
$$

where $J_{\mathfrak{n}}$ are the Bessel functions of the first kind and $T_{\mathrm{n}}$ are the Chebyshev polynomials. Since the evolving wave packet has an implicit cutoff at large distances, the unwanted reflection at the boundary can be avoided, as well as the divergence of the Coulomb interaction in the momentum space [135]. The time-dependent approach is suitable for these short-lived systems, in which decay dynamics can be demonstrated. For those who have relatively long lifetimes, to extract the nucleon-nucleon correlation dominated by the final-state interaction, one needs to propagate the wave function for a long period, and analyze its asymptotic components carefully [136].
The measurement of nucleon-nucleon correlation boosts the interest of $2 p$ decay. As shown in Refs.[1,72,116], the asymptotic nucleon-nucleon correlations of ${ }^{6} \mathrm{Be},{ }^{45} \mathrm{Fe}$, and several other $2 p$ emitters have been reproduced or predicted using the three-body model. Moreover, by comparing with experimental correlation, it indicates that the ground state of ${ }^{45} \mathrm{Fe}$ contains a moderate amount of the $p$-wave component [73]. Similar studies have been done for the light nuclei [136,145,146], among these $p s d$-shell $2 p$ emitters, the energy correlations of ${ }^{12} \mathrm{O}$ and its isobaric analog ${ }^{12} \mathrm{~N}_{\text {IAS }}$ look similar to that of ${ }^{16} \mathrm{Ne}$, but rather different from the energy correlations of ${ }^{6} \mathrm{Be}$ and ${ }^{8} \mathrm{~B}_{\mathrm{IAS}}$. This indicates that the valence protons of ${ }^{12} \mathrm{O}$ might have more $s d$-shell components, even though, in the naive shell-model picture, these valence protons fully occupy the $p$-wave orbitals. Consequently, these qualitative analyses provide us with useful information about the valence protons and corresponding $2 p$ emitters. Moreover, in order to gain deep insight into the connection and extract the structural information from these asymptotic observables, high-quality experimental data and comprehensive theoretical models are anticipated.

The asymptotic nucleon-nucleon correlation also turns out to be useful to reveal the property of nuclear force, and the status of a state. As shown in Fig. 14, the asymptotic correlation of ${ }^{6} \mathrm{Be}$ is sensitive to the nucleon-nucleon interaction strength [135], which could be used to study the in-medium effect of nuclear force. The states with different spin-parities would result in different patterns of asymptotic correlation. Based on the measured correlation and calculated ones, Ref. [136] shows that the broad peak observed in ${ }^{11} \mathrm{O}$ contains multiple states, which are in accordance with the previous energy-spectrum analysis [144,168].

Moreover, these correlations can help to determine the $2 p$ decay mechanism, as well as the corresponding configurations. For example, in the case of ${ }^{45} \mathrm{Fe}$, the small-angle emission dominates in the asymptotic region, which may correspond to a diproton decay [73]. The Y-type correlation helps to determine the intermediate state of the sequential decay from the $2_{2}^{+}$state of ${ }^{12} \mathrm{O}$ [145]. While, based on the asymptotic correlation, the situation in ${ }^{6} \mathrm{Be}$ is considerably more complicated [169]. However, because the emitted protons are influenced by the centrifugal barrier and long-range Coulomb interactions, one must be careful that these configurations reflecting the circumstances in the asymptotic region might differ from those inside the nucleus. To better understand decay dynamics on how the inner structure evolves into the asymptotic correlation, the time-dependent framework could be useful (see Section 2.4.3 for details).


Fig. 14. Calculated asymptotic (a) energy and (b) angular correlations of emitted nucleons from the ground state of ${ }^{6} \mathrm{Be}$ calculated at $t=15 \mathrm{pm} / \mathrm{c}$ with different strengths of the Minnesota interaction [173]: standard (solid line), strong (increased by $50 \%$; dashed line), and weak (decreased by $50 \%$; dash-dotted line). Also shown are the benchmarking results obtained within Green's function method (GF; dotted line) using the standard interaction strength. $\theta_{k}^{\prime}$ is the opening angle between $\boldsymbol{k}_{x^{\prime}}$ and $\boldsymbol{k}_{1}$ in the Jacobi-Y coordinate system, and $E_{p p / n n}$ is the kinetic energy of the relative motion of the emitted nucleons.
Source: Figure is taken from Ref. [135].

### 2.4.3. Decay dynamics

The time-dependent formalism is a useful strategy for tackling the decay process, which allows addressing a broad range of questions - such as configuration evolution [170], decaying rate [171], and fission [172] - in a precise and transparent way. Therefore, the complex three-body dynamics of $2 p$ decay can be demonstrated within this framework.

An approximate treatment of $2 p$ emission was proposed in Ref. [174], in which the center-of-mass motion for the two valence protons was described classically. In a more realistic case, the early stage of the $2 p$ emission from the ground state of ${ }^{6}$ Be was nicely demonstrated using a time-dependent method in Refs.[149,150]. A confining potential method was used to make a meta-stable initial state $\Psi(0)$ be bound by modifying the core-proton potential at the external region. In Ref. [150], the different time snapshots of the density distribution $\rho\left(r_{p p}, r_{c-p p}\right)$ and the corresponding density changes $\rho_{d}$ have been investigated (see Fig. 15), where $\rho$ and $\rho_{d}$ are defined as:

$$
\begin{align*}
\rho_{(d)}\left(r_{p p}, r_{c-p p}\right) & =\left\langle\Psi_{(d)}(t)\right| \delta\left(r_{x}-r_{p p}\right) \delta\left(r_{x}-r_{c-p p}\right)\left|\Psi_{(d)}(t)\right\rangle /\left\langle\Psi_{(d)}(t) \mid \Psi_{(d)}(t)\right\rangle ;  \tag{35}\\
\left|\Psi_{d}(t)\right\rangle & =|\Psi(t)\rangle-|\Psi(0)\rangle\langle\Psi(0) \mid \Psi(t)\rangle
\end{align*}
$$

At the beginning $(t=0)$ when the wave function is fairly localized inside the nucleus, the density distribution is in accordance with the static calculations, which shows two maxima for ${ }^{6} \mathrm{Be}$ associated with the diproton/cigarlike configuration characterized by small/large relative distance between valence protons. During the early stage of the decay, two strong branches are emitted from the inner nucleus, see Fig. 15. The primary branch corresponds to the protons being emitted at small opening angles, which indicates that a diproton structure is present during the tunneling phase. This can be understood in terms of the nucleonic pairing, which favors low angular momentum amplitudes and hence lowers the centrifugal barrier and increases the $2 p$ tunneling probability [60,147,149,150]. The secondary branch corresponds to protons emitted in opposite directions. This is in agreement with the flux current analysis shown in Fig. 12.

In order to capture the asymptotic dynamics and better understand the role of final-state interaction, Ref. [135] has propagated the wave function of ${ }^{6} \mathrm{Be}$ to larger distances (over 500 fm ) and longer times (up to $30 \mathrm{pm} / \mathrm{c}$ ), which allows analysis of asymptotic observables including nucleon-nucleon correlation. In this framework, the initial state $\Psi_{0}^{J \pi}$ is a complex-momentum eigenstate of the Hamiltonian subject to purely outgoing (decaying) boundary conditions, and can be decomposed into real-momentum scattering states using the Fourier-Bessel series expansion. The resulting wave packet was propagated by the time evolution operator through the Chebyshev expansion, and benchmarked with Green's function method, since the time evolution operator can be written as the Fourier transform of $\hat{G}=(E-\hat{H}+i \eta)^{-1}$ :

$$
\begin{equation*}
e^{-i \frac{\hat{H}}{\hbar} t}=\frac{e^{\frac{\eta}{\hbar} t}}{2 \pi i} \mathcal{F}\left(\hat{G}, E \rightarrow \frac{t}{2 \pi \hbar}\right) \tag{36}
\end{equation*}
$$

The obtained results are practically identical for both methods as shown in Fig. 14.
According to Ref.[135], after tunneling through the Coulomb barrier, the two emitted protons tend to gradually separate due to the Coulomb repulsion. Eventually, the $2 p$ density becomes spatially diffuse, which is consistent with the broad angular distribution measured in Ref. [169]. This corresponds to an opposite trend for the momentum distribution of the wave function, in which the emitted nucleons move with the well-defined total momentum shown by a narrow resonance peak at long times [175]. Fig. 16 illustrates the dramatic changes in the wave function and configurations of ${ }^{6}$ Be during the decay process. The gradual transition from the broad to narrow momentum distribution exhibits a pronounced interference pattern, which is universal for two-nucleon decays and governed by Fermi's golden rule. The


Fig. 15. The time evolution for (a) $2 p$ density distribution $\rho$ and (b) corresponding decaying density distribution $\rho_{d}$ of the ${ }^{6}$ Be ground state as a function of $r_{p-p}$ and $r_{c-p p}$.
Source: Reprinted with permission from Ref. [150].
© 2017 by the American Physical Society.


Fig. 16. Time evolution of the wave functions of ${ }^{6} \mathrm{Be}$. Configurations are labeled as ( $K, \ell_{x}, \ell_{y}, S$ ) in Jacobi-T coordinates. $K$ is the hyperspherical quantum number, $\ell$ is the orbital angular momentum in Jacobi coordinate, and $S$ is the total spin of valence protons. The projected contour map represents the sum of all the configurations in momentum space; the interference frequencies are marked by dotted lines.
Source: Figure is taken from Ref. [136].
interference frequencies, shown by dotted lines in Fig. 16, can be approximated by $\left(\frac{\hbar^{2}}{2 m} k^{2}-Q_{2 p}\right) t=\mathfrak{n} \pi \hbar$, where $\mathfrak{n}=1,3$, 5 ..., i.e., they explicitly depend on the $Q_{2 p}$ energy.

Moreover, the configuration evolution also reveals a unique feature of three-body decay. As seen in Fig. 16, the initial ground state of ${ }^{6} \mathrm{Be}$ is dominated by the $p$-wave $(\ell=1)$ components, and the small $s$-wave $(\ell=0)$ component comes from the non-resonant continuum. As the system evolves, the weight of the $s$-wave component - approximately corresponding to the Jacobi-T coordinate configuration $\left(K, \ell_{x}, \ell_{y}, S\right)=(0,0,0,0)$ - gradually increases and eventually dominates because it experiences no centrifugal barrier. Such kind of transition can also be revealed by comparing the internal and external configurations obtained in time-independent calculations [72]. This behavior can never happen in the single-nucleon decay due to the conservation of orbital angular momentum but is present for the two-nucleon decay as a correlated dinucleon involves components with different $\ell$-values [161,176-178]. In addition, for $2 p$ decays the Coulomb potential and kinetic energy do not commute in the asymptotic region [116] and this results in additional configuration mixing.

As shown above, the time-dependent approach could reveal the decay dynamics and configuration evolution of the short-lived system. In particular, for $2 p$ decay, due to the three-body character, the asymptotic configuration might be different from the inner structure. This indicates that, in order to describe the asymptotic properties correctly, the external wave function is necessary and needs to be treated properly.

So far, only a few $2 p$ emitters have been discovered, and they are located in the vast regions of the nuclear landscape, which have different structures and decay widths. To better understand this exotic phenomenon, impressive progress has been made on the theoretical side over the past decades. As reviewed in Section 2, these theoretical developments are based on different assumptions and focus on various aspects, such as inner structure, nucleon-nucleon correlation, and decay dynamics. These properties are not isolated but connected to each other, which gives a comprehensive description of $2 p$ decay. For example, it has been found that the $2 p$ decay width is sensitive to the strength of the pairing interaction [69,135,150], since the diproton structure benefits the tunneling process. As shown in Fig. 14, the attractive nuclear force is not only responsible for the presence of correlated dinucleons in the initial state, but it also significantly impacts asymptotic correlations and decay dynamics [135]. This also indicates that, even though the initial-state correlations are largely lost in the final state, some fingerprints of the dinucleon structure can still manifest themselves in the asymptotic observables. Although there are a lot of open questions - such as the $2 p$ decay mechanism and the impact of inner structure - still under debate, further studies with microscopic and self-consistent frameworks would be useful for gaining deep insight into the $2 p$ decay process as well as other open quantum systems.

## 3. Experimental methods

### 3.1. Production of $2 p$ emitters

As indicated in Section 1.1, the $2 p$ emission from a nuclear ground state can be observed only when this process is fast enough to compete with $\beta^{+}$decay. Since the latter process is fast for nuclei beyond the proton drip-line because of large $\beta$ decay energy, the resulting half-lives of $2 p$ decaying nuclei are shorter than about 10 ms .

First we discuss long-lived cases of $2 p$ radioactivity with half-lives longer than a few hundreds of nanoseconds. The ideal experimental method for study of such cases is based on projectile fragmentation followed by in-flight separation and identification [179]. In this technique, nuclei of interest are produced by a high-intensity beam of relativistic (> $50 \mathrm{MeV} /$ nucleon) heavy ions impinging on a target where the reaction of projectile fragmentation takes place. Selection of very rare ions of interest, from a huge number of all reaction products is made by means of a fragment separator. In this device a combination of electromagnetic elements with wedge-shaped degraders is used to transport selected ion species to the final focus of the separator where detection setups are mounted. This technique has a few key advantages for studies of very exotic nuclei:

- The method has no chemical dependence.
- The production targets are thick on the absolute scale, of the order of $1 \mathrm{~g} / \mathrm{cm}^{2}$ which provides large yields of products. In contrast, a widely used technique to produce proton drip-line nuclei, based on fusion-evaporation reaction and the beam energy close to the Coulomb barrier, requires targets of about $1 \mathrm{mg} / \mathrm{cm}^{2}$ thick.
- The fragmentation targets, however, are thin relative to the range of projectiles in the target material. The products emerge from the target with large velocity (only slightly smaller than that of the impinging beam particles) and are transported to the final focus within a time of the order of $1 \mu \mathrm{~s}$.
- Due to large speed, the products can pass through a series of thin detectors, usually located in the second half of the separator. This is used for a full identification of each single ion arriving to the final focus by measurements of its particle rigidity $(B \rho)$, time-of-flight (TOF), and energy loss $(\Delta E)$. The state-of-the-art of this procedure is described in Ref. [180].
- The beam of fast, selected unstable products can be used as a radioactive beam to initiate secondary reactions. The application of this feature will be discussed later in this section.

The separated and identified in-flight ions are stopped inside the detection setup where their decays at rest can be observed. This method proved to be very sensitive and efficient. In fact, all four cases of $2 p$ radioactivity shown in the right part of Fig. 4 and in Fig. 5 were discovered with this technique. An example of the particle identification is presented


Fig. 17. Identification plot of atomic number $Z$ versus the mass-to-charge ratio $A / Q$ for ions selected by the BigRIPS separator at the RIKEN Nishina Center. The separator setting was optimized for ${ }^{65} \mathrm{Br}$.
Source: Reprinted with permission from Ref. [36].
© 2016 by the American Physical Society.

Table 2
The laboratories where the projectile fragmentation method is used to produce and study nuclei very far from the stability. In the lower part of the table the facilities under construction are listed.

| Country | Laboratory | Driver <br> accelerator | Beams | Max beam <br> energy [AMeV] | Separator |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Russia | FLNR | Cyclotron | Li-Ar | 50 | ACCULINNA-2 |  |
| China | HIRFL | Cyclotron | C-U | 60 | RIBLL |  |
| Italy | LNS | Cyclotron | H-U | 80 | Fribs |  |
| France | GANIL | 2 cyclotrons | C-U | 95 | LISE | [182] |
| USA | NSCL | 2 cyclotrons | O-U | 170 | A1900 |  |
| Japan | RIBF | 4 cyclotrons | H-U | 350 | BigRIPS |  |
| Germany | GSI | Synchrotron | H-U | 1000 | FRS | [184] |
| USA | FRIB | Linac | H-U | 400 | ARIS | Super-FRS |
| Germany | FAIR | Synchrotron | H-U | 1500 | [185] |  |

${ }^{\text {a }}$ The A1900 separator was closed in 2020 to be replaced by ARIS.
in Fig. 17 showing the first observation of ${ }^{67} \mathrm{Kr}$ [36]. A list of leading laboratories employing the projectile fragmentation method is given in Table 2.

The lighter $2 p$ emitters, indicated in the left part of Fig. 4 have much shorter half-lives so there is no time to identify them before they decay. The production of such an emitter and its decay happens essentially at the same place, inflight. All recent experiments on such cases employ the method of radioactive beams by taking advantage of projectile fragmentation. A fragment separator is used to produce, separate, and identify in-flight ions of an unstable projectile fragment which play a role of a secondary radioactive beam. This beam is directed to a secondary production target where the $2 p$ emitting nucleus of interest is produced, mostly by $1 n$ or $2 n$ knockout reaction. Identification of the $2 p$ emitter is done by detection of the decay products and by the kinematical reconstruction. Thus the same set of detectors is used to identify the nucleus, its decay mode, and to study properties of this decay.

An example of such technique is the setup developed at GSI Darmstadt and used for the first observation of $2 p$ emission from ${ }^{19} \mathrm{Mg}$ [37]. The idea of the method is illustrated in Fig. 18. In this experiment, the primary beam of ${ }^{24} \mathrm{Mg}$ with the energy of $591 \mathrm{MeV} /$ nucleon was bombarding a beryllium target, $4 \mathrm{~g} / \mathrm{cm}^{2}$ thick, located at the entrance of the FRS fragment separator. The first half of the FRS was used to select ions of ${ }^{20} \mathrm{Mg}$ which served as the secondary, radioactive beam. This beam, at about $450 \mathrm{MeV} /$ nucleon, hit the secondary $2 \mathrm{~g} / \mathrm{cm}^{2}$ thick beryllium target at the middle focal plane of the FRS. Here by the 1 n knockout reaction the ${ }^{19} \mathrm{Mg}$ was produced and promptly decayed by $2 p$ emission. Tracks of both protons were detected by a set of silicon microstrip detectors and the $2 p$ daughter nucleus, ${ }^{17} \mathrm{Ne}$, was fully identified in the second half of the FRS. Triple coincidences of two protons and a ${ }^{17} \mathrm{Ne}$ ion were used to define the ${ }^{19} \mathrm{Mg}$ decay and, in addition, the proton tracks were used to reconstruct the position of the decay vertex. Later the same method was used at the FRS to investigate $2 p$ emission from ${ }^{16} \mathrm{Ne}$ [191], ${ }^{30} \mathrm{Ar}$ [190], and ${ }^{29} \mathrm{Ar}$ [192]. A very important, and not intuitive, feature of this technique is that the energy of emitted protons can be determined solely from the angle of its trajectory with respect to the beam axis.

A different setup was used at GSI Darmstadt for the first observation of ${ }^{15} \mathrm{Ne}$ and its $2 p$ emission [193]. Here the full FRS separator was used to produce the radioactive beam of ${ }^{17} \mathrm{Ne}$ of $500 \mathrm{MeV} /$ nucleon from the primary beam of


Fig. 18. Upper part: A schematic layout of the FRS fragment separator at GSI Darmstadt. Lower part: Sketch of the detector setup at the secondarytarget area measuring trajectories of the incoming secondary projectiles and the decay products of the $2 p$ decaying nucleus created in the secondary target. The specified primary and secondary beams, and $2 p$ daughter nuclei, correspond to experiments on the $2 p$ decays of ${ }^{19} \mathrm{Mg}$ [37] and ${ }^{30} \mathrm{Ar}[190]$. See text for more details.
${ }^{20} \mathrm{Ne}$. The fully identified in-flight secondary beam was transported to the R ${ }^{3}$ B-LAND setup [194] on secondary carbon or polyethylene reaction targets where ${ }^{15} \mathrm{Ne}$ was created by the 2 n knockout reaction. Its decay products were identified from their trajectories in the magnetic field of a large-gap dipole magnet (ALADIN) placed behind the target. The protons and heavy fragments were guided into two separate arms, where additional energy loss and TOF measurements were performed.

A similar approach was taken at the NSCL/MSU laboratory for a series of measurements devoted to the $2 p$ emission from ${ }^{8} \mathrm{C}$ [195], ${ }^{6} \mathrm{Be}$ [169], ${ }^{16} \mathrm{Ne}$ [196], ${ }^{12} \mathrm{O}$ [144], and ${ }^{11} \mathrm{O}$ [145]. Here, the full A1900 separator was used to prepare the corresponding radioactive beams. The most recent experiments [144,145] could apply additional electromagnetic time-offlight filter - the Radio Frequency Fragment Separator [197] - which purified the beam to about 80\%. The final secondary beam was impinging on a Be target and the charged reaction products were detected further downstream by the High Resolution Array (HiRA) [198]. The same setup was used in the study of $2 p$-decay from the first excited state of ${ }^{16} \mathrm{Ne}$ [199].

Decays from excited states populated in $\beta$ decay and from long-lived isomeric states do not necessarily require fast separation technique. In such a situation the alternative production method of exotic nuclei, based on Isotope Separation On Line (ISOL) [1,200], can be applied. Indeed, a large body of information concerning the $\beta 2 p$ decays was collected with help of the ISOL method [2].

### 3.2. Detection of $2 p$ decays

### 3.2.1. Silicon detectors

The most common detection technique in charged-particle spectroscopy is based on silicon detectors which are characterized by a good energy resolution and sufficiently good time resolution. An important advance in this field was the development of double-sided silicon-strip detectors (DSSSD) [201]. The granularity achieved by two sets of perpendicular strip electrodes on the both sides of a DSSSD helps to establish position correlations between implantation of a heavy ion and its subsequent decay with emission of charged particles. In this way the detection sensitivity is enhanced and high counting rates can be accepted.

One method to study $2 p$ decay at rest is to implant a candidate nucleus into a silicon detector. This approach was applied in the first observation of $2 p$ radioactivity of ${ }^{45} \mathrm{Fe}$ [32,33], ${ }^{54} \mathrm{Zn}$ [34], and ${ }^{67} \mathrm{Kr}$ [36]. Ions emerging from the fragment separator are slowed down by means of a dedicated degrader of variable thickness to be properly stopped in the detector setup. The products of projectile fragmentation have significant energy straggling, therefore, to increase the stopping efficiency, the setup usually consists of a stack (a telescope) of a few Si detectors typically between $300 \mu \mathrm{~m}$ and 1 mm thick. Signal generated by the implanted ion is recorded in coincidence with signals from detectors used for the in-flight identification. Later, these signals are correlated with decay signals from the same Si detector and from the same pixel in case of the DSSSD. The $2 p$ decay energy, $Q_{2 p}$, is of the order of 1 MeV (see Fig. 5) and the range of 1 MeV proton in silicon is about $16 \mu \mathrm{~m}$. Since both protons are emitted simultaneously, they are recorded as a single signal with the efficiency of
almost $100 \%$ and the $Q_{2 p}$ energy can be measured with the resolution of about 20 keV . From the time difference between implantation and decay signals the half-life can be determined. Nuclei beyond the proton drip-line undergo $\beta^{+}$decay with large probability of delayed proton emission. Hence, it is important to distinguish $2 p$ decays from $\beta p$ events. The positron from $\beta^{+}$decay leaves a small part of its energy in the Si detector in which decay occurred and this energy adds to the energy left by the proton which is emitted practically at the same time. This effect ( $\beta$ summing) modifies the proton line shape by producing a high energy tail which is absent in the lines originating from $2 p$ decay. In addition, the positron has a large probability to be detected in the neighboring detectors of the Si stack which can be used to veto the $\beta p$ events. An modern example of such approach is the WAS3ABi DSSSD array [202] which was used in the $2 p$ decay study of ${ }^{67} \mathrm{Kr}$ [36]. WAS3ABi consisted of three 1 mm thick DSSSDs with 60 vertical and 40 horizontal (Y) strips with a pitch of 1 mm . A different way to tag $\beta p$ events is to surround the Si telescope with a high efficiency $\gamma$-ray detector sensitive to 511 keV photons originating from the positron annihilation. This method was applied in Ref. [32], by mounting the implantation telescope, consisting of 8 monolithic Si detectors, each $300 \mu \mathrm{~m}$ thick, inside a $\mathrm{NaI}(\mathrm{Tl})$ barrel composed of 6 crystals. The detection efficiency of $\beta p$ events in the energy range $0.9-4.0 \mathrm{MeV}$ of this setup was found to be $93 \%$ [32].

Decay study at rest, after implantation into a silicon detector, has important advantages of providing large efficiency, close to $100 \%$ for protons of about 1 MeV , and good energy resolution, usually better than 30 keV . This method, however, can be applied only to cases which live long enough to survive the flight from the production target to the decay station, which is typically a few hundred nanoseconds. The $2 p$ emitters of much shorted half-lives decay in-flight and thus require a different detection technique.

For the identification of the in-flight $2 p$ emission and for its kinematical reconstruction, it is necessary to record trajectories and momenta of all the decay products: two protons and the $2 p$ daughter nucleus. Here again silicon detectors prove to be indispensable. In experiments where $2 p$ emitter is created by a high-energy radioactive beam from a fragment separator, as described in the previous section, the decay products emerge from the secondary target also with a high energy due to the Lorentz boost. As a consequence, they can pass through several detector layers which facilitates good track reconstruction and identification, and in addition, it allows to cover large center-of-mass solid angle with detectors subtending a relatively small solid angle in the laboratory system. An example is shown in Fig. 18. Here the ions of the radioactive beam were identified in the first half of the FRS with help of standard particle identification detectors and the $B \rho$-TOF- $\Delta E$ method. Their position on the secondary target was defined by a $6 \times 6 \mathrm{~cm}^{2}$ DSSSD with $32 \times 32$ strips [37]. The $2 p$ daughter nucleus was characterized (its identity and the momentum) in the second half of the FRS with the standard detectors and the $B \rho-\mathrm{TOF}-\Delta E$ method. The tracks of the two protons were measured by an array of DSSSD silicon microstrip detectors [203]. It consisted of four large-area ( $7 \times 4 \mathrm{~cm}^{2}$ ), $300 \mu \mathrm{~m}$ thick silicon detectors with a pitch of $100 \mu \mathrm{~m}$. They served for the measurement of the energy loss and positions of coincident hits of two protons and the $2 p$ daughter nucleus. This allowed to reconstruct all fragment trajectories and derive the coordinates of the decay vertex and angular correlations between decay products. The achieved transverse position accuracy by a microstrip detector for protons was $40 \mu \mathrm{~m}$ [37].

In experiments on the lightest $2 p$ emitters, performed at the NSCL/MSU laboratory [144,145,169,195,196] the secondary beam, delivered by the A1900 fragment separator, with the energy of about $70 \mathrm{MeV} / \mathrm{u}$ impinged on a 1 mm thick beryllium target. The all $2 p$ decay products were detected by the High Resolution Array (HiRA) [198] which is a modular and expandable array of 14 charged-particle telescopes. Each of them, with an active area of $6.25 \mathrm{~cm} \times 6.25 \mathrm{~cm}$, consists of a thin $65 \mu \mathrm{~m}$ single-sided silicon strip-detector with 32 strips, a 1.5 mm double-sided ( $32 \times 32$ ) strip-detector, and four separate 4 cm long $\mathrm{CsI}(\mathrm{Tl})$ crystals, each spanning a quadrant of the preceding Si detector. The strips on the frontal detectors provide good definition of the particle position, while the particle identification is made from the $\Delta E$ vs. $E$ correlations. If the measured particle stops in the second Si detector, the first, very thin one delivers the $\Delta E$ information. If the particle range is larger, then the $\Delta E$ signal is taken from the second, thicker Si detector and the residual energy $E$ is given by the $\mathrm{CsI}(\mathrm{Tl})$ crystal. This technique was used to identify, and measure energy of protons, $\alpha$ particles, and isotopes of carbon and oxygen.

In-flight technique is based on recording coincidences between several detectors which usually have a limited coverage of the solid angle. Therefore, the total efficiency and energy resolution are worse than in case of the decay-at-rest spectroscopy. In addition, in contrast to the latter method which has a lower half-life limit of a few hundreds nanoseconds, in-flight technique requires that the decay takes place before the decaying ion passes the first detection array. This imposes an upper limit for the half-life which depends on geometry of the set-up and velocity of ions but typically is of the order of a few nanoseconds. In case when the precise tracking of the decay products is made, the half-life in the range between 1 ps and 1 ns can be determined from the distribution of the decay vertex [37].

### 3.2.2. Time projection chambers

The method of $2 p$ emission study from ions implanted inside a silicon detector is relatively simple and effective but has an important drawback that only the total decay energy and the decay time can be determined. Although both these observables are sufficient to classify the event as a $2 p$ decay, the information on the angle between protons momenta and on the energy sharing between them is lost. Since the latter parameters are key to understand the mechanism of the $2 p$ decay, a new experimental approach is necessary to study this phenomenon in detail. To address this problem, gaseous detectors based on the principle of the time projection chamber (TPC) were proposed. Their main advantage is that such detectors are capable to record individual tracks of charged particles ejected within the active volume. The


Fig. 19. Schematic illustration of the time-projection chamber operation principle. Source: Reprinted with permission from Ref. [204].
© 2017 by the American Physical Society.
principle of operation is illustrated in Fig. 19. An ion of interest, identified in-flight and slowed down by a degrader, stops within the active volume of the chamber filled with a gas. The stopping ion, as well as charged particles emitted in the subsequent decay, ionize the gas. The primary ionization electrons drift in a uniform electric field towards the anode electrode through a charge amplification section where they are multiplied. Their pattern on the anode plane represents the two-dimensional projection of the particles' tracks on that plane. Since the electrons drift with a constant velocity, the drift time contains the information on the position along the electric field direction, perpendicular to the anode plane.

In a TPC detector the decay at rest is observed, so this technique can be applied only to ions with half-lives longer than the time-of-flight through the separator (a few hundred nanoseconds), like in case of implantation into a silicon detector. The efficiency of observing $2 p$ emission is almost $100 \%$ when the ion is stopped in the active gas volume. The TPC detectors are operated with the gas at the atmospheric pressure or lower - down to 100 mbar . As a consequence of fragmentation reaction mechanism, the range distribution of selected ions in the gas used in the TPC can be broader than the thickness of the TPC detector which reduces the overall detection efficiency. In such case, the special effort is needed to assure the optimal implantation of ions under study. In addition, because of low density of the TPC gas, the tracks of particles are much longer than in a silicon detector. The full kinematical reconstruction of the decay is possible only when tracks of all decay products are confined within the active gas volume. Even if this is the case, however, the energy resolution is worse than provided by a Si detector, typically above 50 keV . Thus, the two methods of $2 p$ decay studies at rest are complementary and both should be used for the full characterization of the decay process.

One detector of the TPC type for the study of $2 p$ radioactivity was developed at the CEN Bordeaux-Gradignan [205]. Effectively, it has the active volume of about $14 \times 14 \times 6 \mathrm{~cm}^{3}$, filled by the P10 gas ( $90 \% \mathrm{Ar}, 10 \% \mathrm{CH}_{4}$ ). The detector is mounted inside a tight container which allows to regulate the gas pressure and thus its density. The typical working pressure is between 500 mbar and 750 mbar. The charge amplification section is made by a set of four gas electron multiplier (GEM) foils [206]. The signals are collected by a double-sided microgroove detector [207] equipped with an application-specific-integrated-circuit (ASIC) read-out. The detector has two orthogonal sets of 768 strips with the pitch of $200 \mu \mathrm{~m}$. ASIC electronic reads out every second strip which yields 384 channels for each side of the detector. Other half of the strips is connected in 12 groups of 64 strips and read-out by standard preamplifiers and shapers. From each of the channels the energy and the timing information is collected. With this detector the first direct observation of two protons from the $2 p$ decay of ${ }^{45} \mathrm{Fe}$ was achieved [204]. An example of such an event is shown in Fig. 20. The same TPC detector, with some slight modifications, was used to study the $2 p$ decay of ${ }^{54} \mathrm{Zn}$ [208]. More advanced construction of an ACtive TARget and Time Projection Chamber (ACTAR TPC), to be used also in future $2 p$ decay studies, was recently developed GANIL laboratory [209,210].

A different approach to the signal readout from a TPC detector was adopted at the University of Warsaw. While the main principle of operation is the same as described above, the final signal is not recorded electronically but optically. The key idea, first applied by Charpak et al. [211], is that the gas atoms and molecules emit light when excited by multiplied ionization electrons. In the Warsaw Optical Time Projection Chamber (OTPC) this light is collected by a CCD camera and by a photomultiplier (PMT) - the first prototype was described in Ref. [212], the later developments in Ref. [213]. In the present version the active volume amounts to $33 \times 20 \times 21 \mathrm{~cm}^{3}$ and is filled by a gas mixture at atmospheric pressure. The mixture is composed mainly by argon and helium with small admixtures of $\mathrm{CO}_{2}, \mathrm{~N}_{2}$ or $\mathrm{CF}_{4}$. The density of the gas is regulated by changing the proportions of argon and helium. Four GEM foils are used for charge amplification. The light is generated between the last GEM foil and the wire mesh anode. The chamber is closed by a glass plate transparent to visual light. Below the chamber, in the light-tight box the CCD camera and the PMT are mounted - see Fig. 21. The


Fig. 20. One event of two-proton decay of ${ }^{45} \mathrm{Fe}$ recorded by the Bordeaux TPC detector. The top row shows the implantation of a ${ }^{45} \mathrm{Fe}$ ion. In the bottom the emission of two protons is seen from the point where the ion was stopped.
Source: Reprinted with permission from Ref. [204].
© 2007 by the American Physical Society.


Fig. 21. The photograph of the Warsaw OTPC detector being mounted at the beamline, before installing the light-protecting closure. In the top part the active gaseous chamber is located. A CCD camera and a PMT can be seen at the bottom of the lower part.


Fig. 22. An example event registered by the Warsaw OTPC detector. Top: the CCD image shows the track of a ${ }^{48} \mathrm{Ni}$ ion entering the chamber from below, two short tracks representing the $2 p$ decay, and a long track of the $\beta$-delayed proton emitted by the $2 p$ daughter nucleus ${ }^{46} \mathrm{Fe}$. Bottom: the PMT waveform shows the sequence of events: the triggering ion was implanted at time zero, two protons were emitted about 6.65 ms later, and the $\beta p$ event occurred about 19 ms after the implantation. The inset shows a part of the PMT signal zoomed on the $2 p$ emission moment, where contributions from both protons are seen.
acquisition system is triggered by a signal from particle identification system indicating that an ion of interest is entering the detector. The CCD camera is opened for a certain exposure time and the PMT signal is recorded by a digital oscilloscope. The resulting CCD image shows projection on the anode plane of tracks of all charged particles traversing the active volume during the exposure. The PMT waveform represents the total light intensity as a function of time. It allows to establish the sequence of events in time during the exposure and, via the known electron drift velocity, contains information on the position distribution along the electric field, perpendicular to the anode plane. Although the drift time information is contained only in a single channel (total light intensity), the combination of the CCD image with the PMT waveform allows to reconstruct tracks of particles in 3D unambiguously for decays when no more than two tracks appear at the same time.

The OTPC was used in the measurement of the detailed proton-proton ( $p-p$ ) correlations in the decay of ${ }^{45} \mathrm{Fe}$ [73] and in the discovery of $2 p$ radioactivity of ${ }^{48} \mathrm{Ni}$ [35]. This detector was also successfully used in studies of $\beta$-delayed emission of charged particles. In particular, all cases of $\beta$-delayed emission of three protons ( $\beta 3 p$ ) known to date were discovered with help of the OTPC [214-217]. An example of a decay event of ${ }^{48} \mathrm{Ni}$ recorded by the OTPC is shown in Fig. 22.

## 4. $2 p$ Emission from light unbound nuclei

In this section, we overview $2 p$ decays of short-lived nuclear states, ground and excited ones, which are either faster than classical radioactivity life-times (i.e., shorter than $10^{-14} \mathrm{~s}$ according to [1]) or radioactive but decay in-flight before reaching experimental detectors (mostly shorter than $10^{-6} \mathrm{~s}$ ). In both cases, the $2 p$-decay products are detected, which allows for a reconstruction of the energy spectrum and/or half-life value of the $2 p$ precursor.

As mentioned in the historical note (Section 1.2), early studies of $2 p$ emission were performed on nuclear excited states of bound nuclei populated either in $\beta$ decays or inelastic nuclear reactions with stable beams. Most of such states decay


Fig. 23. The $p$ - and $2 p$-separation energies ( $S_{p}$ and $S_{2 p}$, respectively) of oxygen, neon and argon isotopes (circles and diamonds taken from [135,145, 199]) of mass $A$. The hollow symbols for $\operatorname{Ar}$ in panel (c) joined by a dashed line show the mass predictions [135]. Isotopes with specific structure and decay properties are highlighted by arrows and the corresponding text legends.
by a sequential $2 p$ emission which can be described as a chain of independent $1 p$ emissions via long-lived intermediate states (i. e., via narrow resonances). Such a decay mechanism is well understood and has been described in a number of approaches, see e.g. the review of R-matrix theory by Lane and Thomas [71]. Here, we concentrate on reviewing $2 p$ emission from light $2 p$-unbound nuclei. These exotic systems located just beyond the proton dripline provide a remarkable playground for studies both of narrow resonance decays and of broad continuum states, where a rich and complex evolution from simultaneous to sequential $2 p$ decay is observed with increasing decay energy.

As already mentioned, different decay mechanisms (or forms of nuclear dynamics) depend strongly on the ratio of the $1 p$ - and $2 p$-separation energies $S_{p}$ and $S_{2 p}$. For illustration, the systematics of $S_{p}$ and $S_{2 p}$ for $\mathrm{O}, \mathrm{Ne}$ and Ar isotopes near the proton dripline is shown in Fig. 23. The chosen isotope chains represent nuclear structure around the closure of the $p$ - shell as well as the lower and the upper parts of the $s-d$ shell configurations. One can see that the $A$ dependence of $S_{p}$ and $S_{2 p}$ values is different, and the corresponding curves intersect near the proton dripline, which causes significant changes of the dynamical properties of nuclides in this region. Bound nuclei that are closest to the dripline typically exhibit a so-called Borromean structure (when removal of one out of the three bodies, either one of the protons or the core, leads to disintegration of the whole three-body system) with the condition $S_{p}>S_{2 p}$. Unbound nuclei located just beyond the dripline often undergo simultaneous decays, i.e. either $2 p$ decay by the true or by the democratic mechanism. In addition, a transition situation is possible. Nuclei located further beyond the dripline pass the transition area and occur either in a domain of democratic $2 p$ decays (typically for the lightest nuclei) or in a domain of sequential $2 p$ decays (rather expected for the heavier, higher- $Z$ systems). Thus, the transition dynamics is a quite likely situation in the area between the dominating simultaneous (true or democratic) and sequential $2 p$-decay mechanisms.

Similar evolution of the $2 p$-decay mechanisms might occur in energy spectrum of an individual isotope whose levels decay depending on excitation energy $E^{*}$, as $E_{T}=E^{*}-S_{2 p}$. However, contrary to isotopic chains, the nuclear structure of excited states is usually more complicated than the ground state which may alter the $2 p$ decay pattern.

At the moment, experimental information has been obtained for a number of short-lived $2 p$-emitting nuclei, i.e., ${ }^{6} \mathrm{Be}$, ${ }^{11} \mathrm{O},{ }^{12} \mathrm{O},{ }^{15} \mathrm{Ne},{ }^{16} \mathrm{Ne},{ }^{19} \mathrm{Mg},{ }^{29} \mathrm{Ar}$, and ${ }^{30} \mathrm{Ar}$. Location of the studied nuclei on the nuclear chart is shown on Fig. 4, left panel. Most of them have been populated in reactions with radioactive beams. In the following subsections we will describe them in more detail with the focus on the $2 p$ decay mechanism and its evolution, as well as on the nuclear-structure information which can be gained in these studies. In this overview, we include also an interesting case of excited states in ${ }^{17} \mathrm{Ne}$. The summary of the $2 p$-emitting states discussed in this Section is given in Table 3.

### 4.1. Decay of ${ }^{6} B e$

The lightest $2 p$ unbound system, ${ }^{6} \mathrm{Be}$, has been studied in the most detail, since it is relatively easy to be reached experimentally by using reactions with stable beams. Thus, data with very high statistics can be accumulated. This case may be analyzed by assuming a simple $\alpha+p+p$ configuration of ${ }^{6} \mathrm{Be}$, where two valent protons are in a $p_{3 / 2}$ shell.

The most recent level scheme of ${ }^{6} \mathrm{Be}$ reported in [169] is shown in Fig. 24. By comparing with the general energy conditions of $2 p$ decays in Fig. $3(\mathrm{~b}, \mathrm{c})$, one may expect a democratic decay mode for the ground state of ${ }^{6} \mathrm{Be}$ and a sequential proton emission for its excited states with an intermediate region between these alternative mechanisms.

The first investigations of the ${ }^{6} \mathrm{Be} 2 p$ decay started via studies of a charge-exchange reaction ${ }^{6} \mathrm{Li}\left({ }^{3} \mathrm{He}, t\right)^{6} \mathrm{Be}[21,22]$. The measured $p-p$ correlations from the ground state $0^{+}$of ${ }^{6} \mathrm{Be}$ could not be explained by using simple decay scenarios (phase volume, diproton decay, simultaneous emission of $p$-wave protons), thus three-body approach was applied in order to understand the measured spectra. The first kinematically complete experiment on decay of ${ }^{6} \mathrm{Be}$ (when two decay products, proton and $\alpha$ particle were measured in coincidence) demonstrated that much more rich information including

Table 3
Experimentally studied $2 p$-emitting states in light nuclei which are reviewed in this Chapter. The reactions of population, measured decay energies $E_{2 p}$, widths $\Gamma_{2 p}$ and derived decay mechanisms of the states with spin-parities $J^{\pi}$ are collected. The experimental details can be found in the respective sections and references.

| Nuclear state $J^{\pi}$ | Section | Population reactions | $\begin{aligned} & E_{2 p}, \\ & \mathrm{MeV} \end{aligned}$ | $\begin{aligned} & \Gamma_{2 p} \\ & \mathrm{MeV} \end{aligned}$ | Derived mode of $2 p$-decay | References |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{6} \mathrm{Be} 0^{+}$ | 4.1 | $\begin{aligned} & { }^{6} \mathrm{Li}\left({ }^{3} \mathrm{He}, t\right)^{6} \mathrm{Be} \\ & \left({ }^{10} \mathrm{C},{ }^{10} \mathrm{C}^{*}\right)^{6} \mathrm{Be}+\alpha \\ & \left({ }^{7} \mathrm{Be},{ }^{6} \mathrm{Be}\right) \end{aligned}$ | 1.37 | 0.09 | 3-body, democratic <br> Democratic Democratic or true | $\begin{aligned} & {[21][22][218]} \\ & {[60]} \\ & {[169]} \end{aligned}$ |
| ${ }^{6} \mathrm{Be} 2^{+}$ | 4.1 | ${ }^{1} \mathrm{H}\left({ }^{6} \mathrm{Li},{ }^{6} \mathrm{Be}\right) n$ | 3.05 | 1.16 | $0^{+}, 2^{+}$interference | [219] |
| ${ }^{6} \mathrm{Be}^{*}$ continuum | 4.1 | ${ }^{1} \mathrm{H}\left({ }^{6} \mathrm{Li},{ }^{6} \mathrm{Be}\right) n$ | 5-15 |  | Soft dipole mode | [220] |
| ${ }^{11} \mathrm{O}\left(3 / 2^{-}\right)$ | 4.2 | $\left({ }^{13} \mathrm{O},{ }^{11} \mathrm{O}\right)$ | 4.25 | 2.3 | Sequential | [146] |
| ${ }^{12} \mathrm{O} 0^{+}$ | 4.2 | $\left({ }^{13} \mathrm{O},{ }^{12} \mathrm{O}\right)$ | 1.74 | <0.07 | Democratic | [23,24,144,221] |
| ${ }^{15} \mathrm{Ne}\left(3 / 2^{-}\right)$ | 4.3 | $\left({ }^{17} \mathrm{Ne},{ }^{15} \mathrm{Ne}\right)$ | 2.52 | 0.59 | Transition | [193] |
| ${ }^{16} \mathrm{Ne} 0^{+}$ | 4.3 | $\left({ }^{17} \mathrm{Ne},{ }^{16} \mathrm{Ne}\right)$ | 1.46 | <0.08 | Democratic | [191,196,222,223] |
| ${ }^{16} \mathrm{Ne}^{*} 2^{+}$ | 4.3 | $\left({ }^{17} \mathrm{Ne},{ }^{16} \mathrm{Ne}\right)$ | 3.16 | $\leq 0.05$ | Transition, i.e. "tethered" $2 p$ | [199] |
| ${ }^{17} \mathrm{Ne}^{*} 3 / 2^{-}$ | 4.4 | $\begin{aligned} & \left({ }^{17} \mathrm{Ne},{ }^{17} \mathrm{Ne}^{*}\right) \\ & { }^{1} \mathrm{H}\left({ }^{18} \mathrm{Ne},{ }^{17} \mathrm{Ne}^{*}\right) d \end{aligned}$ | 1.288 | ? | True $2 p$ | $\begin{aligned} & {[27]} \\ & {[224]} \end{aligned}$ |
| ${ }^{17} \mathrm{Ne}^{*} 5 / 2^{-}$ | 4.4 | $\left({ }^{17} \mathrm{Ne},{ }^{17} \mathrm{Ne}^{*}\right)$ | 1.75 | 0.02 | Sequential | [225] |
| ${ }^{19} \mathrm{Mg} \mathrm{1/2}{ }^{-}$ | 4.5 | $\left({ }^{20} \mathrm{Mg},{ }^{19} \mathrm{Mg}\right)$ | 0.75 | $1.1 \cdot 10^{-10}$ | True $2 p$ | [37,226-229] |
| ${ }^{29} \mathrm{Ar}$ | 4.6 | $\left({ }^{31} \mathrm{Ar},{ }^{29} \mathrm{Ar}\right)$ | 5.5 | ? | Sequential | [192] |
| ${ }^{30} \mathrm{Ar} 0^{+}$ | 4.6 | $\left({ }^{31} \mathrm{Ar},{ }^{30} \mathrm{Ar}\right)$ | 2.25 | $<4 \cdot 10^{-11}$ | Transition | [190,228,229] |



Fig. 24. Level and decay scheme for ${ }^{6}$ Be reported in [169] and illustrations of involved decay mechanisms. The continuum states are labeled with $J^{\pi}, E_{r}, \Gamma$. Dotted arrows point to $1 p$ - and $2 p$-decay transitions. Intermediate resonances ${ }^{5} \mathrm{Li}$ are in the middle. Evolution of decay mechanisms is in the right panel.
three-body correlations of its fragments can be acquired [218]. Though the three-body correlations were measured in a restricted phase volume and with small statistics, they demonstrated presence of specific $p-p$ correlation structures (e.g., dinucleon, cigar and helicopter), which could be described by using the concept of democratic decay [218].

The first complete-range three-body correlations from decay of the ${ }^{6} \mathrm{Be}$ ground state were measured by detecting all decay products, $\alpha+p+p$ [60]. For the first time, a radioactive beam of ${ }^{10} \mathrm{C}$ (produced in the reaction ${ }^{10} \mathrm{~B}(p, n)^{10} \mathrm{C}$ ) was used to populate states in a $2 p$ precursor. The secondary-reaction chain was ${ }^{10} \mathrm{C} \rightarrow{ }^{10} \mathrm{C}^{*} \rightarrow \alpha+{ }^{6} \mathrm{Be} \rightarrow 2 \alpha+2 p$, and the recorded coincidences $2 \alpha+2 p$ were used to derive the three-body $\alpha+p+p$ correlations. The obtained correlations based on 1000 decay events of the ${ }^{6}$ Be ground state were found to be in a very good agreement with predictions of the theoretical three-body cluster model [60]. Both experimental and theoretical distributions in the T and Y Jacobi coordinates are presented in Fig. 25.

The measured correlations are sensitive to details of the structure of ${ }^{6} \mathrm{Be}$ ground state. For example, the energy distribution $\epsilon$ has broader and narrower profiles in the $T$ and $Y$ systems, respectively, which is an indication of the important contribution of the $p^{2}$-configuration in the wave function of ${ }^{6} \mathrm{Be}$ ground state according to the three-body cluster model [230]. These data allowed for an analysis of fine details of correlation patterns, which showed the need for data with higher statistics and with better energy and angular resolution.

Such a high-statistics experiment on ${ }^{6} \mathrm{Be}$ was performed by using a $70 \mathrm{AMeV}^{7} \mathrm{Be}$ secondary beam populating levels in ${ }^{6}$ Be by neutron-knockout reactions on a Be target [169]. The three-body decay of the ground and first excited states into the $\alpha+p+p$ exit channel were detected in coincidence. Precise three-body correlations extracted from the experimental data allowed for insights into the mechanism of the three-body democratic decay and its evolution. This can be illustrated on the example of the spectrum of relative energy between the $\alpha$ particle and one of the protons, $E_{\alpha p}$. Several such distributions gated by the decay energy of ${ }^{6} \mathrm{Be}, E_{T}$, are shown in Fig. 26. The data are in good agreement with a three-body cluster-model calculations, which validate this theoretical approach over a broad energy range. As seen in Fig. 26(a,b), at


Fig. 25. Complete correlation pattern for ${ }^{6}$ Be g.s. decay, presented in the $T$ and $Y$ Jacobi systems (left and right columns, respectively). The upper row is theoretical description with notations of kinematical variables, the lower shows the respective experimental data.
Source: Data and calculations are from [60,230], respectively.
low $E_{T}$ the shape of the energy distribution has a relatively broad bell-like profile typical for the true $2 p$ decay. However, as $E_{T}$ increases, the profile first becomes significantly narrower which happens when the ${ }^{5} \mathrm{Li}$ ground-state resonance enters the decay window, see Fig. 26(c). For $E_{T}<2 E_{r}\left({ }^{5} \mathrm{Li}\right)$, the availability of the two-body $\alpha-p$ resonance for sequential decay does not lead to a pattern typical for a sequential decay with two peaks. Evidence for such sequential correlations are only observed when $E_{T}>2 E_{r}\left({ }^{5} \mathrm{Li}\right)+\Gamma\left({ }^{5} \mathrm{Li}\right)$, see Fig. 26(f). This evolution of decay mechanisms is indicated schematically in the right panel of Fig. 24.

Further progress in studies of ${ }^{6} \mathrm{Be}$ was achieved by using the ${ }^{1} \mathrm{H}\left({ }^{6} \mathrm{Li},{ }^{6} \mathrm{Be}\right) n$ charge-exchange reaction, where population of continuum states in ${ }^{6} \mathrm{Be}$ was observed up to $E_{T}=16 \mathrm{MeV}$ [220]. In kinematically complete measurements performed by detecting $\alpha+p+p$ coincidences, the $E_{T}$ spectrum of high statistics was obtained. It provided detailed correlation information about the $0^{+}$ground state of ${ }^{6} \mathrm{Be}$ at $E_{T}=1.37 \mathrm{MeV}$ and its $2^{+}$state at $E_{T}=3.05 \mathrm{MeV}$, see Fig. 27. Moreover, a broad structure extending from 4 to 16 MeV was measured. It contains negative parity states populated by $L=1$ angular momentum transfer without other significant contributions. This structure was interpreted as a novel phenomenon, i.e. the isovector soft dipole mode (IVSDM) [220] associated with the ${ }^{6}$ Li ground state. Recently, the same reaction was used to study in detail the ${ }^{6} \mathrm{Be}$ excitation energy region below 3 MeV , where contributions from the ground $0^{+}$state overlap with the broad first excited $2^{+}$state [219]. Both experiments provide good examples of the detail investigation of an exotic system via the three-body $\alpha+p+p$ correlations.

### 4.2. Decays of ${ }^{12} \mathrm{O}$ and ${ }^{11} \mathrm{O}$

The two oxygen isotopes beyond the proton drip line, ${ }^{12} \mathrm{O}$ and ${ }^{11} \mathrm{O}$, may provide information on nuclear structure with a supposedly closed $p$-shell proton configuration and on decay properties of these $2 p$-unbound systems.

The first study of opening angle between protons emitted from ${ }^{12} \mathrm{O}$ was motivated by the search for a true $2 p$ emission [24]. However, the measured spectrum was explained by the dominating sequential emission via an intermediate ${ }^{11} \mathrm{~N}$ state. Later it was found that indeed the ground-state energy of ${ }^{11} \mathrm{~N}$ is below that of ${ }^{12} \mathrm{O}$ [221,231]. The presentlyknown level and decay scheme of ${ }^{12} \mathrm{O}$ illustrating possible $2 p$-decay mechanism is sketched in Fig. 28. The intermediate ground state of ${ }^{11} \mathrm{~N}$ is seen to be very broad, which points to a democratic $2 p$-decay mechanism of the ${ }^{12} \mathrm{O}$ ground state and to a sequential proton emission for the first excited state $2^{+}$.


Fig. 26. Distributions of relative energy between the $\alpha$ particle and one of the protons, $E_{\alpha p}$ selected with the decay energy $E_{T}$ of ${ }^{6} \mathrm{Be}$ system, as reported in Ref. [169]. Evolution of the distribution shapes with $E_{T}$ reflects a change from the democratic decay mechanism (which dominates in the panels (a,b)) to the sequential proton emission via intermediate ${ }^{5} \mathrm{Li}$ (dominating in the panels (e,f)). The red and black arrows indicate two possible positions of the ${ }^{5}$ Li ground-state resonance between $\alpha-p_{1}$ and $\alpha-p_{2}$, respectively.
Source: Data are taken from [169].

The measured width of the ${ }^{12} \mathrm{O}$ ground state $\Gamma<72 \mathrm{keV}$ [232] was found to be consistent with the theoretical prediction assuming democratic $2 p$ decay mechanism [47]. The calculations in the three-body cluster model yielded the value of 60 keV for this width, but also pointed to a large difference between the structure of ${ }^{12} \mathrm{O}$ and its isobaric mirror, with a markedly stronger $s^{2}$ component in the ground state wave function of ${ }^{12} \mathrm{O}$. The mirror asymmetry in nuclei when valence nucleons occupy the $s_{1 / 2}$ orbital is known as the Thomas-Ehrman shift (TES) [233,234]. Its main effect is the lowering of the $s$-dominated states in the proton-rich partner due to increased radial extent of the weakly-bound valence proton. The finding in ${ }^{12} \mathrm{O}$ indicated that in addition, the composition of the wave function may differ between mirror partners. This effect was called the "three-body mechanism" (or "dynamic") TES [47].

Using one-neutron knock-out reaction with a ${ }^{13} \mathrm{O}$ secondary beam at the energy of 70 AMeV , the ground-state correlations of fragments in $2 p$ decay of ${ }^{12} \mathrm{O}$ were measured [144]. The results are shown in Fig. 29 where they are compared with those from the isobaric analog state (IAS) of ${ }^{12} \mathrm{O}$ in ${ }^{12} \mathrm{~N}^{*}$. In addition, similar spectra are shown for the ${ }^{6}$ Be [169] where both valence protons are in the $p_{3 / 2}$ shell configuration. The measured correlations have basically the same shapes as those predicted by the three-body model [47], see Fig. 30. The difference is mainly due to Coulomb repulsion in the core-p subsystem, see Fig. 29(b). Thus, the assumed dominance of a single $2 p$ configuration in structure of $2 p$ precursor and a three-body decay mechanism are sufficient for description of the data shown.

Recently, similar data on $2 p$ decay were reported for the more exotic isotope ${ }^{11} \mathrm{O}$ [145,168] which is the mirror of the well-known two-neutron halo nucleus ${ }^{11} \mathrm{Li}$. The measured decay pattern of ${ }^{11} \mathrm{O}$ [145,168] is more complicated for interpretation in comparison with ${ }^{12} \mathrm{O}$. The obtained invariant mass spectrum shows a broad peak of width $\sim 3.4 \mathrm{MeV}$, which is difficult to explain by a single component in the $2 p$-configuration of ${ }^{11} \mathrm{O}$ by using a ${ }^{9} \mathrm{C}+p+p$ cluster model. Within the Gamow coupled-channel approach [147,168] developed for deformed nuclei, it was concluded that this peak is a multiplet with contributions from the four lowest ${ }^{11} \mathrm{O}$ resonant states with $J^{\pi}=3 / 2_{1}^{-}, 5 / 2_{1}^{+}, 3 / 2_{2}^{-}, 5 / 2_{2}^{+}$. Interestingly, only a moderate isospin asymmetry between ground states of ${ }^{11} \mathrm{O}$ and ${ }^{11} \mathrm{Li}$ was observed.

### 4.3. Decays of ${ }^{16} \mathrm{Ne}$ and ${ }^{15} \mathrm{Ne}$

The systematics of the measured proton separation energies (see Fig. 23) indicates, that the ground states of two unbound neon isotopes, ${ }^{16} \mathrm{Ne}$ and ${ }^{15} \mathrm{Ne}$, decay by emission of two protons. The democratic or true $2 p$ decay mechanism is plausible for ${ }^{16} \mathrm{Ne}$, and the $2 p$ emission of ${ }^{15} \mathrm{Ne}$ occurs in a transition region between direct and sequential mechanisms.


Fig. 27. (a) Experimental energy spectrum of ${ }^{6} \mathrm{Be}$ (diamonds) and MC simulations (shaded histogram). (b) Spectrum obtained by correcting the data for detection efficiency used in MC simulation; the contributions of different $J^{\pi}$ components is indicated. (c) Contour plot of the spectrum in the $E_{T}, \theta_{\mathrm{Be}}$ plane. The $\theta_{\mathrm{Be}}$ is the ${ }^{6} \mathrm{Be}$ emission angle in the c.m. system of reaction ${ }^{1} \mathrm{H}\left({ }^{6} \mathrm{Li},{ }^{6} \mathrm{Be}\right) n$. Source: Data and calculations are from [220].


Fig. 28. Level and decay scheme for ${ }^{12} \mathrm{O}$ reported in [232]. The ${ }^{12} \mathrm{O}$ and ${ }^{11} \mathrm{~N}$ states are labeled by $J^{\pi}$. The arrow indicates the $2 p$ - decay transition to ${ }^{10} \mathrm{C}$.

The decay of ${ }^{16} \mathrm{Ne}$ was investigated experimentally in Refs. [191,196,199,222,223]. It was produced by one-neutron knock-out reactions from the secondary beam of ${ }^{17} \mathrm{Ne}$, which was produced first in the fragmentation reaction of the stable ${ }^{20} \mathrm{Ne}$.

The level scheme of ${ }^{16} \mathrm{Ne}$ with the ground and first excited states as well as intermediate ${ }^{15} \mathrm{~F}$ states are shown in Fig. 31. In the first approximation, structure of the ground $0^{+}$state has a dominating [ $s^{2}$ ]-wave proton configuration, and the first excited $2^{+}$state is mainly a [ $d^{2}$ ]-wave of valence protons. Similar structure may be expected for the ${ }^{15} \mathrm{Ne}$ ground $3 / 2^{+}$and first-excited $5 / 2^{+}$states ( $E_{T}$ of 2.52 and 4.42 MeV , respectively).


Fig. 29. Three-body correlations measured in $2 p$ decays of ${ }^{12} \mathrm{O}$ ground state [144] compared with those of the ${ }^{6} \mathrm{Be}$ [169] and ${ }^{16} \mathrm{Ne}$ [196]. Projections on the relative energies between decay products $E_{p p}$ and $E_{p-c o r e}$ are shown in the panels (a) and (b), respectively. Similar spectra are shown for $2 p$ decays of isobaric analog states (IAS) of ${ }^{12} \mathrm{O}$ in ${ }^{12} \mathrm{~N}^{*}$ and ${ }^{8} \mathrm{C}$ in ${ }^{8} \mathrm{~B}^{*}$ [144]. All energies are normalized to the total decay energy $E_{T}$. The term core is for the remnant fragment after $2 p$ emission. Source: Reprinted with permission from Ref. [144].
© 2018 by the American Physical Society.


Fig. 30. Relative-energy $\left(E_{i}\right)$ correlations for $p-p$ and core- $p$ subsystems in $2 p$ decays of: (a) ${ }^{12} \mathrm{O}$ and ${ }^{16} \mathrm{Ne}$ (solid and dashed lines, respectively) predicted by the three-body model [47]; (b) Illustration of Coulomb repulsion between decay products. Core-p correlations of $2 p$ emitters from $\operatorname{Be}(Z$ $=4)$ to $\operatorname{Kr}(Z=36)$ calculated by the direct decay model [235]. $E_{i}$ is normalized to the total decay energy $E_{T}$.

The measured widths and decay energies of the ${ }^{16} \mathrm{Ne}$ states [196] are compared with theoretical predictions [236] in Fig. 32(a,b). One may see, that decays of both ground $0^{+}$and excited $2^{+}$states cannot be reproduced by the diproton emission or the three-body $2 p$ decay of ${ }^{16} \mathrm{Ne}$ consisting of a pure [ $s^{2}$ ] or [ $d^{2}$ ] configuration. However, calculations of the three-body cluster model with a strong nuclear sd-configuration mixture can reproduce the observed width values. This observation provides the second example, after ${ }^{12} \mathrm{O}$ discussed above, of the "three-body mechanism" of the TES [47]. It was found that in the ${ }^{16} \mathrm{Ne}-{ }^{16} \mathrm{C}$ mirror pair, the "dynamic" component of the TES is responsible for about half of the whole TES effect. The strong $s d$-configuration mixing in the ground state of ${ }^{16} \mathrm{Ne}$ is also supported by the correlations of its $2 p$ decay products. Fig. 33(a) shows the first-measured p-p angular correlations from the ${ }^{16} \mathrm{Ne}$ ground state [191]. The solid line represents the three-body cluster model assuming the $54 \% d$-wave contribution.


Fig. 31. Level and decay scheme for ${ }^{16} \mathrm{Ne}$ [196]. The ${ }^{16} \mathrm{Ne}$ and intermediate ${ }^{15} \mathrm{~F}$ states are labeled by $J^{\pi}$ and $E_{T}$. The ground state of the intermediate ${ }^{15} \mathrm{~F}$ was determined to be in the range $1.23-1.55 \mathrm{MeV}$. The arrow indicates the $2 p$ decay transition to ${ }^{14} \mathrm{O}$.


Fig. 32. Widths $\Gamma$ of the ${ }^{16} \mathrm{Ne} 0^{+}$and $2^{+}$states (the panels (a) and (b), respectively). The measured widths and decay energies $E_{T}$ [196] (black rectangles whose dimensions correspond to their uncertainties) are compared with theory. Solid and dashed curves are the three-body model predictions and the diproton model estimates, respectively, from the early work [47]. Red diamonds are the results of the three-body cluster model predicting nuclear sd-configuration mixture [236] with the three assumed energies of the ${ }^{14} 0-p$ intermediate resonance $1 / 2^{+}$. Green squares show the results of calculations with limiting cases of nuclear structure: pure $\left[s^{2}\right]$ or pure $\left[d^{2}\right]$ configurations. Vertical gray lines and dashed areas show the experimental $E_{T}$ with their uncertainties.


Fig. 33. (a) Angular $p$ - $p$ correlations from the $2 p$ decay of the ground state of ${ }^{16} \mathrm{Ne}$ (dots with statistical uncertainties) obtained from the measured ${ }^{14} \mathrm{O}+p+p$ coincidences in Ref. [191]. The solid curve shows the three-body model calculations with the assumed $54 \%$ of $d$-wave configuration in the ground state. The dashed curve is the diproton model prediction, and the dash-dotted curve is the phase-space simulation of the $2 p$ decay assuming an isotropic proton emission. (b) Relative-energy $p-p$ correlations $E_{p p}$ from the $2 p$ decay of the ${ }^{16} \mathrm{Ne}$ ground state measured in Ref. [196] ( $E_{p p}$ is normalized to the decay energy $E_{T}$ ). The theoretical description by three-body model with different parameter $\rho_{\mathrm{cut}}$ values reflecting ranges of considered Coulomb interaction are compared to the experimental data (the detector response is included via the MC simulations).


Fig. 34. Three-body correlations of the $2 p$-decay products of the first excited state $2^{+}$in ${ }^{16} \mathrm{Ne}$ [199], presented in the T (top row) and Y (bottom row) Jacobi systems. The $\epsilon$ is either $E_{p-140}$ (in system Y) or $E_{p-p}$ (in system T) relative-energy normalized to the decay energy $E_{T}$. The experimental results are shown in panels ( $\mathrm{a}, \mathrm{d}$ ). The three-body model calculations are in panels ( $\mathrm{b}, \mathrm{e}$ ), and those from a sequential decay simulation are in ( $\mathrm{c}, \mathrm{f}$ ). The theoretical distributions have been folded with the detector response via MC simulations. (g) Sketch illustrating the relative p-p vectors for the peak regions indicated by blue circles in panel (a).
Source: Figure is taken from [199].

In another study, an evidence for the long-range Coulomb effect in three-body correlations of fragments was found [196]. As illustrated in Fig. 33(b), a good description of the $p-p$ relative energy in the $2 p$ decay of the ${ }^{16} \mathrm{Ne}$ ground state requires tracing the three body Coulomb interaction to distances of 1000 fm and beyond. This observation is important by pointing out that the analysis of the $2 p$ decays in heavier systems, where the Coulomb interaction is stronger, needs a special care.

An interesting interplay of the true and sequential $2 p$-decay mechanisms in the decay of the first excited $2^{+}$state in ${ }^{16} \mathrm{Ne}$ was reported in Ref. [199]. The results are shown in Fig. 34(a,d). The $E_{p-14}$-related distribution in panel (a) shows the presence of two peaks which are expected for the first- and second-emitted protons in the sequential decay mechanism, however, only when the two protons have low relative energy, which is characteristic for the diproton-like correlation. Thus, features of two distinct decay mechanisms seem to be observed. A careful investigation within the three-body model indicated that, indeed, both the sequential and the simultaneous decay paths do occur here and they interfere resulting in the observed, strange correlation pattern. It was qualitatively described as a "tethered" decay mechanism [199].

The only experimental work on ${ }^{15} \mathrm{Ne}$ to date, was reported in Ref. [193]. The first observation of this exotic nucleus was achieved in two-neutron knock-out reaction from a beam of ${ }^{17} \mathrm{Ne}$. The decay, proceeding directly to ${ }^{13} \mathrm{O}$ with emission of two protons, with the total $2 p$ decay energy of $2.522(66) \mathrm{MeV}$, was observed. The energy correlations between the decay products indicate a democratic decay mechanism. The structure of the ${ }^{15} \mathrm{Ne}$ ground state was considered as a coupling of the ${ }^{13} \mathrm{O}$ core to the valence protons in a mixture of $\left[s_{1 / 2}^{2}\right]$ and $\left[d_{5 / 2}^{2}\right]$ configurations. The contribution of the s-wave component was determined to be 63(5)\%.

### 4.4. Excited states in ${ }^{17} \mathrm{Ne}$

In is interesting to mention in context of this review the case of ${ }^{17} \mathrm{Ne}$, as its first excited state was one of the early candidates for observation of the true $2 p$ decay. The ground state of ${ }^{17} \mathrm{Ne}$ is bound, but the first excited state ( $3 / 2^{-}$at 1.288 MeV ) is unbound by 355 keV relative to the $2 p$ emission and bound by 181 keV with respect to the $1 p$-decay threshold [225], see the level scheme in Fig. 35. Thus, this state fulfills the energy criterion for the true $2 p$ emission. Unfortunately, it was found to decay predominantly by $\gamma$ emission [27]. The interest in the $2 p$-decay branch of the $3 / 2^{-}$ state has an additional motivation from nuclear astrophysics. The ${ }^{15} \mathrm{O}$ nucleus is known to be a "waiting point" in the $r p$-process [237]. The radiative capture of two protons by ${ }^{15} \mathrm{O}$ via ${ }^{17} \mathrm{Ne}\left(3 / 2^{-}\right)$could be a possible bypath for this waiting point.

Recently, a dedicated search for the $2 p$ decay branch of the $3 / 2^{-}$state in ${ }^{17} \mathrm{Ne}$ has been performed by applying the original "combined mass" method to reconstruct the ${ }^{17} \mathrm{Ne}$ excitation spectrum [224]. In this work a new upper limit for $\Gamma_{2 p} / \Gamma_{\gamma} \leq 1.6(3) \times 10^{-4}$ was obtained. This value, however, is still far from the theoretical estimate which is in the order of $10^{-6}$ [58].

Higher lying excited states of ${ }^{17} \mathrm{Ne}$ are expected to decay by a sequential $2 p$ emission through the levels of ${ }^{16} \mathrm{~F}$, as indicated in Fig. 35. Indeed, the second excited state, 5/2-, was reported to decay sequentially already in Ref. [27]. The


Fig. 35. Level and decay scheme for ${ }^{17} \mathrm{Ne}$ [225]. The ${ }^{17} \mathrm{Ne}$ and intermediate ${ }^{16} \mathrm{~F}$ states are labeled by $J^{\pi}$. The red arrows show the known sequential proton emission of the second excited state $5 / 2^{-}$to ${ }^{15} \mathrm{O}$ g.s. via ${ }^{16} \mathrm{~F}$, and the dotted arrow indicates the undetected yet true $2 p$ decay of the first excited state $3 / 2^{-}$in ${ }^{17} \mathrm{Ne}$.


Fig. 36. Principles of the in-flight decay tracking method and the data for the decay of ${ }^{19} \mathrm{Mg}$. (a) Two types of transverse momentum correlations $k_{p 1-H I}-k_{p 2-H I}$ typical for a direct three-body ( $k_{3}$ area) and sequential ( $k_{2}$ areas) $2 p$-decay mechanisms. Arrows show directions of the peak tails. (b) Kinematical enhancement of angular $p$ - HI correlations at the maximum possible angle for a fixed $k_{p-H I}$. (c) The corresponding angular $p$ - HI distribution. (d) Measured angular ( $\left.p_{1}-{ }^{17} \mathrm{Ne}\right)-\left(p_{2}-{ }^{17} \mathrm{Ne}\right)$ correlations (color boxes with a scale on the right-hand side) [238]. The shadowed arc areas (I-IV) indicate locations of simultaneous or sequential $2 p$ decays of the mostly populated states in ${ }^{19} \mathrm{Mg}$.
$2 p$ decay of this $5 / 2^{-}$state was studied in much more detail by Charity et al. [225]. The width of the ground state of ${ }^{16} \mathrm{~F}$ was determined to be about 21 keV . The analysis of this width in the Shell Model Embedded in Continuum (SMEC, see Section 2.3.3) allowed to constrain the coupling interaction between the shell-model states and the scattering continuum. A strong reduction of the continuum couplings between the unbound proton and the well-bound neutron in ${ }^{16} \mathrm{~F}$ was found [225]. This is a nice illustration of how the $2 p$ emission study may shed light on the effective nucleon-nucleon interactions for the open-quantum system.

### 4.5. Decay of ${ }^{19} \mathrm{Mg}$

The ground and excited states in the unbound ${ }^{19} \mathrm{Mg}$ decay by $2 p$ emission. They were studied experimentally by measuring angular correlations of the in-flight decay products, ${ }^{17} \mathrm{Ne}+p+p[37,191,228,238]$. In these experiments, the in-flight tracking technique was applied, see Section 3.1 and Fig. 18. The main principle of the method is explained schematically in Fig. 36. Panel (a) shows two types of $p-p$ momenta correlations: a sequential emission (loci marked as $k_{2}$ ), and a simultaneous emission (region $k_{3}$ ). Panels (b) and (c) explain how, and why, the opening angle of a proton trajectory reflects the value of its momentum. Essentially, a clear peak in the angular distribution may be directly related to the energy taken by the proton. Finally, the panel (d) shows the measured angular ( $\left.p_{1}-{ }^{17} \mathrm{Ne}\right)-\left(p_{2}-{ }^{17} \mathrm{Ne}\right)$ correlations [238]. The shadowed arc areas (I-IV) indicate locations of either simultaneous or sequential $2 p$ decays of the most intensively populated states in ${ }^{19} \mathrm{Mg}$. The decay events with the smallest $p-{ }^{17} \mathrm{Ne}$ angles, which are located within the arc area (I) in Fig. 36 (d), were assigned to the ground state of ${ }^{19} \mathrm{Mg}$, while the events in the arcs (II-IV) correspond to decays of the excited states of ${ }^{19} \mathrm{Mg}$ [37,228,238].

The measured distribution of the decay vertex, along the beam direction is shown in Fig. 37. The vertex profile corresponding to excited states (b) is consistent with the prompt decay when the limited detector resolution and the


Fig. 37. Profiles of the decay vertices along the beam direction from the target to the closest microstrip detector in the ${ }^{19} \mathrm{Mg}$ experiment [37]. (a) Ideal profiles of prompt (gray curve) and delayed (black curve) decays expected in a thick target. (b) Vertex distribution of ${ }^{17} \mathrm{Ne}+p+p$ events gated by large $p-{ }^{17} \mathrm{Ne}$ angles (and thus large $p-{ }^{17} \mathrm{Ne}$ relative energies), which corresponds to short-lived excited states in ${ }^{19} \mathrm{Mg}$ (full circles with statistical uncertainties). The dashed curve shows the MC simulations of the detector response for the $2 p-\operatorname{decay}{ }^{19} \mathrm{Mg} \rightarrow{ }^{17} \mathrm{Ne}+p+p$ with $T_{1 / 2} \sim 0.1$ ps. (c) The same as (b) but gated by small $p-{ }^{17} \mathrm{Ne}$ angles corresponding to the ground-state group (I) in Fig. 36(c). The dashed curve is a simulation of the $2 p$-decay component with $T_{1 / 2} \sim 0$. The solid and dash-dotted curves are fits to the data assuming the radioactivity of ${ }^{19} \mathrm{Mg}$ with $T_{1 / 2}$ values of 4 and 8 ps , respectively. The inset in (c) shows the probability that the simulations match the data as a function of the assumed half-lives.
angular straggling is taken into account. In contrast, the profile representing the ground state decay (c) is broader and shifted downstream, clearly indicating the delayed activity. The fitting of the Monte Carlo simulated profiles yielded the ground-state half-life of ${ }^{19} \mathrm{Mg}$ to be $T_{1 / 2}=4.0(15) \mathrm{ps}$ as illustrated in the inset in Fig. 37(c) [37]. An independent measurement, using a different technique, yielded the lifetime of ${ }^{19} \mathrm{Mg}$ in the range from $1.75_{-0.42}^{+0.43}$ to $6.4_{-2.7}^{+2.4} \mathrm{ps}$ [226], which is consistent with the result of Ref. [37].

The angular $p$ - $p$ correlations corresponding to the ground-state decay of ${ }^{19} \mathrm{Mg}$ are shown in Fig. 38(a) [191]. The data are well described by the three-body model which is sensitive to the structure of the decaying nucleus, as illustrated in Fig. 38(b) [72]. The best fit of the model was found for the ${ }^{19} \mathrm{Mg}$ ground-state wave function having the dominant $88 \%$ $d$-shell configuration, which is also consistent with the half-life information [37].

The angular correlations ${ }^{17} \mathrm{Ne}+p+p$ from the decay of ${ }^{19} \mathrm{Mg}$ allowed also for the determination of the energies of the most intensively-populated excited states in ${ }^{19} \mathrm{Mg}$ [238]. For this purpose, angular $p-{ }^{17} \mathrm{Ne}$ correlations were selected by choosing the arc gates (I-IV) in Fig. 36(d). The results are shown in Fig. 39. It can be seen that the patterns corresponding to the excited states are well described by sequential proton emission via intermediate states in ${ }^{18} \mathrm{Na}$. This analysis allowed to propose the level scheme of ${ }^{19} \mathrm{Mg}$, shown in Fig. 40.

Since the three-body model was so successful in description of all ${ }^{19} \mathrm{Mg}$ decay features, an interesting exercise was made to investigate how the predicted energy sharing between two protons would depend on the $2 p$ decay energy $E_{T}$ [238]. Results of this simulations are shown in Fig. 41, where on the left the decay through the narrow ${ }^{18} \mathrm{Ne}$ ground state is assumed, while on the right the decay through a single, broad $1_{2}^{-}$resonance in ${ }^{18} \mathrm{Ne}$ is considered. In the former case, at low energies, as expected, the protons share the decay energy $E_{T}$ in a broad peak centered around $\epsilon=0.5$, which is a characteristic feature of the direct, simultaneous $2 p$ emission. Only when the decay energy reaches the value $E_{T} \simeq 1.2 \cdot E_{r}$ a sudden change in the proton-energy distribution occurs. Two narrow peaks appear which represent the sequential $2 p$ emission via the narrow ${ }^{18} \mathrm{Na}$ state. With the further increase of $E_{T}$ these peaks approach each other until the point when $E_{T}=2 \cdot E_{r}$ i.e. energies of both protons are equal. In Fig. 41(b), a very similar pattern is visible, although the distribution is smeared out due to the broad intermediate state. An important conclusion from this simulation is, that the sequential decay pattern takes over the simultaneous one, only when the decay energy $E_{T}$ is larger that $1.2 \cdot E_{r}$ (compare Fig. 3).


Fig. 38. (a) Angular $p-p$ correlations from the $2 p$ decay of the ground state of ${ }^{19} \mathrm{Mg}$ (dots with statistical uncertainties) obtained from the measured ${ }^{17} \mathrm{Ne}+p+p$ coincidences in Ref. [191]. The solid curve shows the three-body model calculations with the best fit by assuming an $88 \%$ of $d$-wave configuration in structure of the ${ }^{19} \mathrm{Mg}$ g.s. The dashed curve is the diproton model prediction, and the dash-dotted curve is the phase-space simulation of the $2 p$ decay assuming an isotropic proton emission. (b) Relative-energy $p-p$ correlations $E_{p-p}$ from the ${ }^{19} \mathrm{Mg}$ g.s. calculated for different weights $W$ of its spd-shell configurations [72].


Fig. 39. Angular $p-{ }^{17} \mathrm{Ne}$ correlations (dots with statistical uncertainties) selected from the ${ }^{17} \mathrm{Ne}+p+p$ data of the ${ }^{19} \mathrm{Mg}$ experiment [238] by choosing the arc gates (I-IV) shown in Fig. 36 (d). (a) The $2 p$ decay of the ${ }^{19} \mathrm{Mg}$ g.s. selected by the gate (I). The solid curve shows the best-fit simulation of the three-body model using a $2 p$-decay energy of $E_{T}=0.76(6) \mathrm{MeV}$. (b) The decay of the "first-excited" state ${ }^{19} \mathrm{Mg}$ selected by the gate (II). The solid curve displays the simulation of the sequential $2 p$ decay of the state at 2.14 MeV via two intermediate states in ${ }^{18} \mathrm{Na}$, the g.s. at 1.23 MeV (dash-dotted line), and the $2^{-}$state at 1.55 MeV (dashed line). (c) The decay of the "second-excited" state in ${ }^{19} \mathrm{Mg}$ selected by the gate (III). The solid line is the best-fit simulation of the sequential $2 p$ decay of the ${ }^{19} \mathrm{Mg}$ state at 2.9 MeV via the $2^{-}$and $3^{-}$states in ${ }^{18} \mathrm{Na}$ (the dash-dotted and dashed curve, respectively). (d) The decay of the suggested high-lying state in ${ }^{19} \mathrm{Mg}$ at $E_{T}=5.5 \mathrm{MeV}$ selected by the gate (IV). The solid curve represents the best-fit simulation of the decay of this state by sequential emission via ${ }^{18} \mathrm{Na}^{*}\left(2^{-}\right)$.

### 4.6. Transition mechanism of $2 p$ decay of ${ }^{30} \mathrm{Ar}$ and decay of ${ }^{29} \mathrm{Ar}$

Two unbound isotopes of argon, ${ }^{30} \mathrm{Ar}$ and ${ }^{29} \mathrm{Ar}$ were investigated experimentally in Refs. [190, 192,228,229], respectively. These isotopes were produced in either $-1 n$ or $-2 n$ neutron knock-out reactions of the secondary beam of ${ }^{31} \mathrm{Ar}$ which was produced in fragmentation reaction of a primary beam of ${ }^{36} \mathrm{Ar}$ at high energy, see Fig. 18. The method of angular correlations of decay-in-flight products was applied, and the respective level energies and decay mechanisms were assigned in an analogous manner to the case of ${ }^{19} \mathrm{Mg}$ described above.

The results for ${ }^{30} \mathrm{Ar}$ are shown in Fig. 42 . In the right panel (c) the excitation spectrum of ${ }^{30} \mathrm{Ar}$ obtained as a function of the generalized correlation angle $\rho_{\theta}=\sqrt{\theta^{2}\left(p_{1}-{ }^{28} \mathrm{~S}\right)+\theta^{2}\left(p_{2}-{ }^{28} \mathrm{~S}\right)}$ derived from the angular ${ }^{28} \mathrm{~S}+p_{1}+p_{2}$ correlations.


Fig. 40. Low-excitation part of the ${ }^{19} \mathrm{Mg}$ spectrum reported in [191,238], the decay scheme and illustrations of involved $2 p$ decay transitions. The derived energies of states are complemented by tentative ( $J^{\pi}$ ) assignments. Dash-dotted arrow points to the true $2 p$ decay, and dashed (short-dashed) arrows indicate sequential proton emissions. Intermediate resonances ${ }^{18} \mathrm{Na}$ are in the middle.


Fig. 41. Intensity distributions of $2 p$ decays from ${ }^{19} \mathrm{Mg}$ continuum as a function of the $2 p$-decay energy $E_{T}$ and the parameter $\epsilon \sim E_{p-}{ }^{17} \mathrm{Ne} / E_{T}$. The distributions are calculated with a three-body model [238] assuming a single resonance in the intermediate nucleus ${ }^{18} \mathrm{Na}$ with energy $E_{r}$ and width $\Gamma_{r}$. (a) Decays by taking into account the narrow g.s. of ${ }^{18} \mathrm{Na}$ at $E_{r}=1.23 \mathrm{MeV}$ with $\Gamma_{r}=0.1 \mathrm{MeV}$. (b) Decays via the broad $1_{2}^{-}$state in ${ }^{18} \mathrm{Na}$ at $E_{r}=2.03 \mathrm{MeV}$ and $\Gamma_{r}=0.9 \mathrm{MeV}$.


Fig. 42. (a), (b) Profiles of the ${ }^{30} \mathrm{Ar} \rightarrow{ }^{28} \mathrm{~S}+p+p$ decay vertices measured along the beam direction (histograms with statistical uncertainties) [190]. (a) The data gated by large $\rho_{\theta}$ angles shown in panel (c), which corresponds to short-lived excited states in ${ }^{30} \mathrm{Ar}$. (b) The data gated by the (I) peak in panel (c) where the g.s. of ${ }^{30} \mathrm{Ar}$ is established. Solid, dashed, and dotted curves show the MC simulations of the detector response for the ${ }^{30} \mathrm{Ar}$ $2 p$ decays with half-life $T_{1 / 2}$ of 0,5 , and 10 ps , respectively. (c) Angular correlations $\rho_{\theta}=\sqrt{\theta^{2}\left(p_{1}-{ }^{28} S\right)+\theta^{2}\left(p_{2}-{ }^{28} S\right)}$ of the measured ${ }^{28} \mathrm{~S}+p+$ $p$ coincidences (filled histogram), which reflect the excitation spectrum of ${ }^{30} \mathrm{Ar}$. The pointed peaks suggest ${ }^{30} \mathrm{Ar}$ states whose $2 p$-decay energies are shown in the upper axis. The peaks labeled (I) and (II) correspond to the assigned ground and first excited states in ${ }^{30} \mathrm{Ar}$, respectively.

The decay vertex profiles are displayed in the left part of Fig. 42. The panels (a) and (b) correspond to the events assigned to the decay of the first excited and the ground state of ${ }^{30} \mathrm{Ar}$, contained in the peak marked as (II) and (I) in the panel (c),


Fig. 43. Low-lying states and decay scheme of ${ }^{30} \mathrm{Ar}$ derived in [190]. The assigned ground and first-excited states correspond to the peaks (I) and (II) in Fig. 42(c), respectively. The derived energies of states and tentative ( $J^{\pi}$ ) assignments are shown. Dashed arrow points to the g.s. $2 p$ decay, and short-dashed arrows indicate the assigned sequential proton emissions. The established intermediate resonances ${ }^{29} \mathrm{Cl}$ are in the middle.


Fig. 44. (a) Transition from the direct $2 p$ decay to the sequential $1 p$-emission mechanism: the proton spectra calculated by varying the $2 p$-decay energy $E_{T}$ of ${ }^{30} \mathrm{Ar}$. (b) The measured angular ${ }^{28} \mathrm{~S}-p$ correlations (histogram with statistical uncertainties) from the ${ }^{30} \mathrm{Ar}$ ground state selected by choosing the gate (I) in Fig. 42(c) [190]. The data are compared with the respective MC simulations of the proton spectra in panel (a).
respectively. In both cases, only an upper limit of 5 ps for the half-life could be established. The low-lying states and their decay scheme, derived from this work are presented in Fig. 43 [190]. Interestingly, the ground state of the intermediate ${ }^{29} \mathrm{Cl}$ is located below the ground state of ${ }^{30} \mathrm{Ar}$, what has a consequence for the $2 p$ decay mechanism.

The proton energy distribution from $2 p$ decays of the ${ }^{30} \mathrm{Ar}$ ground state, together with the results of model calculations, is shown in Fig. 44. It appears broader than the one predicted by the simultaneous decay mechanism, but it does not exhibit a clear double-peak feature expected from a sequential $2 p$ emission. What is observed, represents an interplay, or a transition, between the two distinct decay scenarios.

The first observation, and the only one to date, of ${ }^{29} \mathrm{Ar}$ was reported in Ref. [192]. The evidence was provided by the detection of the ${ }^{27} \mathrm{~S}+p+p$ correlations. Despite the limited statistics, the observed correlations were interpreted as representing a sequential $2 p$ decay of a state in ${ }^{29} \mathrm{Ar}$ through levels in ${ }^{28} \mathrm{Cl}$. The total $2 p$ decay energy was measured as


Fig. 45. The decay and level schemes of ${ }^{31} \mathrm{Ar}$ and ${ }^{30} \mathrm{Cl}$ isotopes derived in Ref. [192]. The assigned $1 p$ transitions are shown by the light-gray solid arrows. The dotted arrows show two undistinguished decay branches of the $2.62-\mathrm{MeV}$ state in ${ }^{31} \mathrm{Ar}$. The vertical axis shows the decay energies of the ${ }^{30} \mathrm{Cl}$ and ${ }^{31} \mathrm{Ar}$ states. The four lowest excited states of isobaric mirror partner ${ }^{31} \mathrm{Al}$ are aligned with corresponding observed states of ${ }^{31} \mathrm{Ar}$ (the correspondence of the levels is indicated by red dashed arrows) and the ${ }^{31} \mathrm{Ar}$ g.s. energy is inferred based on isobaric symmetry assumptions. The legends for ${ }^{31} \mathrm{Al}$ levels show energies relative to the $2 p$-breakup threshold and the spin-parity $J^{\pi}$ of the state.
Source: The scheme is taken from [192].
$5.50(18) \mathrm{MeV}$. It is not clear whether this energy corresponds to the ground state of ${ }^{29} \mathrm{Ar}$ or to an excited state. Further studies are necessary to clarify this case.

### 4.6.1. Ground state of ${ }^{31} \mathrm{Ar}$ deduced from $2 p$ decays of its excited states

As a byproduct of experiments aimed at ${ }^{29,30} \mathrm{Ar}$ [190,229], interesting information was obtained for the excited states of ${ }^{31} \mathrm{Ar}$ [192]. The ground state of ${ }^{31} \mathrm{Ar}$ is known to be located very close the $2 p$-decay threshold, but all excited states should decay by $2 p$ emission. From the measured ${ }^{29} \mathrm{~S}+p+p$ coincidences, the level scheme of ${ }^{31} \mathrm{Ar}$ was derived, as shown in Fig. 45. It can be seen, that the observed excitation spectrum of ${ }^{31} \mathrm{Ar}$ matches well the excitation spectrum of its isobaric mirror ${ }^{31} \mathrm{Al}$. Based on this symmetry, the position of the ${ }^{31} \mathrm{Ar}$ ground state was determined by calculating the weighted mean of energy differences between four pairs of the respective levels in ${ }^{31} \mathrm{Ar}$ and ${ }^{31} \mathrm{Al}$. The result of this procedure is $S_{2 p}=+0.006(34) \mathrm{MeV}$ for the ground state of ${ }^{31} \mathrm{Ar}$. One should note that the claimed uncertainty of 34 keV does not account for possible systematic errors which may arise from a number of assumptions on spin-parity of the considered states in ${ }^{31} \mathrm{Ar}$. In particular, it is nor clear what is the role of the Thomas-Ehrman shift in this case. The evaluated decay energy is consistent with the previous $S_{2 p}$ value of $-0.003(110) \mathrm{MeV}$ obtained in $\beta$-decay studies of ${ }^{31} \mathrm{Ar}$ [239].

The near-zero value of $S_{2 p}$ of ${ }^{31} \mathrm{Ar}$ allows speculations about the possible near-threshold phenomena like a $2 p$ halo, which may be examined by further, more precise studies of this isotope.

### 4.7. Summary of $2 p$ decays of light nuclei

Nearly half of the neutron-deficient $p$ - and $s d$-shell nuclei located $1-2$ neutrons beyond the proton dripline decay by $2 p$ emission. In the last decade, extensive information on $2 p$ emitters in this light, $A \leq 30$, nuclear-mass region was obtained.

A general investigation of different mechanisms of $2 p$ decay and of the governing physical conditions was attempted in Ref. [240]. For this survey, an improved three-body model was constructed which was found to describe adequately all qualitative features of $2 p$-decay distributions in the whole kinematical space. In particular, it provided a good description of three-body correlations in $2 p$ decays of low-lying states in ${ }^{16} \mathrm{Ne}$ [199]. The main factors driving the $2 p$ decay mechanism were identified as ratios of three parameters, the $2 p$-decay energy $E_{T}$, the $1 p$-decay energy of an intermediate proton resonance $E_{r}$, and its width $\Gamma_{r}$. A schematic map identifying the regions of dominance of various mechanisms, and the regions of interplay between them, is shown in Fig. 46. One conclusion of this study is, that the change from one decay mechanism to another, which is reflected by momentum distributions of the decay products, occurs within rather narrow transition areas, i.e. within small changes of the relevant decay parameters. In this transition areas, interplay of two decay mechanisms results in a significant change of three-body correlations, like for example in the "tethered" $2 p$-decays of ${ }^{16} \mathrm{Ne}^{*}\left(2^{+}\right)$.

Studies of $2 p$ emission from light nuclei demonstrated that this decay process is a source of information on the structure of nuclei beyond the proton dripline, which would be very hard, if not impossible, to access otherwise. There is substantial evidence that the width of the $2 p$ unstable state, as well as correlation pattern between emitted protons, do depend on the details of the wave function of the initial nucleus. This in turn can be used to probe the isospin symmetry between $2 n$ bound and $2 p$-unbound isobaric mirrors. An example of such an approach is the study of ${ }^{12} \mathrm{O}-{ }^{12} \mathrm{Be}$ and ${ }^{16} \mathrm{Ne}-{ }^{16} \mathrm{C}$ pairs [47].


Fig. 46. Overall view of evolution of three types of $2 p$ decay mechanisms in dependence on $2 p$ - and $1 p$-decay energies ( $E_{T}$ and $E_{r}$, respectively) [240], see also Fig. 3. Three main areas of dominating decay mechanisms are marked as "True" $2 p$-decay (also referred as $2 p$-radioactivity for long-lived states), as "Sequential" decay via narrow intermediate states in the sub-system, and as "Democratic" decay either directly to the daughter nucleus or via broad intermediate states. The dashed lines delineating the boarders between the areas correspond to the established ratios of the $E_{r}$ to $E_{T}$ values. The transition regions where these regimes interplay are shown in gray.
Source: The figure is adopted from Ref. [240].

The wave function composition determined from the $2 p$ decay width was found to differ from that of the mirror partner. This effect was named the "dynamic", or "three-body" mechanism of the Thomas-Ehrman shift. Another example is the ${ }^{6}$ Be low-energy spectrum where negative-parity $\left(0^{-}, 1^{-}, 2^{-}\right)$continuum states dominate in charge-exchange reactions. Such a domination is interpreted as a novel phenomenon of the low-energy mode of giant dipole resonance of isovector type (or isovector soft dipole mode) in nuclei with loosely-bound nucleon pairs [220]. Further experiments on such excitations may offer new opportunities in studies of the few-body nuclear structure.

## 5. Two-proton radioactivity

Here, we focus on cases of ground-state $2 p$ radioactivity which live long enough to study their decays at rest. Another characteristic feature of this category is the fact that $2 p$ decay competes with $\beta^{+}$decay, so in addition to the half-life of such an emitter also the branching ratio for $2 p$ decay, $b_{2 p}$ must be measured in order to determine the partial half-life for this decay channel, $T_{1 / 2}^{2 p}$. Below, we discuss each of the four cases known separately.

### 5.1. The decay of ${ }^{45} \mathrm{Fe}$

The most neutron-deficient isotope of iron to date, ${ }^{45} \mathrm{Fe}$, was observed for the first time at the FRS facility in GSI Darmstadt [241]. Three ions of ${ }^{45} \mathrm{Fe}$ were identified among products of projectile fragmentation of a ${ }^{58} \mathrm{Ni}$ beam at 600 $\mathrm{MeV} /$ nucleon on a $4 \mathrm{~g} / \mathrm{cm}^{2}$ beryllium target. Although no decay information was collected at that time, this experiment paved the way to more detailed further studies.

The first data on decay of ${ }^{45} \mathrm{Fe}$ were obtained in two experiments performed at the LISE3 separator at GANIL [33] and at the FRS in GSI [32]. In both cases the beam of ${ }^{58} \mathrm{Ni}$ was used, at $75 \mathrm{MeV} /$ nucleon on a natural nickel target, and at $650 \mathrm{MeV} /$ nucleon on a beryllium target, respectively. Selected ions were implanted into silicon detectors but two setup differed in a method to detect $\beta$ decay events. At GANIL a silicon detector mounted next to the implantation detector could directly register positrons. At GSI a NaI barrel surrounding the silicon implantation telescope was used to detect 511 keV annihilation photons. In addition, at GSI a special effort was taken to detect decays as soon as a few microseconds after the implantation of a heavy ion to achieve sensitivity for very fast decays [242]. These precautions turned to be not necessary - the half-life happened to be in a range of milliseconds. At GSI out of six implanted ions of ${ }^{45} \mathrm{Fe}$, decays of five were recorded, yielding the half-life of $3.2_{-1.0}^{+2.6} \mathrm{~ms}$. Four decays were consistent with the decay energy of $1.1(1) \mathrm{MeV}$. At GANIL 22 ions of ${ }^{45} \mathrm{Fe}$ were implanted and 12 decays were found in a narrow peak of $1.14(5) \mathrm{MeV}$, indicating the half-life of $4.7_{-1.4}^{+3.4} \mathrm{~ms}$. None of the events in the 1 MeV region seen in both experiments was coincident with emission of a positron. In addition, the peak observed at GANIL did not show any distortion due to $\beta$ summing. All these findings could be explained only by the hypothesis of the $2 p$ emission from the ground state of ${ }^{45} \mathrm{Fe}$ and this was the first case of the new radioactive decay mode. Energy spectra from the two experiments are shown in Fig. 47 and the decay data are collected in Table 4.

Second experiment at GANIL [243], which used a similar setup as reported in [33], succeeded in implantation of 30 ions of ${ }^{45} \mathrm{Fe}$ into a DSSSD detector. The 17 decay events were observed in the peak representing the $2 p$ radioactivity. This measurement resulted in the most precise determination of the $2 p$ decay energy for ${ }^{45} \mathrm{Fe}$ to date, $\mathrm{Q}_{2 p}=1.154 \pm 0.016 \mathrm{MeV}$, see Table 4. This value agrees very well with theoretical predictions, as shown in Fig. 5.

New chapter in the studies of ${ }^{45} \mathrm{Fe}$ was opened by application of TPC detectors. First, Giovinazzo et al. [204] published the first direct observation of the two protons ejected from an implanted ion of ${ }^{45} \mathrm{Fe}$ using the Bordeaux TPC detector, see

Table 4
Number of $2 p$ decay events observed ( $N_{2 p}$ ) and decay energies ( $Q_{2 p}$ ), half-lives ( $T_{1 / 2}$ ), 2p branching ratios, and the $2 p$ partial half-lives ( $T_{1 / 2}^{2 p}$ ) determined in experiments on decay of ${ }^{45} \mathrm{Fe}$.

| Reference | $N_{2 p}$ | $Q_{2 p}(\mathrm{MeV})$ | $T_{1 / 2}(\mathrm{~ms})$ | $b_{2 p}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Pfützner et al. [32] | 4 | $1.1 \pm 0.1$ | $3.2_{-1.0}^{+2.6}$ | $0.80 \pm 0.15$ |
| Giovinazzo et al. $[33]$ | 12 | $1.140 \pm 0.040$ | $4.7_{-1.4}^{+3.4}$ | $0.55 \pm 0.12$ |
| Dossat et al. $[243]$ | 17 | $1.154 \pm 0.016$ | $1.6_{-0.3}^{+0.5}$ | $0.0_{-1.8}^{+3.3}$ |
| Miernik et al. [73] | 87 | $1.21 \pm 0.05$ | $3.6_{-0.8}^{+1.6} 0.2$ | $8.5_{-3.2}^{+6.4}$ |
| Audirac et al. [244] | 7 |  | $0.70 \pm 0.10$ |  |



Fig. 47. Energy spectra correlated with implantation of ${ }^{45} \mathrm{Fe}$ ions representing the first evidence for the $2 p$ decay of this nucleus. Right: spectrum from the FRS at GSI [32]. Left: spectrum from the LISE3 at GANIL [33]. Copyright IOP Publishing. Reproduced with permission from Ref. [3]. All rights reserved.


Fig. 48. Example CCD images of decays of ${ }^{45} \mathrm{Fe}$ recorded by the OTPC detector in the experiment described in Refs. [73,214]. Left: $2 p$ decay event, the track of a ${ }^{45} \mathrm{Fe}$ ion entering the chamber from left is seen. Right: $\beta 2 p$ decay event, the track of the entering ion is not seen because the exposure of the camera was started just after implantation. Two long tracks represent delayed protons which escape the active detector volume.

Section 3.2.2 and Fig. 20. Detailed analysis of this experiment, published a few years later, presented the full reconstruction of seven $2 p$ events [244].

Miernik at al. [73,214] applied the Warsaw OTPC detector (see Section 3.2.2 and Fig. 21) to study the decay of ${ }^{45} \mathrm{Fe}$ at A1900 separator at the NSCL/MSU laboratory. In total, 125 decays of ${ }^{45} \mathrm{Fe}$ were observed, 87 of them showed a clear $2 p$ decay pattern and 38 represented $\beta$ decay followed by emission of protons. The latter channel is easy to identify since $\beta$-delayed protons have much larger energies than protons from $2 p$ decay. Examples of $2 p$ and $\beta 2 p$ decays of ${ }^{45} \mathrm{Fe}$ observed with the OTPC are shown in Fig. 48. The relatively high statistics (the largest to date!) allowed the determination the $2 p$ branching ratio and the half-life of ${ }^{45} \mathrm{Fe}$ with the highest accuracy, see Table 4 . The resulting partial $2 p$ half-life is compared in Fig. 49 with predictions of the 3-body model [72]. The theoretical lines are labeled with the relative weights


Fig. 49. The partial $2 p$ half-life of ${ }^{45} \mathrm{Fe}$ as a function of the $2 p$ decay energy. The experimental result is shown together with predictions of the 3-body model [72]. The decay width is taken from Ref. [73] and the decay energy from Ref. [243]. The numerical labels indicate the relative weights of the $p^{2}$ and $f^{2}$ configurations, respectively. Source: Reprinted with permission from Ref. [73]. © 2007 by the American Physical Society.


Fig. 50. Left: The energy distribution of individual protons emitted in the $2 p$ decay of ${ }^{45} \mathrm{Fe}$ (histogram). The energy is given in units of the total decay energy $Q_{2 p}=1.15 \mathrm{MeV}$. The solid line indicates the prediction of the 3-body model Ref. [72] while the dotted line shows this theoretical prediction folded with a Gaussian function representing the detector energy resolution of $20 \%$. Right: The measured distribution of the opening angle between two protons emitted in the decay of ${ }^{45} \mathrm{Fe}$ (histogram). Lines show the predictions of the 3-body model for the indicated contribution of $p^{2}$ configuration.
Source: Reprinted with permission from Ref. [73].
© 2007 by the American Physical Society.
of the $p^{2}$ and $f^{2}$ initial proton configurations. Note that both the experimental decay energy and the decay width are best described by the model with the $p^{2}$ contribution of $24 \%$.

An interesting byproduct of this experiment was the first observation of $\beta 3 p$ decay channel for ${ }^{45} \mathrm{Fe}$ [214] and for ${ }^{43} \mathrm{Cr}$ [215]. The most important result, however, reported in Ref. [73] was the reconstruction of $2 p$ decay events in 3D yielding the full $p-p$ correlation pattern, see Fig. 50. As expected, the most probable emission occurs when each protons takes half of the available decay energy. More interesting is the distribution of the opening angle between proton momenta (Fig. 50b). The visible two-bump structure corresponds well to the prediction of the 3-body model [72] and contradicts models which assume two-body, diproton-type of decays or uncorrelated, isotropic emission. Moreover, the detailed shape of the correlation depends on the initial configuration of protons and the experimental data are best described by the $p^{2}$ contribution of $24 \%$. Thus, the same assumption on the initial wave function consistently describes the $2 p$ decay width and the angular correlation between protons. This observation indicates that $2 p$ radioactivity may become a unique and sensitive tool for probing the nuclear structure of these very exotic nuclei.


Fig. 51. An example of a $2 p$ decay event of ${ }^{48} \mathrm{Ni}$ recorded by the Warsaw OTPC detector. Top: the image recorded by the CCD camera. A track of the ${ }^{48} \mathrm{Ni}$ ion entering the chamber from below is seen. The two short tracks are protons emitted 1.576 ms after the implantation. Bottom: a part of the time profile of the total light intensity measured by the PMT showing in detail the $2 p$ emission.

### 5.2. The decay of ${ }^{48} \mathrm{Ni}$

The ${ }^{48} \mathrm{Ni}$ was observed for the first time at the LISE3 separator at GANIL [245]. Four events of this nucleus were found among products of fragmentation of a ${ }^{58} \mathrm{Ni}$ beam at $75 \mathrm{MeV} /$ nucleon on a natural nickel target. No decay data were recorded. With the isospin projection $T_{z}=-4$ the supposedly doubly magic ${ }^{48} \mathrm{Ni}$ is the most neutron-deficient nucleus ever identified.

The first information on decay of ${ }^{48} \mathrm{Ni}$ was obtained at GANIL in the same experiment which provided the most accurate measurement of the $Q_{2 p}$ energy for ${ }^{45} \mathrm{Fe}$ [243]. Again, only four ions of ${ }^{48} \mathrm{Ni}$ were identified and implanted into a DSSSD. The four decay energies were found to be scattered between 1.3 MeV and 4.5 MeV . One of them, at $1.35(2) \mathrm{MeV}$, happened in the region where $2 p$ decay of ${ }^{48} \mathrm{Ni}$ was expected and was not coincident with a $\beta$ particle. This event could have come from $2 p$ decay but such a single energy value is not sufficient for a conclusive evidence. Three other events with larger energies were interpreted as resulting from $\beta$ delayed emission of protons. The half-live of ${ }^{48} \mathrm{Ni}$ determined from these four events was $T_{1 / 2}=2.1_{-0.7}^{+2.1} \mathrm{~ms}$.

The first unambiguous observation of the $2 p$ decay of ${ }^{48} \mathrm{Ni}$ was made at A1900 separator at NSCL with help of the OTPC detector [35,213]. The primary beam of ${ }^{58} \mathrm{Ni}$ at $160 \mathrm{MeV} /$ nucleon and a natural nickel target were used. Ten ions of ${ }^{48} \mathrm{Ni}$ were identified by the acquisition system and decays of six of them was recorded by the OTPC detector. Two of them were consistent with an emission of a proton of large energy escaping the detector, thus representing $\beta p$ decay channel. However, the other four events clearly showed the emission of two protons of low energy. One of these events was shown in Fig. 22 the second one is presented in Fig. 51. The analysis of the six decay events yielded the half-life for ${ }^{48} \mathrm{Ni}$ of $T_{1 / 2}=2.1_{-0.6}^{+1.4} \mathrm{~ms}$ which agrees very well with the result reported in Ref. [243]. However, the branching for the $2 p$ decay appeared to be $b_{2 p}=0.7 \pm 0.2$ which differs from what is suggested in Ref. [243]. With this branching the partial $2 p$ decay half-life of ${ }^{48} \mathrm{Ni}$ is $T_{1 / 2}^{2 p}=3.0_{-1.2}^{+2.2} \mathrm{~ms}$. The full reconstruction of $2 p$ events provided the decay energy $Q_{2 p}=1.29 \pm 0.04 \mathrm{MeV}$ [213] which is in good agreement with theoretical predictions, see Fig. 5. The momentum correlations between protons obtained from the four events do not, unfortunately, allow for meaningful conclusions. Future experiments are clearly needed to provide data with larger statistics.


Fig. 52. Decay energy spectrum measured for ${ }^{54} \mathrm{Zn}$. The peak at $1.48(2) \mathrm{MeV}$ represents $2 p$ decay of this nucleus. The inset shows the decay energy spectrum for ${ }^{52} \mathrm{Ni}$ dominated by $\beta p$ decays.
Source: Reprinted with permission from Ref. [34].
© 2005 by the American Physical Society.

### 5.3. The decay of ${ }^{54} \mathrm{Zn}$

The ${ }^{54} \mathrm{Zn}$ was identified for the first time at the LISE3 at GANIL in an experiment with ${ }^{58} \mathrm{Ni}$ beam at $75 \mathrm{MeV} / \mathrm{nucleon}$ on a natural nickel target [34]. Eight ions of ${ }^{54} \mathrm{Zn}$ were implanted into a DSSSD detector and their decays were recorded. The extracted half-life amounted to $3.2_{-0.8}^{+1.8} \mathrm{~ms}$. The decay energy spectrum is shown in Fig. 52 . Seven events can be seen located in a narrow energy peak corresponding to the decay energy of $1.48 \pm 0.02 \mathrm{MeV}$. None of these events was coincident with a positron signal in adjacent detectors, and in addition, the peak does not show a broadening due to $\beta$ summing. For comparison, the inset in Fig. 52 shows the spectrum of $\beta$-delayed protons from the decay of ${ }^{52} \mathrm{Ni}$ where such broadening is clearly visible. Therefore, the peak at $1.48(2) \mathrm{MeV}$ was interpreted as originating from $2 p$ decay of ${ }^{54} \mathrm{Zn}$ which proceeds with the branching ratio of $87_{-17}^{+10} \%$. The one event at about 4.2 MeV can be explained as a result of $\beta p$ emission. Theoretical predictions for the $2 p$ decay energy of ${ }^{54} \mathrm{Zn}$, shown in Fig. 5, have a larger spread than for other $2 p$ emitters, but the experimental value of $1.48(2) \mathrm{MeV}$ is close to the average of these predictions.

In the next experiment at GANIL, using the same reaction, decay of ${ }^{54} \mathrm{Zn}$ was investigated by means of the Bordeaux TPC detector and provided the first direct observation of $2 p$ decay for this nucleus [208]. This time 18 events of ${ }^{54} \mathrm{Zn}$ were identified and for 10 of them decay information could be extracted. The analysis yielded new values for the half-life, $T_{1 / 2}=1.59_{-0.35}^{+0.60} \mathrm{~ms}$, and the $2 p$ branching ratio, $b_{2 p}=92_{-13}^{+6} \%$. For the $2 p$ decay energy the value of $1.28 \pm 0.21 \mathrm{MeV}$ was found which is consistent with the energy reported in Ref. [34] but less precise. Seven $2 p$ decay events could be fully reconstructed in 3D. The distribution of the opening angle between emitted protons is shown in Fig. 53. Experimental data do indicate a double-hump structure, as predicted by the three-body model and also observed for ${ }^{45} \mathrm{Fe}$. However, much larger statistics is clearly needed before meaningful conclusions could be drawn from this case.

We note that the reaction used in both GANIL experiments could not be the pure projectile fragmentation which leads only to removal of nucleons from the projectile. The pick-up of two protons was necessary to make zinc from nickel. This means that other reaction channels, like a multinucleon transfer, contributed to the reaction process. The cross section for the production of ${ }^{54} \mathrm{Zn}$ in this reaction was estimated in Ref. [34] to be about 100 fb .

A different approach to the production of ${ }^{54} \mathrm{Zn}$ was undertaken at RIKEN where the fragmentation of ${ }^{78} \mathrm{Kr}$ beam at $345 \mathrm{MeV} /$ nucleon on a beryllium target was used. The production cross section for ${ }^{54} \mathrm{Zn}$ was determined to be $3.5 \pm 0.7_{\text {(stat) }} \pm 1.2_{\text {(syst) }} \mathrm{fb}$ [246]. This value is smaller by a factor of about 30 from the cross section obtained at GANIL with ${ }^{58} \mathrm{Ni}$ beam at $75 \mathrm{MeV} /$ nucleon on a natural nickel target. However, the available intensity of ${ }^{78} \mathrm{Kr}$ beam at RIKEN is larger than the intensity of ${ }^{58} \mathrm{Ni}$ beam at GANIL and, in addition, the higher energy of ${ }^{78} \mathrm{Kr}$ allows using a thicker target. Both these factors lead to a much larger luminosity which overcompensates the smaller cross section. In consequence, the final production yield of ${ }^{54} \mathrm{Zn}$ ions at the end of the fragment separator at RIKEN may reach 70 ions per day, thus by a factor of about 3 larger than the corresponding maximal yield at GANIL [246].

### 5.4. The decay of ${ }^{67} \mathrm{Kr}$

The heaviest $2 p$ emitter known to date, ${ }^{67} \mathrm{Kr}$, was discovered at the RIKEN Nishina Center in an experiment at the BigRIPS fragment separator [36]. The primary beam of ${ }^{67} \mathrm{Kr}$ at energy of $345 \mathrm{MeV} /$ nucleon was impinging on a beryllium production target. The identification plot of ions coming to the final detection setup is shown in Fig. 17. These ions were implanted into the WAS3ABi DSSSD array [202]. Out of 82 ions of ${ }^{67} \mathrm{Kr}$ identified at the end of BigRIPS, 36 were successfully


Fig. 53. The opening angle between protons emitted in $2 p$ decay of ${ }^{54} \mathrm{Zn}$. Top: experimental values for seven events analyzed. Each event is convoluted with a Gaussian representing the angular resolution. Middle: Sum of seven events shown in the top represented as a histogram. The dashed and full lines represent two possible angles for three not fully reconstructed events. Bottom: Theoretical predictions by the three-body model for three values of the $p^{2}$ configuration in the initial wave function.
Source: Reprinted with permission from Ref. [208].
© 2011 by the American Physical Society.


Fig. 54. Left: decay energy spectrum of ${ }^{67} \mathrm{Kr}$. The narrow peak at 1.69 MeV is due to $2 p$ radioactivity. Events shown in red were in coincidence with positrons detected in neighboring detectors. Right: Decay time distribution for ${ }^{67} \mathrm{Kr}$. In the inset the decay time for nine events in the 1.69 MeV peak is shown.
Source: Reprinted with permission from Ref. [36].
© 2016 by the American Physical Society.
implanted. The measured energy spectrum is shown in Fig. 54 (left part). A narrow peak of nine events is seen at the energy of $1.690 \pm 0.017 \mathrm{keV}$. None of these events was found in coincidence with $\beta$ particles, thus they are interpreted as an evidence for $2 p$ radioactivity. The $2 p$ decay energy of $1.690(17) \mathrm{MeV}$ is in a very good agreement with theoretical predictions, see Fig. 5. Other events in the spectrum are attributed to $\beta$ delayed particle channels. The $2 p$ branching ratio was found to be $37(14) \%$. In the right part of Fig. 54 the time distribution for decay events of ${ }^{67} \mathrm{Kr}$ is shown with the best fitted decay curve corresponding to the half-life $T_{1 / 2}=7.4 \pm 3.0 \mathrm{~ms}$. Taking into account the $2 p$ branching ratio, the partial $2 p$ half-life of ${ }^{67} \mathrm{Kr}$ is $T_{1 / 2}^{2 p}=20 \pm 11 \mathrm{~ms}$. Further experiments with a TPC detector are planned to observe directly two protons emitted in the decay of ${ }^{67} \mathrm{Kr}$ and to study their correlation pattern.

The authors of Ref. [36] noted the surprisingly short partial $2 p$ half-life of ${ }^{67} \mathrm{Kr}$. Predictions of the three-body model for this nucleus, published in Ref. [72], depend on the relative weight of $p^{2}$ and $f^{2}$ configurations of the initial state. The fastest $2 p$ decay, for the pure $p^{2}$ configuration, is predicted to proceed with the half-life of 0.28 s , thus by an order of magnitude longer than determined in the experiment. It was concluded that this could be due to configuration mixing
effects and/or nuclear deformation. The short half-life of ${ }^{67} \mathrm{Kr}$ motivated Grigorenko and others [97] to reexamine the decay mechanism of this nucleus. They noted that it is plausible that the decay of ${ }^{67} \mathrm{Kr}$ is at the borderline between true three-body $2 p$ and the sequential two-body channels.

The possible influence of deformation on the decay of ${ }^{67} \mathrm{Kr}$ was addressed by Wang and Nazarewicz [98] who applied their recently developed model of nuclear three-body decays - the Gamow coupled channel (GCC) method in Jacobi coordinates [53]. They were able to show that the deformation effects strongly affect the $2 p$ decay of ${ }^{67} \mathrm{Kr}$. For the oblate deformation of the ${ }^{65}$ Se core at $\beta_{2} \approx-0.3$, the Nilsson orbital $1 / 2$ [321] with large $l=1$ amplitude becomes available to valence protons what significantly reduces the $2 p$ decay half-life. The GCC model yielded for this case $T_{1 / 2}^{2 p}=24_{-7}^{+10} \mathrm{~ms}$ in good agreement with experiment (see also discussion in Section 2.4.1 and Fig. 13).

It is expected that the planned proton-proton correlation studies will shed more light on the $2 p$ decay of ${ }^{67} \mathrm{Kr}$ and clarify what mechanism is responsible for the half-life reduction in this case.

## 6. Beyond $2 p$ emission. Multi-particle nuclear decays

The most exotic nuclei located in the very remote outskirts of the nuclear landscape become unbound in respect of new decay channels. Such exotic decay modes play increasingly important role with a precursor decay energy growing. In particular, there are a few nuclei established as the ground-state 3 p-emitters, ${ }^{7} \mathrm{~B}$ [195], ${ }^{17} \mathrm{Na}$ [227], ${ }^{31} \mathrm{~K}$ [247], and ${ }^{13} \mathrm{~F}$ [248]. The measured decay patterns in all cases include $2 p$ emission as part of a sequential $3 p$-decay mechanism. Furthermore, two ground-state $4 p$ emitters, ${ }^{8} \mathrm{C}$ [195] and ${ }^{18} \mathrm{Mg}$ [110], decay by a sequential $2 p-2 p$ emission of two $p p$ pairs. Besides, there is a number of nuclear excited states decaying via $3 p, 4 p$ emissions and even more exotic exit channels.

In this section, the experimental information relevant to the mentioned exotic decays will be reviewed as well as applications of the established $2 p$ decay mechanisms to the measured cases. In addition, few examples of three-body nuclear decays without $p p$ or $n n$ pairs in exit channel will be discussed.

### 6.1. Three proton emission

In most known nuclei, three-proton decay thresholds are located higher than the respective $1 p, 2 p$ decay thresholds. Therefore, such $3 p$-decay channels can be explored more easily by populating excited nuclear states.

Beta decay offers one way to populate such states as the $\beta$-decay energies $\left(Q_{\beta}\right)$ for nuclei far from stability are large and highly excited states in daughter nuclei may be fed. Indeed, beta-delayed one- ( $\beta p$ ) and two-proton ( $\beta 2 p$ ) emissions are quite common and studied since decades [1,2]. The first instance of $\beta$-delayed three-proton emission ( $\beta 3 p$ ) was discovered for ${ }^{45} \mathrm{Fe}$ [214] using the OTPC detector (see Section 3.2.2). In the same experiment, ${ }^{43} \mathrm{Cr}$ was also identified as the $\beta 3 p$ emitter [215]. Later, using the same detection technique, the delayed $3 p$ emission was observed also for ${ }^{31} \mathrm{Ar}$ [216] and for ${ }^{23} \mathrm{Si}$ [217]. In all these measurements, however, the full decay kinematics could not be reconstructed, as at least some protons escaped the detector volume. The case of ${ }^{31} \mathrm{Ar}$ was studied in more detail by Koldste et al. [249,250]. Using an array of DSSSD detectors it was possible to measure energies of individual protons and to establish the $Q_{3 p}$ decay energy. It was found that about half of $\beta 3 p$ decays stem from the Isobaric Analog State (IAS) in the $\beta$-daughter ${ }^{31} \mathrm{Cl}$ while the rest follows the Gamow-Teller (GT) transitions to ${ }^{31} \mathrm{Cl}$ levels above the IAS. Furthermore, it was estimated that the latter represent about $30 \%$ of the observed GT strength in the decay of ${ }^{31} \mathrm{Ar}$ [250]. Noting that the total branching for $\beta 3 p$ decay channel is only $7(2) \times 10^{-4}$ [216], this vividly illustrates the importance of delayed multi-particle emission for $\beta$ decay spectroscopy. The mechanism of such decays is not fully resolved. The two protons from $\beta 2 p$ decay of ${ }^{31} \mathrm{Ar}$ are emitted sequentially [251] and the same is assumed for the $\beta 3 p$ channel. Future measurements of momentum correlations between emitted protons will shed light on this question.

A number of excited states were reported to be $3 p$ emitters in studies dedicated to $2 p$ precursors. For example, high-lying continuum states in ${ }^{16} \mathrm{Ne}$ [222] decay by a cascade three-step proton emission ${ }^{16} \mathrm{Ne}^{*} \rightarrow p+{ }^{15} \mathrm{~F}^{*} \rightarrow 2 p+$ ${ }^{14} \mathrm{O}^{*} \rightarrow 3 p+{ }^{13} \mathrm{~N}$ via narrow intermediate states in ${ }^{15} \mathrm{~F}$ and ${ }^{14} \mathrm{O}$ [222]. This observation was reported as a by-product of the measurements of $2 p$ decays of ${ }^{16} \mathrm{Ne}$ [191]. Another example is the high-excited state in ${ }^{12} \mathrm{~N}$ observed in the experiment dedicated to ${ }^{12} \mathrm{O}$ [144,146]. The $\sim 22 \mathrm{MeV}$ state decays as ${ }^{12} \mathrm{~N}^{*} \rightarrow 3 p+{ }^{9} \mathrm{Be}$, and the proton emission is sequential via intermediate states in ${ }^{10} \mathrm{~B}$.

Exotic isotopes located by several atomic-mass units beyond the proton drip line, may be unbound in respect to $3 p$ emission. The lightest ground-state $3 p$ precursor ${ }^{7} \mathrm{~B}$ was produced in fragmentation reactions of a radioactive beam ${ }^{9} \mathrm{C}$ at intermediate energy [195]. The ground state resonance was measured by applying invariant-mass method to the detected $\alpha+3 p$ decay products. The derived $3 p$-decay energy of 3.58 MeV of the ${ }^{7} \mathrm{~B}$ ground state and $p-{ }^{6} \mathrm{Be}_{\text {g.s. }}$ correlations are consistent with its sequential $p-2 p$ decay via intermediate g.s. of ${ }^{6} \mathrm{Be}$, see the level and decay scheme in Fig. 55(a).

Recently a very exotic $3 p$ resonance, ${ }^{13} \mathrm{~F}$ was observed following a charge-exchange reaction of an intermediate-energy ${ }^{13} \mathrm{O}$ beam [248]. The resonance was found in the invariant-mass distribution of ${ }^{10} \mathrm{C}+3 p$ events and has tentatively been assigned as a $5 / 2^{+}$excited state. The ground state was also expected to be populated, but was not resolved from the background. The observed level decays via initial proton emissions to both the ground and the first $2^{+}$state of ${ }^{12} \mathrm{O}$, which subsequently undergo $2 p$ decay.


Fig. 55. (a) The $4 p$-decay scheme of ${ }^{8} \mathrm{C}$ with intermediate resonances ${ }^{7} \mathrm{~B},{ }^{6} \mathrm{Be}$ and ${ }^{5} \mathrm{Li}$ reported in [195]. The level spin- parities $J^{\pi}$, decay energies $E_{T}$, and widths (in MeV ) are indicated. Arrows illustrate sequential $2 p-2 p$ decay mechanism of ${ }^{8} \mathrm{C}$. (b) General energy conditions required for the true four-nucleon, $4 N$, decay (black arrow) of isotope with mass $A$. Red arrows illustrate the separation energies $S_{(N, 2 N, 3 N)}$ of the respective intermediate nuclei with masses $(A-1),(A-2),(A-3)$.

The ground-state $3 p$ precursor ${ }^{17} \mathrm{Na}$ was observed in a charge-exchange reaction of a radioactive beam ${ }^{17} \mathrm{Ne}$ at intermediate energy [227]. Its spectrum has been derived from the measured ${ }^{14} \mathrm{O}+3 p$ coincidences by the invariantmass method. The ${ }^{17} \mathrm{Na}$ decay-energy spectrum showed a broad bump at $\simeq 4.8 \mathrm{MeV}$ with the ground and excited states unresolved. Then an upper limit of the $3 p$-decay energy of $4.85(6) \mathrm{MeV}$ was reported for the ground state of ${ }^{17} \mathrm{Na}$.

The most heavy isotope located beyond the proton dripline by 4 mass units, ${ }^{31} \mathrm{~K}$ is also unbound with respect to $3 p$ emission. It was produced in a charge-exchange reaction of the ${ }^{31} \mathrm{Ar}$ secondary beam at high energy, and its decays were detected in flight by tracking the trajectories of all decay products using microstrip detectors [247]. The $3 p$ emission processes were studied by the means of angular correlations of the decay products ${ }^{28} \mathrm{~S}+3 p$ as well as the respective decay vertices. The energies of the ground and excited states of ${ }^{31} \mathrm{~K}$ have been determined. This provided its $3 p$ separation energy $S_{3 p}=4.6(2) \mathrm{MeV}$. The upper half-life limit of 10 ps for the observed ${ }^{31} \mathrm{~K}$ states have been derived from the distributions of the decay vertices. The reported states undergo a sequential $p-(2 p)$ decay ${ }^{31} \mathrm{~K} \rightarrow{ }^{30} \mathrm{Ar}+p \rightarrow{ }^{28} \mathrm{~S}+3 p$ via intermediate $2 p$-resonance ${ }^{30} \mathrm{Ar}$ [247].

For all cases of $3 p$ emission mentioned above, a dominant sequential decay mechanism (e.g., $1 p-2 p$ ) was concluded. In the analysis of these cases, the application of the established $2 p$ decay mechanisms is essential.

### 6.2. Four proton emission

The first-measured ground-state $4 p$ emitter is ${ }^{8} \mathrm{C}$. Its decay mechanism was studied in the experiment where ${ }^{8} \mathrm{C}$ was produced in a neutron knockout reaction from a ${ }^{9} \mathrm{C}$ beam [195]. The ${ }^{8} \mathrm{C}$ decay products, $4 p+\alpha$ were measured, and the invariant-mass method was applied. The five-body decay of the ${ }^{8} \mathrm{C}$ ground state was found to proceed in two steps by a sequential $2 p-2 p$ emission of two successive $p p$ pairs via the ${ }^{6} \mathrm{Be}_{\text {g.s. }}$ intermediate state. The isobaric analog of the ${ }^{8} \mathrm{C}$ ground state in ${ }^{8} \mathrm{~B}$ was also found to undergo $2 p$ decay to the isobaric analog of ${ }^{6} \mathrm{Be}_{\text {g.s. }}$ in ${ }^{6} \mathrm{Li}$. Such conclusions were reached on the basis of the corresponding five-body correlations of the decay products, which were projected on the respective three-body systems like ${ }^{6} \mathrm{Be}$. The derived $4 p$-decay scheme with the related intermediate states is shown in Fig. 55.

Very recently, another $4 p$-emitter ${ }^{18} \mathrm{Mg}$ was observed by the invariant-mass reconstruction of ${ }^{14} \mathrm{O}+4 p$ events [110]. The derived ground state decay energy and the width are $E_{T}=4.87(3) \mathrm{MeV}$ and $\Gamma=115(100) \mathrm{keV}$, respectively. The observed momentum correlations between the five particles are reported to be consistent with two sequential steps of prompt $2 p$ decay passing through the intermediate ground state of ${ }^{16} \mathrm{Ne}$.

Four-proton decay channel was also observed in a more complicated 6-particle decay of a high-excitation energy state in ${ }^{12} \mathrm{O}$ into a $4 p+2 \alpha$ channel. In a neutron knock-out reaction from a ${ }^{13} \mathrm{O}$ beam, a state at $\simeq 8 \mathrm{MeV}$ was observed in ${ }^{12} \mathrm{O}$ by detecting the $4 p+2 \alpha$ decay products using invariant-mass method [144]. It was shown that this $4 p+2 \alpha$ emitter decays by a two-step sequential process via an intermediate ${ }^{6} \mathrm{Be}+{ }^{6} \mathrm{Be}$ system where each ${ }^{6} \mathrm{Be}$ subsystem is either in ground or excited states whose $2 p$-decay patterns are well studied. Analogs to these $T=2$ states in ${ }^{12} \mathrm{O}$ were found in ${ }^{12} \mathrm{~N}$ in the $2 p+{ }^{10} \mathrm{~B}$ and $2 p+\alpha+{ }^{6} \mathrm{Li}$ channels.

The available data on experiments with a $4 p$-decay channel revealed only a sequential (e.g., $2 p-2 p$ ) decay mechanism. The established $2 p$-decay mechanisms were applied to decays of subsystems like ${ }^{6} \mathrm{Be}$, which facilitates identification of $4 p$-decay modes. However, in analogy to true $2 p$ decay, a direct simultaneous $4 p$ emission, called the "true $4 p$ " decay mode could be also possible [252]. General separation energy conditions for the true four-nucleon emission are shown in Fig. 55(b). They require that $S_{4 N}<0$ and $S_{N}, S_{2 N}, S_{3 N}>0$, in analogy with the true two-nucleon decay.

For proton-unbound nuclei, it is unlikely that the energy conditions for the true $4 p$ emission are fulfilled in reality. This statement given in Ref. [252] was illustrated by the example of two isobaric mirror pairs, ${ }^{6} \mathrm{He}-{ }^{6} \mathrm{Be}$ and ${ }^{8} \mathrm{He}-{ }^{8} \mathrm{C}$. Their energies were estimated in the independent particle model as

$$
E_{6_{\mathrm{He}}}=2 E_{5_{\mathrm{He}}}+E_{n n}\left({ }^{6} \mathrm{He}\right),
$$

$$
E_{8_{\mathrm{He}}}=2 E_{7_{\mathrm{He}}}+E_{n n}\left({ }^{8} \mathrm{He}\right) .
$$

The phenomenological pairing energy value $E_{n n}\left({ }^{6} \mathrm{He}\right) \simeq 2.8 \mathrm{MeV}$ in ${ }^{6} \mathrm{He}$ was found to be very close to that one $E_{n n}\left({ }^{8} \mathrm{He}\right)$ $\simeq 3.1 \mathrm{MeV}$ in ${ }^{8} \mathrm{He}$. Within the same approximation, the respective energies of the ${ }^{6,8} \mathrm{He}$ isobar mirrors in ${ }^{6} \mathrm{Be},{ }^{8} \mathrm{C}$ are

$$
\begin{aligned}
& E_{6_{\mathrm{Be}}}=2 E_{5_{\mathrm{He}}}+E_{n n}\left({ }^{6} \mathrm{He}\right)+2 V_{\alpha-p}^{\text {coul }}+V_{p-p}^{\text {coul }}, \\
& E_{8_{\mathrm{C}}}=2 E_{7_{\mathrm{He}}}+E_{n n}\left({ }^{8} \mathrm{He}\right)+4 V_{\alpha-p}^{\text {coul }}+6 V_{p-p}^{\text {coul }}
\end{aligned}
$$

The Coulomb energy contributions are growing much faster than the corresponding nuclear contributions with increasing number of valence nucleons. These simple estimates demonstrate that the decay-energy conditions for true $4 p$ emitters are rather unfavorable, and that the $4 p$ decays should have the mechanism of sequential $2 p-2 p$ emission. Indeed, the energy conditions for the true $2 p$ decay are realized in ${ }^{6}$ Be but not in ${ }^{8} \mathrm{C}$ (see Fig. 55), and the sequential $2 p$ $2 p$ emission is the dominating decay mode [195]. However one may not exclude, that some special nuclear configuration may be realized beyond the proton drip line, which can make the true $4 p$ emission possible.

The unbound isotopes with large decay energy are open to channels with even larger number of protons. For example, the unobserved yet isotope ${ }^{20} \mathrm{Si}$ is open into the $6 p+{ }^{14} \mathrm{O}$ exit channel with the expected sequential decay chain ${ }^{20} \mathrm{Si} \rightarrow 2 p$ $+{ }^{18} \mathrm{Mg} \rightarrow 4 p+{ }^{16} \mathrm{Ne} \rightarrow 6 p+{ }^{14} \mathrm{O}$. Such isotopes can be populated in a $2 n$ knock-out reaction $\left({ }^{22} \mathrm{Si}\right.$, $\left.{ }^{20} \mathrm{Si}\right)$, which may be feasible in large-scale RIB facilities like RIBF (Japan), FRIB (USA) or FAIR (Germany).

### 6.3. Three-body decays without pp pairs in exit channel

Three-body approaches developed for $2 p$ decays can be applied also to other 3-particle decay channels. First such attempt was dedicated to decays of the ground state of ${ }^{9} \mathrm{~B}$ into $\alpha+\alpha+p$ and its IAS in ${ }^{9} \mathrm{Be}^{*} \rightarrow \alpha+\alpha+n$ [253], where a democratic decay channel was identified.

Emission of $3 \alpha$ from ${ }^{12} \mathrm{C}$ excited states, and in particular from the astrophysically-important Hoyle state was studied in a number of experiments, see the Ref. [254] and references therein. Special three-body treatment of three identical $\alpha$-particles in the exit channel is required there, and a sequential decay via intermediate ${ }^{8} \mathrm{Be}$ is established.

An asymmetric fragment emission, ${ }^{8} \mathrm{Li}^{*}\left(4^{+}\right) \rightarrow \alpha+t+n$ was reported in Ref. [255], and its inspection has revealed a democratic decay mechanism. However, the decay mechanism of its mirror state ${ }^{8} \mathrm{Be}^{*} \rightarrow \alpha+t+p$ was interpreted as a sequential emission via the intermediate state ${ }^{7} \mathrm{Li}^{*}\left(7 / 2^{-}\right)$[195].

The unbound nuclei with large decay energy are open to a number of channels with multi-particle emission. Investigations of four-, five- and even six-particle decay channels of high-lying levels in light nuclei were reported, where the nuclei of interest were populated by using reactions with a ${ }^{9} \mathrm{C}$ beam at intermediate energy [195].

### 6.4. Towards limits of existence of nuclear structure of proton-rich isotopes

One of the fundamental goals of nuclear science is to establish the limits of existence of nuclear structure (i.e., individual states) in nuclear systems. In particular, there is a number of yet unobserved discrete proton resonances which may be distinguished from the continuum. Such resonances are usually identified as individual nuclei. A general trend of groundstate properties along an isotope chain is that their widths become broader with increasing imbalance between proton and neutron numbers, which makes the identification of such states (and thus isotope assignment) increasingly difficult. One may expect a limit of existence of such states (i.e., nuclear structure) far beyond the proton drip line.

To shed light on this question, a simple quasi-classical approach was applied in Ref. [77]. A nuclear ( $Z, A$ ) configuration was assumed to have an individual structure, with at least one distinctive state (typically the ground state), if the orbiting valence protons of the system are reflected from the corresponding nuclear barrier at least one time. Then, the nuclear half-life value (or width of the state) may be used as a criterion of such an existence. The very long-lived particle-emitting states may be considered as quasistationary. For example, the known heavy $2 p$ radioactivity precursors (i.e., ${ }^{45} \mathrm{Fe},{ }^{48} \mathrm{Ni}$, ${ }^{54} \mathrm{Zn}$, and ${ }^{67} \mathrm{Kr}$ ) have half-lives of few milliseconds. For the long-lived states, modifications of nuclear structure by the coupling with continuum are negligible. In contrast, the continuum coupling becomes increasingly important for the very short-lived unbound ground states, which can be regarded as a transition to continuum dynamics of the open nuclear system. In Ref. [77], the evolution of the ground state widths was considered for the argon and chlorine isotope chains. The isotopes ${ }^{26} \mathrm{Ar}$ and ${ }^{25} \mathrm{Cl}$ were predicted as the most remote nuclear configurations with identified ground states having widths smaller than $3-5 \mathrm{MeV}$.

Similar estimates can be applied to other isotope chains. The width estimates for argon and chlorine isotope chains [77] were recently complemented by a global prediction of decay energies for proton unbound nuclei [87]. Such estimates allow to expect a number of previously unknown unbound isotopes located within a relatively broad (2-5 neutrons) area along the proton drip line. For more exotic nuclear systems, beyond such a domain, no ground states, and thus no new isotope identification, are expected. Then a new borderline indicating the limits of existence of isotopes on the nuclear chart, and the transition to chaotic nucleon matter may be established.


Fig. 56. Widths $\Gamma$ and respective half-lives $T_{1 / 2}$ for (a) one-nucleon, (b) true two-nucleon, (c) true $4 n$ emission calculated for different orbital configurations as functions of total decay energy $E_{T}$ [252]. The estimates use the integral formulas in a simplified semi-analytical approach [58]. In the case of neutron emission, the low-energy behavior of the widths has an asymptotic dependence $E_{T}^{\alpha}$, as is indicated next to the corresponding curves. The hatched area shows the lifetime range accessible by decay-in-flight techniques. The results for ${ }^{26}$ S from Ref. [84] are represented in panel (b) by the thick dots. The dash-dotted curve in panel (c) provides the estimate of the sequential ( $2 n$ )-( $2 n$ ) decay of ${ }^{28} \mathrm{O}$ via ${ }^{26} \mathrm{O}$ g.s., whose decay energy is assumed to be 20 keV .
Source: The figure is adopted from [252].

The most-remote identified isotopes like ${ }^{17} \mathrm{Na}$ or ${ }^{31} \mathrm{~K}$ (located 4 neutrons beyond the proton dripline) were observed in charge exchange reactions with radioactive beams. In future, similar charge exchange reactions with the most exotic beams like ${ }^{48} \mathrm{Ni}$ or ${ }^{67} \mathrm{Kr}$ may be used in order to gain access to nuclear systems located up to 7 mass units beyond the proton drip line. In such nuclear systems, the validity of the basic concepts, like the mean-field and the Pauli principle, may be tested [247].

## 7. Related few-body phenomena

### 7.1. Two-neutron vs. two-proton emission

In analogy to true, democratic and sequential $2 p$ decays, similar mechanisms may be considered for $2 n$ emission by using the same energy criteria shown in Fig. 3. The true $2 n$ decay is the direct analog of true $2 p$ decay across the isobar. With the progress in reaching experimentally the neutron drip-line, there is possibility that neutron(s) emission may even take the form of $2 n$ radioactivity.

A simple theoretical model to estimate the widths of true multi-nucleon decays was formulated in Ref. [252] on basis of the integral formulas developed for $2 p$ radioactivity by using a simplified semi-analytical approach [58]. A number of candidate nuclei emitting $1 n, 2 n, 4 p$ and $4 n$ in $s$-, $p$-, $d$-, $f$-waves were considered. The calculated widths and respective half-lives are shown in Fig. 56 as functions of the total decay energy which was unknown for the most cases. In this section, we discuss only true $2 n$ decays. The prospects of a true four-nucleon decay will be discussed in Section 7.2.

For the reference case of $1 p / 1 n$ emission, simple width estimates obtained by the standard R-matrix expression are shown in Fig. 56(a). For example, the decay energy window for proton radioactivity (with half-life exceeding 1 ps ) ranges from 50 to 200 keV for ${ }^{25} \mathrm{P}$. Then its isobar mirror ${ }^{25} \mathrm{O}$ may undergo neutron radioactivity if the decay energy $E_{T} \leq 1 \mathrm{keV}$ (for assumed $d$-wave). One may conclude, that the realistic chance to find $1 n$ radioactivity may appear only for $\bar{f}$ wave and higher $L$ states in the heavier neutron drip-line nuclei which are un-observed yet.

Width and half-life calculations for the true two-nucleon decays are given in Fig. 56(b). The example of isobaric pair ${ }^{26} \mathrm{~S}-{ }^{26} \mathrm{O}$ is presented for $s-, p$-, $d$-, $f$-waves. The possible $2 n$ radioactivity has a few important differences in comparison to the $1 n$ radioactivity [252].

- Low-energy s-wave neutron emission could take place in the form of a virtual state, which cannot be interpreted in terms of width, and thus the neutron $s$-wave curve is missing in Fig. 56(a). In contrast, the true $2 n$ emission has an additional effective centrifugal barrier, and a narrow resonance state is formed even for the decay of a [ $s^{2}$ ] configuration.
- The decay-energy window for $2 p$ radioactivity of ${ }^{26} \mathrm{~S}$ ranges from 0.5 to 1.7 MeV , thus, is about 10 times broader than for the proton radioactivity of ${ }^{25} \mathrm{P}$. The energy window for the true 2 n decay is much broader than for one-neutron decay: for the $\left[d^{2}\right]$ and the $\left[f^{2}\right]$ configurations, the decays would be ascribed as radioactive for decay energies ranging up to 200 and 600 keV , respectively. Such energy ranges make the existence of true $2 n$ radioactivity much more probable.
- At variance to the $1 n$ situation, the $2 n$ estimates in Fig. 56(b) should be interpreted as lifetime limits due to the possibility of configuration mixing. The $\left[s^{2}\right]$ and $\left[p^{2}\right]$ curves are likely to provide lower lifetime limits for $s-d$ and $p-f$ configurations, respectively. The $\left[d^{2}\right]$ and $\left[f^{2}\right]$ curves provide upper lifetime limits for them.


Fig. 57. The decay and level schemes of ${ }^{16} \mathrm{Be}$ and ${ }^{15} \mathrm{Be}$ isotopes derived in Refs. [256,257]. The measured $2 n$ decay of ${ }^{16} \mathrm{Be}$ ground state (red line) is shown by the dotted arrow. The vertical axis shows the decay energies with respect to the ${ }^{14} \mathrm{Be}+2 n$ threshold. The dashed black lines represent shell model calculations within the s-p-sd-pf model space [256].

The prospects of experimental search for $1 n / 2 n$ radioactivity concluded in [252] are: (i) The observation of neutron radioactivity in $s$ - $d$ shell nuclei seems unrealistic, but sufficiently long lifetimes may occur in decays of heavier ( $p$ - $f$ shell) systems. (ii) The estimated lifetimes for true $2 n$ emission are much longer compared to the lifetimes of $1 n$ emitters with the same energy. For that reason, the existence of $2 n$ radioactivity is plausible, since the energy windows corresponding to the radioactive timescale is reasonably broad.

The experiments on neutron unbound nuclei provided data in qualitative agreement with these general theoretical predictions. Below, we present two examples of $2 n$ decays from the ground states of ${ }^{16} \mathrm{Be}$ and ${ }^{26} \mathrm{O}$.

### 7.1.1. 2n Decay of ${ }^{16} \mathrm{Be}$

The $2 n$ emission from the ${ }^{16} \mathrm{Be}$ ground state was observed following the $1 p$ removal reaction from a ${ }^{17} \mathrm{~B}$ beam at energy of 53 AMeV . The neutrons were detected with the Modular Neutron Array MoNA in coincidence with charged fragments. The three-body decay energy, as well as the ${ }^{14} \mathrm{Be}-n-n$ correlations were measured [256]. The ground state energies of ${ }^{16} \mathrm{Be}$ and ${ }^{15} \mathrm{Be}$ were determined to be $1.35(10) \mathrm{MeV}$ and $1.8(1) \mathrm{MeV}$, respectively, see Fig. 57 [257].

The reported widths of the ground states of ${ }^{15} \mathrm{Be}$ and ${ }^{16} \mathrm{Be}$ are $0.58(20)$ and $0.8(2) \mathrm{MeV}$, respectively. These values suggest that both true and democratic $2 n$-decay mechanisms are possible, and a transition mechanism cannot be excluded as well. The measured ${ }^{14} \mathrm{Be}-n-n$ events demonstrate strong $n-n$ correlations of a di-neutron type, which called for further studies with three-body approaches. The dominating di-neutron configuration and the computed width of the $0^{+}$ground state [148] are consistent with the data, as well as with the R-matrix calculations for the true three-body continuum [141]. Both three-body models predict the $0^{+}$width of 0.17 MeV which underestimates the measured value of $0.8(2) \mathrm{MeV}$. If the theoretical predictions are correct, the true $2 n$ decay should occur, while the experimental data suggests rather a democratic mechanism. Therefore, final conclusions on the $2 n$-decay mechanism require more precise measurements and calculations.

### 7.1.2. $2 n$ Decay of ${ }^{26} 0$. Is $2 n$ radioactivity observed?

Striking results were obtained is studies of $2 n$ decay of ${ }^{26} \mathrm{O}$. The definite proof that ${ }^{26} \mathrm{O}$ is indeed unbound was established in an invariant mass measurement at NSCL/MSU [258]. The setup was similar to the previously discussed ${ }^{16} \mathrm{Be}$ experiment. Ions of ${ }^{26} \mathrm{O}$ were produced by the $1 p$ removal reaction from a secondary ${ }^{27} \mathrm{~F}$ beam. The three-body decay energy spectrum obtained from the measured ${ }^{24} 0-n-n$ correlations showed a clear peak near the threshold. The extracted decay energy was $150_{-150}^{+50} \mathrm{keV}$ [258]. The observed width was dominated by the experimental resolution so that the expected very narrow width of the ground state could not be determined. This limit was confirmed by the GSI-LAND group which reported the ${ }^{26} \mathrm{O}$ ground state to be unbound by less than 120 keV [259]. The decay scheme of ${ }^{26} \mathrm{O}$ is shown in Fig. 58. The ground state of the intermediate, unbound ${ }^{25} \mathrm{O}$ is located about 600 keV above the ${ }^{26} \mathrm{O}$ ground state and this speaks in favor of the true $2 n$ decay mechanism.

In a following experiment at NSCL/MSU, an original technique developed to measure the lifetimes of neutron unbound nuclei was applied to ${ }^{26} \mathrm{O}$ [260]. The decay of ${ }^{26} \mathrm{O} \rightarrow{ }^{24} \mathrm{O}+n+n$ was examined in the picosecond time range. The scheme illustrating half-life measurements of the in-flight decay of ${ }^{26} \mathrm{O}$ within the thick target is shown in Fig. 59(a). Due to energy loss of ${ }^{24} \mathrm{O}$ fragment in the thick target, an average value of relative ${ }^{24} \mathrm{O}-n$ velocities $V_{\text {rel }}$ should be either negative or zero depending where the decay occurs. The experimental distribution of $V_{\text {rel }}$ is shown in Fig. 59(b) where it is compared with MC simulations of delayed decays. The half-life of ${ }^{26} \mathrm{O}$ extracted by fitting the $V_{\text {rel }}$ distribution was $4.5_{-1.5}^{+1.2}$ (stat) $\pm 3$ (syst) ps. This corresponded to ${ }^{26} \mathrm{O}$ having a finite lifetime at an $82 \%$ confidence level and, thus, suggested the possibility of $2 n$ radioactivity. To verify this conclusion, a detailed study of long lived (radioactive) true $2 n$ emitters was performed [261]. Using a dedicated three-body ${ }^{24} \mathrm{O}-n-n$ model, it was found that the evidence for $2 n$ radioactivity of ${ }^{26} \mathrm{O}$ with the reported


Fig. 58. The decay and level schemes of ${ }^{26} \mathrm{O}$ and ${ }^{25} \mathrm{O}$ isotopes (dashed lines with $J^{\pi}$ and energies with respect to the ${ }^{24} \mathrm{O}+2 n$ threshold) derived in Ref. [258]. The measured $2 n$ decay of ${ }^{26} \mathrm{O}$ g.s. is shown by the red arrow.



Fig. 59. (a) Scheme of the in-flight decay of ${ }^{26} \mathrm{O}$ within the thick ${ }^{9}$ Be target measured in [260], which is illustrated for two cases: (on top) very short lifetime corresponding to an immediate decay and (on bottom) a lifetime $\geq 30$ ps which allows the ${ }^{26} \mathrm{O}$ to exit the target before decaying. (b) Experimental distribution of relative ${ }^{24} \mathrm{O}-n$ velocity $V_{\text {rel }}$ from the decay of ${ }^{26} \mathrm{O}$ compared to the MC simulations where the ${ }^{26} \mathrm{O}$ half-life value is set as 0,4 , and 10 ps according to Ref. [260].
Source: The figures (a,b) are reprinted with permission from Ref. [260].
© 2013 by the American Physical Society.
lifetime should correspond to extremely low decay energy of $\leq 1 \mathrm{keV}$. Or, reversely, the reported decay energy should result in much shorter lifetime. Such a contradiction between the measured decay energy and width calls for more accurate studies of this phenomenon by using finer experimental techniques. Additionally, it has been demonstrated that the three-body force is crucial in describing the ground states of dripline systems [262-264]. The interplay between the three-body force and the low-lying continuum is essential in ensuring the proper binding of ${ }^{26} \mathrm{O}$, as has been established in several studies [106,262,265-271]. However, despite these findings, there has been little research into the impact of the three-body force on the multi-nucleon decay mechanism. This is an area that warrants further investigation and could lead to interesting discoveries.

The next measurement of three-body ${ }^{24} \mathrm{O}-n-n$ correlations [272] following decays of ${ }^{26} \mathrm{O}$ was not sensitive to the decay mechanism due to the experimental resolutions. However, the three-body correlations were found to be sensitive to the resonance energy of ${ }^{26} \mathrm{O}$. An upper limit of 53 keV was extracted for the decay energy of the ${ }^{26} \mathrm{O}$ ground state. Finally, the best up-to-date invariant mass spectroscopy of ${ }^{26} \mathrm{O}$, following one-proton removal from ${ }^{27} \mathrm{~F}$, has been performed at RIKEN [273]. The ground state was found to lie only $18 \pm 3$ (stat) $\pm 4$ (syst) keV above the $2 n$ decay threshold. According to Ref. [261], such an energy favors a half-life much shorter $\left(\sim 10^{-15} s\right)$ than that reported in Ref. [260]. Thus, the intriguing race for the discovery of $2 n$ radioactivity is still going on.

### 7.2. Five-body decays: $4 n$ vs. $4 p$ emission

Similarly to $4 p$ decays which are considered in Section 6.2, true $4 n$ emission is also possible for the case when two more neutrons added on top of a true $2 n$ precursor constitute a system that has only a true $4 n$-decay branch, which is illustrated in Fig. 55(b) where the necessary binding energies of all subsystems of a $4 n$ precursor are present.

The important feature of the true few-body emission is the existence of effective few-body centrifugal barriers which grow rapidly as the number of emitted particles increases. The predictions of half-lives of true $4 n$ emitters, given by the integral formula method [252], are presented in Fig. 56(c) by examples of $\left[s^{2} p^{2}\right]$ and $\left[s^{2} d^{2}\right]$ valence-neutron configurations. One may see that the estimated half-lives for true $4 n$ emission are much longer compared to the half-lives of $2 n$ emitters with the same energy (compare the panels (b) and (c) in Fig. 56). The given examples of ${ }^{7} \mathrm{H}$ (neutron $\left[s^{2} p^{2}\right]$ configuration) and ${ }^{28} \mathrm{O}\left(\left[s^{2} d^{2}\right]\right.$ configuration) demonstrate a dramatic increase of the estimated half-life by the factor of 1000 , which


Fig. 60. The decay and level schemes of ${ }^{7} \mathrm{H}$ isotope and its subsystems ${ }^{4} \mathrm{H},{ }^{5} \mathrm{H}$ [281-283], and ${ }^{6} \mathrm{H}$ [284,285]. The solid red arrow illustrates the decay mechanism of the ${ }^{7} \mathrm{H}$ ground state which is expected to be true $4 n$ emission [279]. The dotted blue arrows illustrate the decay mechanism of the higher excitations in ${ }^{7} \mathrm{H}$ [280], which are expected to be sequential $2 n+2 n$ and $n+n+2 n$ emissions via the ${ }^{5} \mathrm{H}$ and ${ }^{6} \mathrm{H}$ excited states, respectively. The gray line shows the ${ }^{7} \mathrm{H}$ g.s. assigned in Ref. [276].
Source: The figure is adopted from [280].
allows for searches in the broader range of $4 n$-decay energies, up $\sim 1 \mathrm{MeV}$. Then $4 n$ radioactivity is plausible, since the energy window corresponding to the radioactive timescale is estimated to be reasonably broad. Therefore, the prospects to search for $4 n$ radioactivity could be also promising like the searches for $2 n$ radioactivity.

There were several experiments searching for a ${ }^{7} \mathrm{H}$ resonance by using a reaction of proton removal from ${ }^{8} \mathrm{He}$ secondary beam. The ${ }^{1} \mathrm{H}\left({ }^{8} \mathrm{He},{ }^{2} \mathrm{He}\right)$ reaction was studied in Ref. [274], and evidence for the population of the ${ }^{7} \mathrm{H}$ spectrum right above the ${ }^{3} \mathrm{H}+4 n$ threshold was demonstrated. Then the search for a long-living ${ }^{7} \mathrm{H}$ produced in the ${ }^{2} \mathrm{H}\left({ }^{8} \mathrm{He},{ }^{3} \mathrm{He}\right)$ reaction was made in Ref. [275] resulting in the ascertainment of the lower decay-energy limit $E_{T}>50-100 \mathrm{keV}$ for the ${ }^{7} \mathrm{H}$ ground state. The observation of a low-lying ${ }^{7} \mathrm{H}$ resonant state populated in the ${ }^{12} \mathrm{C}\left({ }^{8} \mathrm{He},{ }^{7} \mathrm{H}\right){ }^{13} \mathrm{~N}$ reaction was declared in Ref. [276]. Despite the difficulty of the reaction-channel identification in the active target MAYA, the ground state was claimed to be at $E_{T}=0.57_{-0.21}^{+0.42} \mathrm{MeV}$. A similar measurement by using reaction ${ }^{19} \mathrm{~F}\left({ }^{8} \mathrm{He},{ }^{7} \mathrm{H}\right){ }^{20} \mathrm{Ne}$ provided another estimate $E_{T}=$ $0.73_{-0.47}^{+0.58} \mathrm{MeV}$ [277]. The next attempt to discover ${ }^{7} \mathrm{H}$ was made using the ${ }^{2} \mathrm{H}\left({ }^{8} \mathrm{He},{ }^{3} \mathrm{He}\right)$ reaction [278], and an indication for a state at $\sim 2 \mathrm{MeV}$ was obtained. The recent most accurate data on the ${ }^{7} \mathrm{H}$ system were obtained in two subsequent experiments using the reaction ${ }^{2} \mathrm{H}\left({ }^{8} \mathrm{He},{ }^{3} \mathrm{He}\right)^{7} \mathrm{H}$ at energy of $26 \mathrm{AMeV}[279,280]$. The ${ }^{7} \mathrm{H}$ missing mass energy spectrum, the ${ }^{3} \mathrm{H}$ energy, and the angular distributions in the ${ }^{7} \mathrm{H}$ decay frame were reconstructed, which allowed for ascribing lowenergy states of ${ }^{7} \mathrm{H}$, and in particular its ground state at $2.2(5) \mathrm{MeV}$. The derived level and decay scheme of ${ }^{7} \mathrm{H}$ is shown in Fig. 60 together with its subsystems ${ }^{4-6} \mathrm{H}$. Results of these experiments suggest the true $4 n$ decay mechanism for the ground state of ${ }^{7} \mathrm{H}$, although unknown states of the least studied system, ${ }^{6} \mathrm{H}$, could affect this conclusion.

In order to clarify a $4 n$ decay mechanism of ${ }^{7} \mathrm{H}$, its subsystem ${ }^{6} \mathrm{H}$ was studied in the direct ${ }^{2} \mathrm{H}\left({ }^{8} \mathrm{He},{ }^{4} \mathrm{He}\right){ }^{6} \mathrm{H}$ transfer reaction with a secondary ${ }^{8} \mathrm{He}$ beam at energy of 26 AMeV [285]. The measured missing mass spectrum showed a broad bump at $4-8 \mathrm{MeV}$ energy relative to the ${ }^{3} \mathrm{H}+3 n$ decay threshold. This bump was interpreted as a broad resonant state in ${ }^{6} \mathrm{H}$ at $6.8(5) \mathrm{MeV}$. The obtained missing mass spectrum allowed also to derive the lower limit for the possible resonant state energy in ${ }^{6} \mathrm{H}$ at $4.5(3) \mathrm{MeV}$, and there were no events registered below 3 MeV which contradicts the results of Ref. [284]. According to the pairing energy estimates in [285], such a $4.5(3) \mathrm{MeV}$ resonance was mentioned as a candidate for the ${ }^{6} \mathrm{H}$ ground state, see Fig. 60 . This would confirm that the decay mechanism of the ${ }^{7} \mathrm{Hg}$ g.s. (located at 2.2 MeV above the ${ }^{3} \mathrm{H}+4 n$ threshold) is the true $4 n$ emission.

One should note that the half-life of the true $4 n$-precursor ${ }^{7} \mathrm{H}$ ground state at 2.2 MeV is estimated to be shorter than $10^{-19} \mathrm{~s}$ according to the calculations shown in Fig. 56(c), which excludes $4 n$ radioactivity here. However, if the ground state of ${ }^{7} \mathrm{H}$ is at $0.57_{-0.21}^{+0.42} \mathrm{MeV}$, as assigned in Ref. [276], then its decay would correspond to the radioactivity time range.

### 7.3. Tetraneutron

The study of multi-nucleon emission can shed light on the four-neutron system - the tetraneutron - which bridges the finite systems with nuclear matter and provides valuable insights into the short-range nuclear interaction in the presence of the low-lying continuum. Due to its extreme proton-neutron ratio, the tetraneutron is situated at the edge of nuclear stability. The question of the tetraneutron is a complex one, and this manifests itself in the controversies concerning experimental studies as well as theoretical predictions.

The experimental searches for a four-neutron system have been performed since 1963 [286], resulting in only a few indications of its existence so far [287-290].

To figure out the true nature of an observed resonant state, one needs to distinguish the genuine resonance from a final-state effect (scattering feature). A similar situation arises in the case of neutron-neutron or proton-proton dimers. The former is unable to form neither as a bound state nor as a resonance. It gives rise to a virtual (antibound) state,
which is characterized by the negative energy and zero decay width, but has a different asymptotic behavior than the bound state [291]. In case of the diproton, the presence of the Coulomb barrier gives rise to a subthreshold resonance that has negative energy but a large decay width. While such exotic resonant states cannot be directly observed, they can be identified by enhanced scattering strength just above the threshold and strong final-state effects, making them more akin to scattering features than true resonances.

Regarding the tetraneutron, it has been established that the attractive nuclear interaction alone is insufficient to produce a bound state [292,293]. However, the question of whether the system can exist as a resonance under the interplay among pairing, many-body correlation, and continuum effects remains an open and ongoing area of research [294].

The status of the tetraneutron was investigated using the No-Core Shell Model (NCSM) based on a realistic JISP16 interaction [295,296]. As the continuum was absent, the single-state harmonic oscillator representation of scattering equations (SS HORSE) technique was used to calculate the $S$-matrix resonant parameters. The results predicted a resonance near the threshold, with an energy of 0.8 MeV and a width $\Gamma$ of about 1.4 MeV , which was found to be insensitive to the choice of the nucleon-nucleon interaction [295,297]. The Green Function Monte Carlo (GFMC) method also supported the existence of the tetraneutron resonance [293,298]. However, it has been debated that such extrapolation might not be accurate due to the discontinuity at the threshold [299,300], also known as the Wigner cusp [301]. The No-Core Gamow Shell Model (NCGSM) was developed to explicitly include the continuum [302,303], which is crucial for an open quantum system such as the tetraneutron. By utilizing the Berggren basis, the bound, Gamow, and scattering states were described on the same footing, and the pole obtained in Ref.[302] was found to represent a scattering feature rather than a genuine nuclear state. A later study by Ref. [303], using a larger model space, indicated a resonance at 2.64 MeV , with a width of 2.38 MeV , which was short enough to influence the formation of a nucleus and make it close to a threshold resonance.

On the other side, the system was investigated in the few-body frameworks, such as the Gaussian expansion method and the Faddeev-Yakubovsky formalisms [304,305]. These studies utilized a four-body Jacobi coordinate to give a proper asymptotic behavior and the complex-scaling method to obtain the resonance with the outgoing boundary condition. Consequently, it was found that the results are sensitive to the isospin $T=3 / 2$ three-body force. Ref.[304], based on the parameters constrained by the low-lying states of ${ }^{4} \mathrm{H},{ }^{4} \mathrm{He}$, and ${ }^{4} \mathrm{Li}$ and the ${ }^{3} \mathrm{H}+n$ scattering, did not obtain the tetraneutron resonance and suggested that the tetraneutron signal could possibly come from some unknown dynamical phenomena. A similar conclusion was drawn by Ref.[306], in which the problem was solved by Alt, Grassberger, and Sandhas (AGS) equations. Within an adiabatic hyperspherical framework [307,308], it has been demonstrated that, due to the long-range universal physics analogous to the Efimov effect, an enhancement of the density of states, or of the Wigner-Smith time delay, would appear near the threshold of the tetraneutron even without forming a resonance. Most recently, Ref.[309] showed through a reaction model that the sharp low-energy peak observed in the experiment [290] could also be a consequence of dineutron-dineutron correlations and is expected in the decay of other systems containing four-neutron halos.

As discussed above, distinguishing between a scattering feature and a resonance is challenging, and further experiments with other observables [310] or crosschecks from different reactions may be necessary. Multi-nucleon emission also provides a way to study the nucleon-nucleon/dinucleon-dinucleon correlations, as well as the in-medium effect for the tetraneutron system.

## 8. Outlook and conclusions

### 8.1. Global predictions

Presently the landscape of $2 p$ decay studies is limited to nuclei with atomic number up to $Z=36$ (krypton). Natural question arises whether this phenomenon does occur, and can be experimentally studied, in heavier regions of the nuclidic chart. The first, global investigation of the ground-state $2 p$ emission along the whole chart of nuclei was carried out by Olsen et al. [85,86]. This work was based on large-scale mass table calculations which used the state-of-the-art nuclear energy density functional (EDF) theory with six different effective Skyrme interaction models [311]. These calculations were used to predict all relevant separation energies. The results were not as accurate as in the method using the Coulomb displacement energies, but they allowed for a global, qualitative survey. To estimate half-lives, two simplified models of $2 p$ emission were used: a direct-decay model and a diproton model [85] (see Section 2.2). In addition, a competition from $\alpha$ decay was considered by employing a global phenomenological formula for the $\alpha$-decay half-life from Ref. [312]. In search for true $2 p$ decay candidates the energy criterion $Q_{2 p}>0, Q_{p}<0.2 Q_{2 p}$ was applied. It follows the observation (see Section 4.5 and Fig. 46) that if the decay energy for the single-proton emission is positive but small enough, the simultaneous $2 p$ emission dominates the decay. In order to assure that the decay can compete with $\beta^{+}$decay and with $\alpha$ decay, but is slow enough for the projectile fragmentation technique, the additional time criteria were adopted: $100 \mathrm{~ns}<T_{1 / 2}^{2 p}<100 \mathrm{~ms}$, and $T_{1 / 2}^{2 p}<10 T_{1 / 2}^{\alpha}$, where $T_{1 / 2}^{\alpha}$ is the partial half-life for $\alpha$ decay. Nuclei fulfilling these criteria were found for all elements between argon $(Z=18)$ and tellurium $(Z=52)$. The position of these candidates, averaged over six mass models considered, is shown in Fig. 61 with dashed and dashed-dotted lines for the direct and diproton model, respectively. No such candidates were found above tellurium [86]. For the region between tellurium and lead ( $52<Z \leq 82$ ), however, the candidates were found which fulfilled, in addition to the time criteria mentioned above, the energy condition $\mathrm{Q}_{2 p}>0, \mathrm{Q}_{p}>0.2 \mathrm{Q}_{2 p}$, which corresponds to the sequential emission of two protons ( $p p$ ) [86], see


Fig. 61. The landscape of ground-state $2 p$ radioactivity. The known proton-rich even-even nuclei are marked by yellow squares, stable even-even nuclei by black squares, and $2 p$ emitters known in 2013 by stars. The dotted line shows the experimental reach at 2013. Other lines represent averages of predictions by six interaction models considered. The solid line shows the $2 p$ drip-line, the dashed line indicates the average position of the true $2 p$ (blue) and sequential $p p$ (brown) decay candidates from the direct decay model. The dash-dotted (red) line indicates the position of the true $2 p$ candidates from the diproton model.
Source: Figure from Ref. [86].

Fig. 61. This is a consequence of the high Coulomb barrier in these nuclei. To meet the adopted half-life conditions, the system has to be so far beyond the drip-line, that the single-proton emission can proceed unsuppressed. That also means that beyond the proton drip-line there exist a large territory of $\beta$-decaying nuclei. Finally, above $Z=82$ the $\alpha$ decay was found to dominate totally. Comparison of the predicted location of the most probable $2 p$ decay candidates with known experimental $2 p$ emitters indicated that the uncertainty of the predictions presented in Refs. [85,86] is about one mass unit for a given element. A very interesting finding was that for two candidates, ${ }^{103} \mathrm{Te}$ and ${ }^{145} \mathrm{Hf}$, a possible competition of $\alpha$ decay with $2 p$ and $p p$ emission, respectively, may be expected.

Recently, a new approach to the global prediction of the ground-state $2 p$ emission was undertaken, based on the Bayesian Model Averaging (BMA) analysis of nuclear masses [87]. In this method the quality of mass predictions is improved by including the current experimental information through machine learning techniques. Patterns of systematical deviations between predicted and measured masses are quantified using statistical Bayesian Gaussian process techniques [313] and then averaged over different mass models taken into account. In this way, the "collective" prediction of maximized accuracy, rooted in available experimental knowledge, is obtained. This approach was presented in more details and applied to the neutron drip-line predictions in Ref. [314]. In the proton drip-line analysis, density functional theory with nine different EDFs, and a few different Bayesian averaging methods were considered. Using the condition for the true $2 p$ decay $Q_{2 p}>0, Q_{p}<0$, the probability for the $2 p$ decay was determined. The $2 p$-decay half-lives were estimated with the diproton model described in Ref. [85] and the practical range of the half-lives: $100 \mathrm{~ns}<T_{1 / 2}^{2 p}<100 \mathrm{~ms}$ was imposed in addition. The resulting prediction for $2 p$ radioactivity is shown in Fig. 62. In general, they are consistent with the current experimental status of the $2 p$ decay and with the predictions of Refs. [85,86]. The promising candidates for the $2 p$ radioactivity are found in all even- $Z$ elements under consideration until tellurium ( $Z=52$ ). For heavier elements $(Z>52)$ the Coulomb barrier is too high for the true $2 p$ decay, that is why the sequential $p p$ emission is expected in this region.

### 8.2. Summary

The program of $2 p$ emission studies got a new impetus about 20 years ago when the ground-state $2 p$ radioactivity of ${ }^{45} \mathrm{Fe}$ was discovered [32,33]. The progress in this field, especially on experimental side, has been continuous, albeit slower than desired. The main impeding factor is the difficulty to produce the nuclei of interest which are beyond the proton dripline. Short half-lives of $2 p$ radioactive nuclei require high-energy in-flight production techniques. Only a few fragmentation facilities worldwide have been providing sufficient conditions for this task, as shown in Table 2. And still among the four cases of medium-mass $2 p$ radioactivity, shown in the right panel of Fig. 4, the record of statistics - about 100 decays observed - was achieved for ${ }^{45} \mathrm{Fe}$ in 2007 [73]. The further advances in this research field, especially in view of predictions discussed above, are expected when new facilities will start operation. The FRIB laboratory, at the Michigan


Fig. 62. $Q_{2 p}$ values predicted by the Bayesian Model Averaging method for even-even isotopes beyond the proton drip-line between sulfur ( $Z=16$ ) and mercury ( $Z=80$ ). The solid lines (red and blue) mark the adopted half-life limits. The mass numbers of selected isotopes are indicated. The nuclei with the $2 p$ decay probability larger than 0.4 are marked by filled circles.
Source: Reprinted with permission from Ref. [87].
© 2020 by the American Physical Society.

State University (USA) just started running, initially with lower beam intensities. In the next few years, when the full power will be reached, the significant progress in study of known $2 p$ emitters and discoveries on new $2 p$-emitting nuclei, are expected. Similarly, the FAIR facility near Darmstadt (Germany), in spite of delays in construction, is hoped to provide excellent conditions for investigations of proton emitting heavier nuclei in the next decade.

On the other hand, a more substantial progress was achieved in studies of short-lived $2 p$-emitting states in lighter nuclei, shown in the left part of Fig. 4. These democratic decays from ground states and excited resonances are investigated using techniques developed for reaction studies, and involve beams of light nuclei, which are easier attainable with sufficient intensities. The state-of-the-art in this field may be represented by a detailed study of ${ }^{6} \mathrm{Be}$ decay, where the transition from the democratic $2 p$ decay of the ground-state to the sequential emission of protons from excited resonances was documented and analyzed [169]. Among new interesting phenomena observed is a complex interplay between democratic and sequential $2 p$ emission from the first excited $2^{+}$state of ${ }^{16} \mathrm{Ne}$, described as a "tethered" decay [199]. A superposition of both $2 p$ decay mechanisms was also established for the ground-state decay of ${ }^{30} \mathrm{Ar}$ shedding light on the separation criterion between simultaneous and sequential emission of protons [190]. Understanding of the $2 p$-emission mechanism is still far from complete, so this type of studies are going to be intensively continued in the future.

The interest in $2 p$ emission naturally extends to processes where more protons are emitted, and to decays with emission of other particles, like two neutrons. Experimental data on $3 p$ - and $4 p$-emission are scarce but all of them suggest that they proceed sequentially by $1 p-2 p$ and $2 p-2 p$ decay mechanism, respectively. Although it seems unlikely, it is not yet excluded that there exist a nuclear system fulfilling the energy criterion for the simultaneous true $4 p$ emission. Studies of $2 n$ emissions are very hard because of experimental difficulties to reach beyond the neutron dripline. A few cases of ground-state emission of two neutrons were observed but for one of them, ${ }^{26} \mathrm{O}$, the half-life of a few picoseconds was reported, and thus classifying this decay as a radioactive one. Subsequently, different results were obtained for this nucleus, rendering the search for the first case of $2 n$ radioactivity still open.

The $2 p$-decay studies provide knowledge and tools useful for investigations of other nuclear processes where threebody aspects play a not negligible role. An example is the study of isospin symmetry breaking in particle-unbound nuclei, in particular the Thomas-Ehrman shift. Another such topic is the soft dipole mode, representing a collective motion of two valence nucleons against the core. Such an excitation is predicted to occur in $2 p$-unbound systems. It can play a significant role in the two-proton capture reaction which is of relevance in astrophysical context. The impact of this reaction, the reverse of $2 p$ emission, on nucleosynthesis modeling is still a matter of study.

Finally, the theoretical description of $2 p$ emission also has seen a significant progress in the past two decades. The initial simplified approaches, based on two-body approximations gave way to models taking explicitly into account the
three-body nature of the process. The latter, in turn, evolve from schematic descriptions of the initial nuclear state, to more advanced ones, including different nuclear degrees of freedom, nucleon-nucleon correlations, and decay dynamics. Despite of impressive advances in this field, however, we are still far from the comprehensive description of the $2 p$ decay, which would integrate the main aspects of this phenomenon. The efforts to provide a unifying picture of the three-body $2 p$ emission, with the realistic description of the initial nucleus, and taking properly into account Coulomb asymptotic and continuum effects, will remain in focus of theoretical activities in the near future. One may hope that these efforts will go hand-in-hand with accomplishments of experimentalists providing a stream of new data on two-proton emission and related phenomena.

## Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

## Acknowledgments

We are grateful to Leonid Grigorenko for fruitful discussions. This work was partly supported by the National Science Center, Poland, under Contract No. 2019/33/B/ST2/02908 and by the National Natural Science Foundation of China under Contract No. 12147101.

## References

[1] M. Pfützner, M. Karny, L.V. Grigorenko, K. Riisager, Rev. Modern Phys. 84 (2012) 567-619, http://dx.doi.org/10.1103/RevModPhys.84.567, URL https://link.aps.org/doi/10.1103/RevModPhys.84.567.
[2] B. Blank, M. Borge, Prog. Part. Nucl. Phys. 60 (2) (2008) 403-483, http://dx.doi.org/10.1016/j.ppnp.2007.12.001, URL https://www.sciencedirect. com/science/article/pii/S0146641007000956.
[3] B. Blank, M. Płoszajczak, Rep. Progr. Phys. 71 (4) (2008) 046301, http://dx.doi.org/10.1088/0034-4885/71/4/046301.
[4] L. Grigorenko, Phys. Part. Nucl. 40 (2009) 674-714, https://doi-org.ezproxy.cern.ch/10.1134/S1063779609050049.
[5] L. Zhou, S.M. Wang, D.Q. Fang, Y.G. Ma, Nucl. Sci. Tech. 33 (2022) 105, http://dx.doi.org/10.1007/s41365-022-01091-1.
[6] M. Pfützner, C. Mazzocchi, in: I. Tanihata, H. Toki, T. Kajino (Eds.), Handbook of Nuclear Physics, Springer Nature, Singapore, Singapore, 2022, pp. 1-41.
[7] B. Blank, R.D. Page, in: I. Tanihata, H. Toki, T. Kajino (Eds.), Handbook of Nuclear Physics, Springer Nature, Singapore, Singapore, 2022, pp. 1-44.
[8] S.A. Gurvitz, G. Kalbermann, Phys. Rev. Lett. 59 (3) (1987) 262-265, http://dx.doi.org/10.1103/PhysRevLett.59.262.
[9] A. Pais, Inward Bound: Of Matter and Forces in the Physical World, Oxford University Press, 1986.
[10] Y.B. Zeldovich, Sov. Phys.-JETP 11 (1960) 812.
[11] V. Goldansky, Nucl. Phys. 19 (1960) 482-495, http://dx.doi.org/10.1016/0029-5582(60)90258-3, URL https://www.sciencedirect.com/science/ article/pii/0029558260902583.
[12] V. Goldansky, Nucl. Phys. 27 (4) (1961) 648-664, http://dx.doi.org/10.1016/0029-5582(61)90309-1, URL https://www.sciencedirect.com/science/ article/pii/0029558261903091.
[13] V. Galitsky, V. Cheltsov, Nucl. Phys. 56 (1964) 86-96, http://dx.doi.org/10.1016/0029-5582(64)90455-9, URL https://www.sciencedirect.com/ science/article/pii/0029558264904559.
[14] J. Jänecke, Nucl. Phys. 61 (2) (1965) 326-341, http://dx.doi.org/10.1016/0029-5582(65)90907-7, URL https://www.sciencedirect.com/science/ article/pii/0029558265909077.
[15] B.A. Brown, Phys. Rev. C 43 (1991) R1513-R1517, http://dx.doi.org/10.1103/PhysRevC.43.R1513, URL https://link.aps.org/doi/10.1103/PhysRevC. 43. R1513.
[16] B.A. Brown, R.R.C. Clement, H. Schatz, A. Volya, W.A. Richter, Phys. Rev. C 65 (2002) 045802, http://dx.doi.org/10.1103/PhysRevC.65.045802, URL https://link.aps.org/doi/10.1103/PhysRevC.65.045802.
[17] W.E. Ormand, Phys. Rev. C 53 (1996) 214-221, http://dx.doi.org/10.1103/PhysRevC.53.214, URL https://link.aps.org/doi/10.1103/PhysRevC.53. 214.
[18] W.E. Ormand, Phys. Rev. C 55 (1997) 2407-2417, http://dx.doi.org/10.1103/PhysRevC.55.2407, URL https://link.aps.org/doi/10.1103/PhysRevC. 55.2407.
[19] B.J. Cole, Phys. Rev. C 54 (1996) 1240-1248, http://dx.doi.org/10.1103/PhysRevC.54.1240, URL https://link.aps.org/doi/10.1103/PhysRevC.54. 1240.
[20] B.J. Cole, Phys. Rev. C 59 (1999) 726-730, http://dx.doi.org/10.1103/PhysRevC.59.726, URL https://link.aps.org/doi/10.1103/PhysRevC.59.726.
[21] D.F. Geesaman, R.L. McGrath, P.M.S. Lesser, P.P. Urone, B. VerWest, Phys. Rev. C 15 (1977) 1835-1838, http://dx.doi.org/10.1103/PhysRevC.15. 1835, URL https://link.aps.org/doi/10.1103/PhysRevC.15.1835.
[22] O.V. Bochkarev, A.A. Korsheninnikov, E.A. Kuz'min, I.G. Mukha, A.A. Ogloblin, L.V. Chulkov, G.B. Yan'kov, JETP Lett. 40 (1984) 969-972; Pis'ma Zh. Eksp. Teor. Fiz. 40 (1984) 204-207.
[23] G.J. KeKelis, M.S. Zisman, D.K. Scott, R. Jahn, D.J. Vieira, J. Cerny, F. Ajzenberg-Selove, Phys. Rev. C 17 (1978) 1929-1938, http://dx.doi.org/10. 1103/PhysRevC.17.1929, URL https://link.aps.org/doi/10.1103/PhysRevC.17.1929.
[24] R.A. Kryger, A. Azhari, M. Hellström, J.H. Kelley, T. Kubo, R. Pfaff, E. Ramakrishnan, B.M. Sherrill, M. Thoennessen, S. Yokoyama, R.J. Charity, J. Dempsey, A. Kirov, N. Robertson, D.G. Sarantites, L.G. Sobotka, J.A. Winger, Phys. Rev. Lett. 74 (1995) 860-863, http://dx.doi.org/10.1103/ PhysRevLett.74.860, URL https://link.aps.org/doi/10.1103/PhysRevLett.74.860.
[25] M.D. Cable, J. Honkanen, R.F. Parry, S.H. Zhou, Z.Y. Zhou, J. Cerny, Phys. Rev. Lett. 50 (1983) 404-406, http://dx.doi.org/10.1103/PhysRevLett. 50.404, URL https://link.aps.org/doi/10.1103/PhysRevLett.50.404.
[26] C. Bain, P. Woods, R. Coszach, T. Davinson, P. Decrock, M. Gaelens, W. Galster, M. Huyse, R. Irvine, P. Leleux, E. Lienard, M. Loiselet, C. Michotte, R. Neal, A. Ninane, G. Ryckewaert, A. Shotter, G. Vancraeynest, J. Vervier, J. Wauters, Phys. Lett. B 373 (1-3) (1996) 35-39, http://dx.doi.org/10.1016/0370-2693(96)00109-8.
[27] M.J. Chromik, P.G. Thirolf, M. Thoennessen, B.A. Brown, T. Davinson, D. Gassmann, P. Heckman, J. Prisciandaro, P. Reiter, E. Tryggestad, P.J. Woods, Phys. Rev. C 66 (2) (2002) 024313, http://dx.doi.org/10.1103/PhysRevC.66.024313.
[28] T. Zerguerras, B. Blank, Y. Blumenfeld, T. Suomijärvi, D. Beaumel, B. Brown, M. Chartier, M. Fallot, J. Giovinazzo, C. Jouanne, V. Lapoux, I. Lhenry-Yvon, W. Mittig, P. Roussel-Chomaz, H. Savajols, J. Scarpaci, A. Shrivastava, M. Thoennessen, Eur. Phys. J. A 20 (3) (2004) 389-396, http://dx.doi.org/10.1140/epja/i2003-10176-1.
[29] J. Gómez del Campo, A. Galindo-Uribarri, J.R. Beene, C.J. Gross, J.F. Liang, M.L. Halbert, D.W. Stracener, D. Shapira, R.L. Varner, E. Chavez-Lomeli, M.E. Ortiz, Phys. Rev. Lett. 86 (2001) 43-46, http://dx.doi.org/10.1103/PhysRevLett.86.43, URL https://link.aps.org/doi/10.1103/PhysRevLett.86. 43.
[30] G. Raciti, G. Cardella, M. De Napoli, E. Rapisarda, F. Amorini, C. Sfienti, Phys. Rev. Lett. 100 (19) (2008) 192503, http://dx.doi.org/10.1103/ PhysRevLett.100.192503.
[31] F. de Oliveira Santos, P. Himpe, M. Lewitowicz, I. Stefan, N. Smirnova, N.L. Achouri, J.C. Angélique, C. Angulo, L. Axelsson, D. Baiborodin, F. Becker, M. Bellegui, E. Berthoumieux, B. Blank, C. Borcea, A. Cassimi, J.M. Daugas, G. de France, F. Dembinski, C.E. Demonchy, Z. Dlouhy, P. Dolégiéviez, C. Donzaud, G. Georgiev, L. Giot, S. Grévy, D. Guillemaud Mueller, V. Lapoux, E. Liénard, M.J. Lopez Jimenez, K. Markenroth, I. Matea, W. Mittig, F. Negoita, G. Neyens, N. Orr, F. Pougheon, P. Roussel Chomaz, M.G. Saint Laurent, F. Sarazin, H. Savajols, M. Sawicka, O. Sorlin, M. Stanoiu, C. Stodel, G. Thiamova, D. Verney, A.C.C. Villari, Eur. Phys. J. A 24 (2) (2005) 237-247, http://dx.doi.org/10.1140/epja/i2004-10143-4.
[32] M. Pfützner, E. Badura, C. Bingham, B. Blank, M. Chartier, H. Geissel, J. Giovinazzo, L. Grigorenko, R. Grzywacz, M. Hellström, Z. Janas, J. Kurcewicz, A. Lalleman, C. Mazzocchi, I. Mukha, G. Münzenberg, C. Plettner, E. Roeckl, K. Rykaczewski, K. Schmidt, R. Simon, M. Stanoiu, J.-C. Thomas, Eur. Phys. J. A 14 (2002) 279, URL https://doi-org.ezproxy.cern.ch/10.1140/epja/i2002-10033-9.
[33] J. Giovinazzo, B. Blank, M. Chartier, S. Czajkowski, A. Fleury, M.J. Lopez Jimenez, M.S. Pravikoff, J.-C. Thomas, F. de Oliveira Santos, M. Lewitowicz, V. Maslov, M. Stanoiu, R. Grzywacz, M. Pfützner, C. Borcea, B.A. Brown, Phys. Rev. Lett. 89 (2002) 102501, http://dx.doi.org/10.1103/PhysRevLett. 89.102501, URL https://link.aps.org/doi/10.1103/PhysRevLett.89.102501.
[34] B. Blank, A. Bey, G. Canchel, C. Dossat, A. Fleury, J. Giovinazzo, I. Matea, N. Adimi, F. De Oliveira, I. Stefan, G. Georgiev, S. Grévy, J.C. Thomas, C. Borcea, D. Cortina, M. Caamano, M. Stanoiu, F. Aksouh, B.A. Brown, F.C. Barker, W.A. Richter, Phys. Rev. Lett. 94 (2005) 232501, http://dx.doi.org/10.1103/PhysRevLett.94.232501, URL https://link.aps.org/doi/10.1103/PhysRevLett.94.232501.
[35] M. Pomorski, M. Pfützner, W. Dominik, R. Grzywacz, T. Baumann, J.S. Berryman, H. Czyrkowski, R. Dąbrowski, T. Ginter, J. Johnson, G. Kamiński, A. Kuźniak, N. Larson, S.N. Liddick, M. Madurga, C. Mazzocchi, S. Mianowski, K. Miernik, D. Miller, S. Paulauskas, J. Pereira, K.P. Rykaczewski, A. Stolz, S. Suchyta, Phys. Rev. C 83 (2011) 061303, http://dx.doi.org/10.1103/PhysRevC.83.061303, URL https://link.aps.org/doi/10.1103/PhysRevC. 83.061303.
[36] T. Goigoux, P. Ascher, B. Blank, M. Gerbaux, J. Giovinazzo, S. Grévy, T. Kurtukian Nieto, C. Magron, P. Doornenbal, G.G. Kiss, S. Nishimura, P.-A. Söderström, V.H. Phong, J. Wu, D.S. Ahn, N. Fukuda, N. Inabe, T. Kubo, S. Kubono, H. Sakurai, Y. Shimizu, T. Sumikama, H. Suzuki, H. Takeda, J. Agramunt, A. Algora, V. Guadilla, A. Montaner-Piza, A.I. Morales, S.E.A. Orrigo, B. Rubio, Y. Fujita, M. Tanaka, W. Gelletly, P. Aguilera, F. Molina, F. Diel, D. Lubos, G. de Angelis, D. Napoli, C. Borcea, A. Boso, R.B. Cakirli, E. Ganioglu, J. Chiba, D. Nishimura, H. Oikawa, Y. Takei, S. Yagi, K. Wimmer, G. de France, S. Go, B.A. Brown, Phys. Rev. Lett. 117 (2016) 162501, http://dx.doi.org/10.1103/PhysRevLett.117.162501, URL https://link.aps.org/doi/10.1103/PhysRevLett.117.162501.
[37] I. Mukha, K. Sümmerer, L. Acosta, M.A.G. Alvarez, E. Casarejos, A. Chatillon, D. Cortina-Gil, J. Espino, A. Fomichev, J.E. García-Ramos, H. Geissel, J. Gómez-Camacho, L. Grigorenko, J. Hoffmann, O. Kiselev, A. Korsheninnikov, N. Kurz, Y. Litvinov, I. Martel, C. Nociforo, W. Ott, M. Pfutzner, C. Rodríguez-Tajes, E. Roeckl, M. Stanoiu, H. Weick, P.J. Woods, Phys. Rev. Lett. 99 (2007) 182501, http://dx.doi.org/10.1103/PhysRevLett.99.182501, URL https://link.aps.org/doi/10.1103/PhysRevLett.99.182501.
[38] J. Okołowicz, M. Płoszajczak, W. Nazarewicz, Phys. Rev. Lett. 124 (2020) 042502, http://dx.doi.org/10.1103/PhysRevLett.124.042502, URL https://link.aps.org/doi/10.1103/PhysRevLett.124.042502.
[39] J.-P. Ebran, E. Khan, T. Nikšić, D. Vretenar, Nature 487 (2012) 341, http://dx.doi.org/10.1038/nature11246, URL https://link.aps.org/doi/10.1038/ nature 11246.
[40] K. Ikeda, N. Takigawa, H. Horiuchi, Prog. Theor. Phys. Suppl. E 68 (1968) 464-475, http://dx.doi.org/10.1143/PTPS.E68.464.
[41] M. Freer, H. Horiuchi, Y. Kanada-En'yo, D. Lee, U.-G. Meißner, Rev. Modern Phys. 90 (2018) 035004, http://dx.doi.org/10.1103/RevModPhys.90. 035004, URL https://link.aps.org/doi/10.1103/RevModPhys.90.035004.
[42] F. de Grancey, et al., Phys. Lett. B 758 (2016) 26-31, http://dx.doi.org/10.1016/j.physletb.2016.04.051, URL https://www.sciencedirect.com/ science/article/pii/S0370269316301241.
[43] W. von Oertzen, Z. Phys. A 354 (1996) 37, http://dx.doi.org/10.1007/s002180050010, URL https://link.aps.org/doi/10.1007/s002180050010.
[44] J. Okołowicz, M. Płoszajczak, W. Nazarewicz, Prog. Theor. Phys. Suppl. 196 (2012) 230-243, http://dx.doi.org/10.1143/PTPS.196.230.
[45] M. Wiescher, T. Ahn, Nuclear Particle Correlations and Cluster Physics, World Scientific, Singapore, 2017.
[46] M. Zhukov, B. Danilin, D. Fedorov, J. Bang, I. Thompson, J. Vaagen, Phys. Rep. 231 (4) (1993) 151-199, http://dx.doi.org/10.1016/0370-1573(93)90141-Y, URL https://www.sciencedirect.com/science/article/pii/037015739390141Y.
[47] L.V. Grigorenko, I.G. Mukha, I.J. Thompson, M.V. Zhukov, Phys. Rev. Lett. 88 (2002) 042502, http://dx.doi.org/10.1103/PhysRevLett.88.042502, URL https://link.aps.org/doi/10.1103/PhysRevLett.88.042502.
[48] Y. Suzuki, K. Ikeda, Phys. Rev. C 38 (1988) 410-413, http://dx.doi.org/10.1103/PhysRevC.38.410.
[49] S. Quaglioni, C. Romero-Redondo, P. Navrátil, Phys. Rev. C 88 (2013) 034320, http://dx.doi.org/10.1103/PhysRevC.88.034320, URL https: //link.aps.org/doi/10.1103/PhysRevC.88.034320.
[50] S. Quaglioni, C. Romero-Redondo, P. Navrátil, Phys. Rev. C 94 (2016) 019902, http://dx.doi.org/10.1103/PhysRevC.94.019902, URL https: //link.aps.org/doi/10.1103/PhysRevC.94.019902.
[51] T.K. Das, Hyperspherical Harmonics Expansion Techniques, Springer, New Delhi, 2016, http://dx.doi.org/10.1007/978-81-322-2361-0.
[52] N. Michel, W. Nazarewicz, M. Płoszajczak, K. Bennaceur, Phys. Rev. Lett. 89 (4) (2002) 042502, http://dx.doi.org/10.1103/PhysRevLett.89.042502.
[53] S.M. Wang, N. Michel, W. Nazarewicz, F.R. Xu, Phys. Rev. C 96 (2017) 044307, http://dx.doi.org/10.1103/PhysRevC.96.044307, URL https: //link.aps.org/doi/10.1103/PhysRevC.96.044307.
[54] T. Berggren, Nuclear Phys. A 109 (2) (1968) 265-287, http://dx.doi.org/10.1016/0375-9474(68)90593-9.
[55] D.S. Delion, Theory of Particle and Cluster Emission, Springer, Berlin, Heidelberg, 2010, http://dx.doi.org/10.1007/978-3-642-14406-6.
[56] A.I. Baz', Y.B. Zel'dovich, A.M. Perelomov, Scattering, Reactions and Decay in Nonrelativistic Quantum Mechanics, Israel Program for Scientific Translation, Jerusalem, 1969.
[57] L.V. Grigorenko, R.C. Johnson, I.G. Mukha, I.J. Thompson, M.V. Zhukov, Phys. Rev. Lett. 85 (2000) 22-25, http://dx.doi.org/10.1103/PhysRevLett. 85.22, URL https://link.aps.org/doi/10.1103/PhysRevLett.85.22.
[58] L.V. Grigorenko, M.V. Zhukov, Phys. Rev. C 76 (2007) 014008, http://dx.doi.org/10.1103/PhysRevC.76.014008, URL https://link.aps.org/doi/10. 1103/PhysRevC.76.014008.
[59] J. Humblet, L. Rosenfeld, Nuclear Phys. 26 (1961) 529, URL http://dx.doi.org/10.1016/0029-5582(61)90207-3.
[60] L.V. Grigorenko, T.D. Wiser, K. Mercurio, R.J. Charity, R. Shane, L.G. Sobotka, J.M. Elson, A.H. Wuosmaa, A. Banu, M. McCleskey, L. Trache, R.E. Tribble, M.V. Zhukov, Phys. Rev. C 80 (2009) 034602, http://dx.doi.org/10.1103/PhysRevC.80.034602, URL https://link.aps.org/doi/10.1103/ PhysRevC.80.034602.
[61] P. Descouvemont, E. Tursunov, D. Baye, Nuclear Phys. A 765 (3-4) (2006) 370-389, http://dx.doi.org/10.1016/j.nuclphysa.2005.11.010.
[62] V. Vasilevsky, A.V. Nesterov, F. Arickx, J. Broeckhove, Phys. Rev. C 63 (2001) 034606, http://dx.doi.org/10.1103/PhysRevC.63.034606, URL https://link.aps.org/doi/10.1103/PhysRevC.63.034606.
[63] B. Barmore, A.T. Kruppa, W. Nazarewicz, T. Vertse, Phys. Rev. C 62 (2000) 054315, http://dx.doi.org/10.1103/PhysRevC.62.054315.
[64] A.T. Kruppa, W. Nazarewicz, Phys. Rev. C 69 (2004) 054311, http://dx.doi.org/10.1103/PhysRevC.69.054311, URL https://link.aps.org/doi/10. 1103/PhysRevC.69.054311.
[65] H. Esbensen, C.N. Davids, Phys. Rev. C 63 (2000) 014315, http://dx.doi.org/10.1103/PhysRevC.63.014315, URL https://link.aps.org/doi/10.1103/ PhysRevC.63.014315.
[66] A. Azhari, R.A. Kryger, M. Thoennessen, Phys. Rev. C 58 (1998) 2568-2570, http://dx.doi.org/10.1103/PhysRevC.58.2568, URL https://link.aps. org/doi/10.1103/PhysRevC.58.2568.
[67] F.C. Barker, Phys. Rev. C 59 (1999) 535-538, http://dx.doi.org/10.1103/PhysRevC.59.535, URL https://link.aps.org/doi/10.1103/PhysRevC.59.535.
[68] F.C. Barker, Phys. Rev. C 63 (2001) 047303, http://dx.doi.org/10.1103/PhysRevC.63.047303.
[69] F.C. Barker, Phys. Rev. C 68 (2003) 054602, http://dx.doi.org/10.1103/PhysRevC.68.054602.
[70] B.A. Brown, F.C. Barker, Phys. Rev. C 67 (2003) 041304, http://dx.doi.org/10.1103/PhysRevC.67.041304.
[71] A.M. Lane, R.G. Thomas, Rev. Modern Phys. 30 (1958) 257-353, http://dx.doi.org/10.1103/RevModPhys.30.257, URL https://link.aps.org/doi/10. 1103/RevModPhys.30.257.
[72] L.V. Grigorenko, M.V. Zhukov, Phys. Rev. C 68 (2003) 054005, http://dx.doi.org/10.1103/PhysRevC.68.054005, URL https://link.aps.org/doi/10. 1103/PhysRevC.68.054005.
[73] K. Miernik, W. Dominik, Z. Janas, M. Pfützner, L. Grigorenko, C.R. Bingham, H. Czyrkowski, M. Ćwiok, I.G. Darby, R. Dąbrowski, T. Ginter, R. Grzywacz, M. Karny, A. Korgul, W. Kuśmierz, S.N. Liddick, M. Rajabali, K. Rykaczewski, A. Stolz, Phys. Rev. Lett. 99 (2007) 192501, http://dx.doi.org/10.1103/PhysRevLett.99.192501, URL https://link.aps.org/doi/10.1103/PhysRevLett.99.192501.
[74] L.P. Kok, Phys. Rev. Lett. 45 (1980) 427-430, http://dx.doi.org/10.1103/PhysRevLett.45.427, URL https://link.aps.org/doi/10.1103/PhysRevLett. 45.427.
[75] W. Nazarewicz, J. Dobaczewski, T.R. Werner, J.A. Maruhn, P.-G. Reinhard, K. Rutz, C.R. Chinn, A.S. Umar, M.R. Strayer, Phys. Rev. C 53 (2) (1996) 740-751, http://dx.doi.org/10.1103/PhysRevC.53.740.
[76] D.S. Delion, R.J. Liotta, R. Wyss, Phys. Rev. C 87 (2013) 034328, http://dx.doi.org/10.1103/PhysRevC.87.034328, URL https://link.aps.org/doi/10. 1103/PhysRevC.87.034328.
[77] L.V. Grigorenko, I. Mukha, D. Kostyleva, C. Scheidenberger, L. Acosta, E. Casarejos, V. Chudoba, A.A. Ciemny, W. Dominik, J.A. Dueñas, V. Dunin, J.M. Espino, A. Estradé, F. Farinon, A. Fomichev, H. Geissel, A. Gorshkov, Z. Janas, G. Kamiński, O. Kiselev, R. Knöbel, S. Krupko, M. Kuich, Y.A. Litvinov, G. Marquinez-Durán, I. Martel, C. Mazzocchi, E.Y. Nikolskii, C. Nociforo, A.K. Ordúz, M. Pfützner, S. Pietri, M. Pomorski, A. Prochazka, S. Rymzhanova, A.M. Sánchez-Benítez, P. Sharov, H. Simon, B. Sitar, R. Slepnev, M. Stanoiu, P. Strmen, I. Szarka, M. Takechi, Y.K. Tanaka, H. Weick, M. Winkler, J.S. Winfield, X. Xu, M.V. Zhukov, Phys. Rev. C 98 (2018) 064309, http://dx.doi.org/10.1103/PhysRevC.98.064309, URL https://link.aps.org/doi/10.1103/PhysRevC.98.064309.
[78] L. Grigorenko, Y. Parfenova, N. Shulgina, M. Zhukov, Phys. Lett. B 811 (2020) 135852, http://dx.doi.org/10.1016/j.physletb.2020.135852, URL https://www.sciencedirect.com/science/article/pii/S0370269320306559.
[79] I. Sreeja, M. Balasubramaniam, Eur. Phys. J. A 55 (2019) 33, http://dx.doi.org/10.1140/epja/i2019-12694-5, URL https://link.aps.org/doi/10.1140/ epja/i2019-12694-5.
[80] D.S. Delion, S.A. Ghinescu, Phys. Rev. C 105 (2022) L031301, http://dx.doi.org/10.1103/PhysRevC.105.L031301, URL https://link.aps.org/doi/10. 1103/PhysRevC.105.L031301.
[81] J.P. Cui, Y.H. Gao, Y.Z. Wang, J.Z. Gu, Phys. Rev. C 101 (2020) 014301, http://dx.doi.org/10.1103/PhysRevC.101.014301, URL https://link.aps.org/ doi/10.1103/PhysRevC.101.014301.
[82] K.P. Santhosh, Phys. Rev. C 104 (2021) 064613, http://dx.doi.org/10.1103/PhysRevC.104.064613, URL https://link.aps.org/doi/10.1103/PhysRevC. 104.064613.
[83] J.P. Cui, Y.H. Gao, Y.Z. Wang, J.Z. Gu, Phys. Rev. C 104 (2021) 029902, http://dx.doi.org/10.1103/PhysRevC.104.029902, URL https://link.aps.org/ doi/10.1103/PhysRevC.104.029902.
[84] A.S. Fomichev, I.G. Mukha, S.V. Stepantsov, L.V. Grigorenko, E.V. Litvinova, V. Chudoba, I.A. Egorova, M.S. Golovkov, A.V. Gorshkov, V.A. Gorshkov, G. Kaminski, S.A. Krupko, Y.L. Parfenova, S.I. Sidorchuk, R.S. Slepnev, G.M. Ter-Akopian, R. Wolski, M.V. Zhukov, Internat. J. Modern Phys. E 20 (06) (2011) 1491-1508, http://dx.doi.org/10.1142/S0218301311018216, arXiv:https://doi.org/10.1142/S0218301311018216.
[85] E. Olsen, M. Pfützner, N. Birge, M. Brown, W. Nazarewicz, A. Perhac, Phys. Rev. Lett. 110 (2013) 222501, http://dx.doi.org/10.1103/PhysRevLett. 110.222501, URL https://link.aps.org/doi/10.1103/PhysRevLett.110.222501.
[86] E. Olsen, M. Pfützner, N. Birge, M. Brown, W. Nazarewicz, A. Perhac, Phys. Rev. Lett. 111 (2013) 139903, http://dx.doi.org/10.1103/PhysRevLett. 111.139903, URL https://link.aps.org/doi/10.1103/PhysRevLett.111.139903.
[87] L. Neufcourt, Y. Cao, S. Giuliani, W. Nazarewicz, E. Olsen, O.B. Tarasov, Phys. Rev. C 101 (2020) 014319, http://dx.doi.org/10.1103/PhysRevC. 101.014319, URL https://link.aps.org/doi/10.1103/PhysRevC.101.014319.
[88] B.A. Brown, B. Blank, J. Giovinazzo, Phys. Rev. C 100 (2019) 054332, http://dx.doi.org/10.1103/PhysRevC.100.054332, URL https://link.aps.org/ doi/10.1103/PhysRevC.100.054332.
[89] J. Rotureau, J. Okołowicz, M. Płoszajczak, Phys. Rev. Lett. 95 (2005) 042503, http://dx.doi.org/10.1103/PhysRevLett.95.042503, URL https: //link.aps.org/doi/10.1103/PhysRevLett.95.042503.
[90] J. Rotureau, J. Okołowicz, M. Płoszajczak, Nuclear Phys. A 767 (2006) 13-57, http://dx.doi.org/10.1016/j.nuclphysa.2005.12.005.
[91] N. Michel, W. Nazarewicz, M. Płoszajczak, J. Okołowicz, Phys. Rev. C 67 (2003) 054311, http://dx.doi.org/10.1103/PhysRevC.67.054311, URL https://link.aps.org/doi/10.1103/PhysRevC.67.054311.
[92] I. Rotter, Nuclear Phys. A 122 (3) (1968) 567-576, http://dx.doi.org/10.1016/0375-9474(68)90577-0, URL https://www.sciencedirect.com/ science/article/pii/0375947468905770.
[93] N. Anyas-Weiss, J. Cornell, P. Fisher, P. Hudson, A. Menchaca-Rocha, D. Millener, A. Panagiotou, D. Scott, D. Strottman, D. Brink, B. Buck, P. Ellis, T. Engeland, Phys. Rep. 12 (3) (1974) 201-272, http://dx.doi.org/10.1016/0370-1573(74)90045-3, URL https://www.sciencedirect.com/science/ article/pii/0370157374900453.
[94] N. Michel, J.G. Li, F.R. Xu, W. Zuo, Phys. Rev. C 103 (2021) 044319, http://dx.doi.org/10.1103/PhysRevC.103.044319, URL https://link.aps.org/ doi/10.1103/PhysRevC.103.044319.
[95] L. Grigorenko, I. Mukha, M. Zhukov, Nuclear Phys. A 713 (3) (2003) 372-389, http://dx.doi.org/10.1016/S0375-9474(02)01298-8, URL https: //www.sciencedirect.com/science/article/pii/S0375947402012988.
[96] M. Gonçalves, N. Teruya, O. Tavares, S. Duarte, Phys. Lett. B 774 (2017) 14-19, http://dx.doi.org/10.1016/j.physletb.2017.09.032.
[97] L.V. Grigorenko, T.A. Golubkova, J.S. Vaagen, M.V. Zhukov, Phys. Rev. C 95 (2017) 021601, http://dx.doi.org/10.1103/PhysRevC.95.021601, URL https://link.aps.org/doi/10.1103/PhysRevC.95.021601.
[98] S.M. Wang, W. Nazarewicz, Phys. Rev. Lett. 120 (2018) 212502, http://dx.doi.org/10.1103/PhysRevLett.120.212502, URL https://link.aps.org/doi/ 10.1103/PhysRevLett.120.212502.
[99] S. Elhatisari, D. Lee, G. Rupak, E. Epelbaum, H. Krebs, T.A. Lähde, T. Luu, U.-G. Meißner, Nature 528 (2015) 111-114, URL http://dx.doi.org/10. 1038/nature 16067.
[100] P. Navrátil, S. Quaglioni, G. Hupin, C. Romero-Redondo, A. Calci, Phys. Scr. 91 (5) (2016) 053002, URL http://stacks.iop.org/1402-4896/91/i=5/ $a=053002$.
[101] A. Kumar, R. Kanungo, A. Calci, P. Navrátil, A. Sanetullaev, M. Alcorta, V. Bildstein, G. Christian, B. Davids, J. Dohet-Eraly, J. Fallis, A.T. Gallant, G. Hackman, B. Hadinia, G. Hupin, S. Ishimoto, R. Krücken, A.T. Laffoley, J. Lighthall, D. Miller, S. Quaglioni, J.S. Randhawa, E.T. Rand, A. Rojas, R. Roth, A. Shotter, J. Tanaka, I. Tanihata, C. Unsworth, Phys. Rev. Lett. 118 (2017) 262502, http://dx.doi.org/10.1103/PhysRevLett.118.262502, URL https://link.aps.org/doi/10.1103/PhysRevLett.118.262502.
[102] K. Bennaceur, F. Nowacki, J. Okołowicz, M. Płoszajczak, Nuclear Phys. A 671 (1) (2000) 203-232, http://dx.doi.org/10.1016/S0375-9474(99) 00851-9, URL https://www.sciencedirect.com/science/article/pii/S0375947499008519.
[103] J. Okołowicz, M. Płoszajczak, I. Rotter, Phys. Rep. 374 (4-5) (2003) 271-383, http://dx.doi.org/10.1016/S0370-1573(02)00366-6.
[104] A. Volya, V. Zelevinsky, Phys. Rev. C 74 (2006) 064314, http://dx.doi.org/10.1103/PhysRevC.74.064314, URL https://link.aps.org/doi/10.1103/ PhysRevC.74.064314.
[105] A. Volya, Phys. Rev. C 79 (2009) 044308, http://dx.doi.org/10.1103/PhysRevC.79.044308.
[106] G. Hagen, M. Hjorth-Jensen, G.R. Jansen, R. Machleidt, T. Papenbrock, Phys. Rev. Lett. 108 (2012) 242501, http://dx.doi.org/10.1103/PhysRevLett. 108.242501, URL https://link.aps.org/doi/10.1103/PhysRevLett.108.242501.
[107] G. Papadimitriou, J. Rotureau, N. Michel, M. Płoszajczak, B.R. Barrett, Phys. Rev. C 88 (2013) 044318, URL http://dx.doi.org/10.1103/PhysRevC. 88.044318.
[108] R. Newton, Scattering Theory of Waves and Particles, Springer-Verlag, New York Heidelberg Berlin, 1982.
[109] B. Gyarmati, T. Vertse, Nuclear Phys. A 160 (3) (1971) 523-528, http://dx.doi.org/10.1016/0375-9474(71)90095-9.
[110] Y. Jin, C.Y. Niu, K.W. Brown, Z.H. Li, H. Hua, A.K. Anthony, J. Barney, R.J. Charity, J. Crosby, D. Dell'Aquila, J.M. Elson, J. Estee, M. Ghazali, G. Jhang, J.G. Li, W.G. Lynch, N. Michel, L.G. Sobotka, S. Sweany, F.C.E. Teh, A. Thomas, C.Y. Tsang, M.B. Tsang, S.M. Wang, H.Y. Wu, C.X. Yuan, K. Zhu, Phys. Rev. Lett. 127 (2021) 262502, http://dx.doi.org/10.1103/PhysRevLett.127.262502, URL https://link.aps.org/doi/10.1103/PhysRevLett.127.262502.
[111] E. Braaten, H.W. Hammer, Phys. Rep. 428 (5) (2006) 259-390, http://dx.doi.org/10.1016/j.physrep.2006.03.001, URL http://www.sciencedirect. com/science/article/pii/S0370157306000822.
[112] D. Baye, P. Descouvemont, N.K. Timofeyuk, Nuclear Phys. A 577 (3-4) (1994) 624-640, http://dx.doi.org/10.1016/0375-9474(94)90936-9, URL <Go to ISI>://WOS:A1994PJ06400007.
[113] K. Hagino, H. Sagawa, Phys. Rev. C 72 (2005) 044321, http://dx.doi.org/10.1103/PhysRevC.72.044321.
[114] K. Hagino, H. Sagawa, Phys. Rev. C 93 (2016) 034330, http://dx.doi.org/10.1103/PhysRevC.93.034330.
[115] K. Hagino, S. Sagawa, Few-Body Syst. 57 (2016) 185, URL http://dx.doi.org/10.1007/s00601-015-1027-3.
[116] L. Grigorenko, T. Wiser, K. Miernik, R. Charity, M. Pfützner, A. Banu, C. Bingham, M. Ćwiok, I. Darby, W. Dominik, J. Elson, T. Ginter, R. Grzywacz, Z. Janas, M. Karny, A. Korgul, S. Liddick, K. Mercurio, M. Rajabali, K. Rykaczewski, R. Shane, L. Sobotka, A. Stolz, L. Trache, R. Tribble, A. Wuosmaa, M. Zhukov, Phys. Lett. B 677 (1) (2009) 30-35, http://dx.doi.org/10.1016/j.physletb.2009.04.085, URL https://www.sciencedirect. com/science/article/pii/S0370269309005486.
[117] T. Tamura, Rev. Modern Phys. 37 (1965) 679-708, http://dx.doi.org/10.1103/RevModPhys.37.679, URL https://link.aps.org/doi/10.1103/ RevModPhys.37.679.
[118] I.J. Thompson, F.M. Nunes, Nuclear Particle Correlations and Cluster Physics, Cambridge, 2012.
[119] D. Fick, Few Body Systems and Nuclear Forces II, Springer Berlin Heidelberg, Berlin, Heidelberg, 1978.
[120] K. Ikeda, et al., Prog. Theor. Phys. Suppl. 62 (1977).
[121] P. Descouvemont, D. Baye, Rep. Progr. Phys. 73 (3) (2010) 036301, http://dx.doi.org/10.1088/0034-4885/73/3/036301.
[122] L.D. Faddeev, Sov. Phys.-JETP 12 (1961) 1014-1019.
[123] J. Bang, I. Thompson, Phys. Lett. B 279 (3) (1992) 201-206, http://dx.doi.org/10.1016/0370-2693(92)90379-I, URL https://www.sciencedirect. com/science/article/pii/037026939290379I.
[124] E. Nielsen, D. Fedorov, A. Jensen, E. Garrido, Phys. Rep. 347 (5) (2001) 373-459, http://dx.doi.org/10.1016/S0370-1573(00)00107-1, URL https://www.sciencedirect.com/science/article/pii/S0370157300001071.
[125] I.J. Thompson, F.M. Nunes, B.V. Danilin, Comput. Phys. Comm. 161 (1) (2004) 87-107, http://dx.doi.org/10.1016/j.cpc.2004.03.007.
[126] E. Garrido, D. Fedorov, A. Jensen, Nuclear Phys. A 733 (1) (2004) 85-109, http://dx.doi.org/10.1016/j.nuclphysa.2003.12.016, URL https: //www.sciencedirect.com/science/article/pii/S0375947403019870.
[127] E. Garrido, A.S. Jensen, Phys. Rev. C 101 (2020) 034003, http://dx.doi.org/10.1103/PhysRevC.101.034003, URL https://link.aps.org/doi/10.1103/ PhysRevC.101.034003.
[128] J. Raynal, J. Revai, Nuovo Cimento A 68 (4) (1970) 612-622, http://dx.doi.org/10.1007/BF02756127, URL http://www.springerlink.com/content/ a58k310153h08573.
[129] P. Descouvemont, C. Daniel, D. Baye, Phys. Rev. C 67 (4) (2003) 044309, http://dx.doi.org/10.1103/PhysRevC.67.044309, URL http://prc.aps.org/ pdf/PRC/v67/i4/e044309.
[130] S. Saito, Progr. Theoret. Phys. 41 (1969) 705, URL http://dx.doi.org/10.1143/PTP.41.705.
[131] V. Kukulin, V. Pomerantsev, Ann. Phys., NY 111 (1978) 330.
[132] J.-M. Sparenberg, D. Baye, Phys. Rev. Lett. 79 (1997) 3802-3805, http://dx.doi.org/10.1103/PhysRevLett.79.3802.
[133] I.J. Thompson, B.V. Danilin, V.D. Efros, J.S. Vaagen, J.M. Bang, M.V. Zhukov, Phys. Rev. C 61 (2000) 024318, http://dx.doi.org/10.1103/PhysRevC. 61.024318, URL https://link.aps.org/doi/10.1103/PhysRevC.61.024318.
[134] L.V. Grigorenko, B.V. Danilin, V.D. Efros, N.B. Shul'gina, M.V. Zhukov, Phys. Rev. C 60 (1999) 044312, http://dx.doi.org/10.1103/PhysRevC.60. 044312, URL https://link.aps.org/doi/10.1103/PhysRevC.60.044312.
[135] S.M. Wang, W. Nazarewicz, Phys. Rev. Lett. 126 (2021) 142501, http://dx.doi.org/10.1103/PhysRevLett.126.142501, URL https://link.aps.org/doi/ 10.1103/PhysRevLett.126.142501.
[136] S.M. Wang, W. Nazarewicz, R.J. Charity, L.G. Sobotka, 2022, URL http://iopscience.iop.org/article/10.1088/1361-6471/ac888f.
[137] C. Lin, Phys. Rep. 257 (1) (1995) 1-83, http://dx.doi.org/10.1016/0370-1573(94)00094-J, URL https://www.sciencedirect.com/science/article/pii/ 037015739400094J.
[138] B.D. Esry, C.D. Lin, C.H. Greene, Phys. Rev. A 54 (1996) 394-401, http://dx.doi.org/10.1103/PhysRevA.54.394, URL https://link.aps.org/doi/10. 1103/PhysRevA.54.394.
[139] Y. Suzuki, Prog. Theor. Exp. Phys. 2015 (4) (2015) 043D05, http://dx.doi.org/10.1093/ptep/ptv052, arXiv:https://academic.oup.com/ptep/articlepdf/2015/4/043D05/19302154/ptv052.pdf.
[140] A. Damman, P. Descouvemont, Phys. Rev. C 80 (2009) 044310, http://dx.doi.org/10.1103/PhysRevC.80.044310, URL https://link.aps.org/doi/10. 1103/PhysRevC.80.044310.
[141] A.E. Lovell, F.M. Nunes, I.J. Thompson, Phys. Rev. C 95 (2017) 034605, http://dx.doi.org/10.1103/PhysRevC.95.034605, URL https://link.aps.org/ doi/10.1103/PhysRevC.95.034605.
[142] S. Aoyama, T. Myo, K. Katō, K. Ikeda, Progr. Theoret. Phys. 116 (2006) 1, URL http://dx.doi.org/10.1143/PTP.116.1.
[143] A.T. Kruppa, G. Papadimitriou, W. Nazarewicz, N. Michel, Phys. Rev. C 89 (1) (2014) 014330, http://dx.doi.org/10.1103/PhysRevC.89.014330, URL http://link.aps.org/doi/10.1103/PhysRevC.89.014330.
[144] T.B. Webb, R.J. Charity, J.M. Elson, D.E.M. Hoff, C.D. Pruitt, L.G. Sobotka, K.W. Brown, J. Barney, G. Cerizza, J. Estee, G. Jhang, W.G. Lynch, J. Manfredi, P. Morfouace, C. Santamaria, S. Sweany, M.B. Tsang, T. Tsang, S.M. Wang, Y. Zhang, K. Zhu, S.A. Kuvin, D. McNeel, J. Smith, A.H. Wuosmaa, Z. Chajecki, Phys. Rev. C 100 (2019) 024306, http://dx.doi.org/10.1103/PhysRevC.100.024306, URL https://link.aps.org/doi/10.1103/ PhysRevC.100.024306.
[145] T.B. Webb, S.M. Wang, K.W. Brown, R.J. Charity, J.M. Elson, J. Barney, G. Cerizza, Z. Chajecki, J. Estee, D.E.M. Hoff, S.A. Kuvin, W.G. Lynch, J. Manfredi, D. McNeel, P. Morfouace, W. Nazarewicz, C.D. Pruitt, C. Santamaria, J. Smith, L.G. Sobotka, S. Sweany, C.Y. Tsang, M.B. Tsang, A.H. Wuosmaa, Y. Zhang, K. Zhu, Phys. Rev. Lett. 122 (2019) 122501, http://dx.doi.org/10.1103/PhysRevLett.122.122501, URL https://link.aps.org/doi/10.1103/PhysRevLett.122.122501.
[146] T.B. Webb, R.J. Charity, J.M. Elson, D.E.M. Hoff, C.D. Pruitt, L.G. Sobotka, K.W. Brown, J. Barney, G. Cerizza, J. Estee, G. Jhang, W.G. Lynch, J. Manfredi, P. Morfouace, C. Santamaria, S. Sweany, M.B. Tsang, T. Tsang, S.M. Wang, Y. Zhang, K. Zhu, S.A. Kuvin, D. McNeel, J. Smith, A.H. Wuosmaa, Z. Chajecki, Phys. Rev. C 102 (2020) 019904, http://dx.doi.org/10.1103/PhysRevC.102.019904, URL https://link.aps.org/doi/10.1103/ PhysRevC.102.019904.
[147] S.M. Wang, W. Nazarewicz, R.J. Charity, L.G. Sobotka, Phys. Rev. C 99 (2019) 054302, http://dx.doi.org/10.1103/PhysRevC.99.054302, URL https://link.aps.org/doi/10.1103/PhysRevC.99.054302.
[148] J. Casal, J. Gómez-Camacho, Phys. Rev. C 99 (2019) 014604, http://dx.doi.org/10.1103/PhysRevC.99.014604, URL https://link.aps.org/doi/10.1103/ PhysRevC.99.014604.
[149] T. Oishi, K. Hagino, H. Sagawa, Phys. Rev. C 90 (2014) 034303, http://dx.doi.org/10.1103/PhysRevC.90.034303.
[150] T. Oishi, M. Kortelainen, A. Pastore, Phys. Rev. C 96 (2017) 044327, http://dx.doi.org/10.1103/PhysRevC.96.044327.
[151] J. Wylie, J. Okołowicz, W. Nazarewicz, M. Płoszajczak, S.M. Wang, X. Mao, N. Michel, Phys. Rev. C 104 (2021) L061301, http://dx.doi.org/10. 1103/PhysRevC.104.L061301, URL https://link.aps.org/doi/10.1103/PhysRevC.104.L061301.
[152] F. Nunes, J. Christley, I. Thompson, R. Johnson, V. Efros, Nuclear Phys. A 609 (1) (1996) 43-73, http://dx.doi.org/10.1016/0375-9474(96)00284-9, URL https://www.sciencedirect.com/science/article/pii/0375947496002849.
[153] F. Nunes, I. Thompson, R. Johnson, Nuclear Phys. A 596 (2) (1996) 171-186, http://dx.doi.org/10.1016/0375-9474(95)00398-3, URL https: //www.sciencedirect.com/science/article/pii/0375947495003983.
[154] I. Brida, F. Nunes, Nuclear Phys. A 847 (1) (2010) 1-23, http://dx.doi.org/10.1016/j.nuclphysa.2010.06.012, URL https://www.sciencedirect.com/ science/article/pii/S0375947410005518.
[155] A.V. Nesterov, F. Arickx, J. Broeckhove, V.S. Vasilevsky, Phys. Part. Nucl. 41 (2010) 716, http://dx.doi.org/10.1134/S1063779610050047, URL https://link.aps.org/doi/10.1134/S1063779610050047.
[156] V. Vasilevsky, F. Arickx, W. Vanroose, J. Broeckhove, Phys. Rev. C 85 (2012) 034318, http://dx.doi.org/10.1103/PhysRevC.85.034318, URL https://link.aps.org/doi/10.1103/PhysRevC.85.034318.
[157] O. Hen, G.A. Miller, E. Piasetzky, L.B. Weinstein, Rev. Modern Phys. 89 (2017) 045002, http://dx.doi.org/10.1103/RevModPhys.89.045002.
[158] D.M. Brink, R.A. Broglia, Nuclear Superfluidity: Pairing in Finite Systems, in: Cambridge Monographs on Particle Physics, Nuclear Physics and Cosmology, Cambridge University Press, New York, 2005.
[159] R.A. Broglia, V. Zelevinsky, Fifty Years of Nuclear BCS: Pairing in Finite Systems, World Scientific Publishing, Singapore, 2013.
[160] D.J. Dean, M. Hjorth-Jensen, Rev. Modern Phys. 75 (2003) 607-656, http://dx.doi.org/10.1103/RevModPhys.75.607.
[161] N. Pillet, N. Sandulescu, P. Schuck, Phys. Rev. C 76 (2007) 024310, http://dx.doi.org/10.1103/PhysRevC.76.024310.
[162] K. Hagino, H. Sagawa, J. Carbonell, P. Schuck, Phys. Rev. Lett. 99 (2007) 022506, http://dx.doi.org/10.1103/PhysRevLett.99.022506.
[163] M. Matsuo, in: R.A. Broglia, V. Zelevinsky (Eds.), Fifty Years of Nuclear BCS, World Scientific Publishing, Singapore, 2012 , pp. 61-72.
[164] N. Michel, W. Nazarewicz, J. Okołowicz, M. Płoszajczak, J. Phys. G: Nucl. Part. Phys. 37 (6) (2010) 064042.
[165] J. Casal, M. Gómez-Ramos, Phys. Rev. C 104 (2021) 024618, http://dx.doi.org/10.1103/PhysRevC.104.024618, URL https://link.aps.org/doi/10. 1103/PhysRevC.104.024618.
[166] G. Papadimitriou, A.T. Kruppa, N. Michel, W. Nazarewicz, M. Płoszajczak, J. Rotureau, Phys. Rev. C 84 (2011) 051304, http://dx.doi.org/10.1103/ PhysRevC.84.051304, URL https://link.aps.org/doi/10.1103/PhysRevC.84.051304.
[167] Y.L. Loh, S.N. Taraskin, S.R. Elliott, Phys. Rev. E 63 (2001) 056706, http://dx.doi.org/10.1103/PhysRevE.63.056706.
[168] T.B. Webb, R.J. Charity, J.M. Elson, D.E.M. Hoff, C.D. Pruitt, L.G. Sobotka, K.W. Brown, J. Barney, G. Cerizza, J. Estee, W.G. Lynch, J. Manfredi, P. Morfouace, C. Santamaria, S. Sweany, M.B. Tsang, T. Tsang, Y. Zhang, K. Zhu, S.A. Kuvin, D. McNeel, J. Smith, A.H. Wuosmaa, Z. Chajecki, Phys. Rev. C 101 (2020) 044317, http://dx.doi.org/10.1103/PhysRevC.101.044317, URL https://link.aps.org/doi/10.1103/PhysRevC.101.044317.
[169] I.A. Egorova, R.J. Charity, L.V. Grigorenko, Z. Chajecki, D. Coupland, J.M. Elson, T.K. Ghosh, M.E. Howard, H. Iwasaki, M. Kilburn, J. Lee, W.G. Lynch, J. Manfredi, S.T. Marley, A. Sanetullaev, R. Shane, D.V. Shetty, L.G. Sobotka, M.B. Tsang, J. Winkelbauer, A.H. Wuosmaa, M. Youngs, M.V. Zhukov, Phys. Rev. Lett. 109 (2012) 202502, http://dx.doi.org/10.1103/PhysRevLett.109.202502, URL https://link.aps.org/doi/10.1103/PhysRevLett.109. 202502.
[170] A. Volya, Proceedings of the International Conference 'Nuclear Theory in the Supercomputing Era', Khabarovsk, Russia, 2014, arXiv:1412.6335.
[171] M. Peshkin, A. Volya, V. Zelevinsky, Europhys. Lett. 107 (4) (2014) 40001, http://dx.doi.org/10.1209/0295-5075/107/40001.
[172] M. Bender, R. Bernard, G. Bertsch, S. Chiba, J. Dobaczewski, N. Dubray, S.A. Giuliani, K. Hagino, D. Lacroix, Z.P. Li, P. Magierski, J. Maruhn, W. Nazarewicz, J.C. Pei, S. Péru, N. Pillet, J. Randrup, D. Regnier, P.-G. Reinhard, L.M. Robledo, W. Ryssens, J. Sadhukhan, G. Scamps, N. Schunck, C. Simenel, J. Skalski, I. Stetcu, P. Stevenson, S. Umar, M. Verriere, D. Vretenar, M. Warda, S. Åberg, J. Phys. G 47 (11) (2020) 113002, http://dx.doi.org/10.1088/1361-6471/abab4f.
[173] D.R. Thompson, M. Lemere, Y.C. Tang, Nuclear Phys. A 286 (1) (1977) 53-66, http://dx.doi.org/10.1016/0375-9474(77)90007-0.
[174] C.A. Bertulani, M.S. Hussein, G. Verde, Phys. Lett. B 666 (1) (2008) 86-90, http://dx.doi.org/10.1016/j.physletb.2008.06.062.
[175] R.M. Id Betan, R. de la Madrid, Nuclear Phys. A 970 (2018) 398-410, http://dx.doi.org/10.1016/j.nuclphysa.2018.01.003.
[176] F. Catara, A. Insolia, E. Maglione, A. Vitturi, Phys. Rev. C 29 (1984) 1091-1094, http://dx.doi.org/10.1103/PhysRevC.29.1091.
[177] K. Hagino, H. Sagawa, Phys. Rev. C 89 (2014) 014331, http://dx.doi.org/10.1103/PhysRevC.89.014331.
[178] K. Fossez, J. Rotureau, N. Michel, W. Nazarewicz, Phys. Rev. C 96 (2017) 024308, http://dx.doi.org/10.1103/PhysRevC.96.024308,
[179] D. Morrissey, B. Sherrill, in: J. Al-Khalili, E. Roeckl (Eds.), The Euroschool Lectures on Physics with Exotic Beams, Vol. I, in: Lecture Notes in Physics, vol. 651, Springer-Verlag, Berlin, Heidelberg, 2004, pp. 113-135, http://dx.doi.org/10.1007/b98790.
[180] N. Fukuda, T. Kubo, T. Ohnishi, N. Inabe, H. Takeda, D. Kameda, H. Suzuki, Nucl. Instrum. Methods Phys. Res. B 317 (2013) 323-332, http://dx.doi.org/10.1016/j.nimb.2013.08.048, xVIth International Conference on ElectroMagnetic Isotope Separators and Techniques Related to their Applications, December 2-7, 2012 at Matsue, Japan. URL https://www.sciencedirect.com/science/article/pii/S0168583X13009890.
[181] A.S. Fomichev, L.V. Grigorenko, S.A. Krupko, S.V. Stepantsov, G.M. Ter-Akopian, Eur. Phys. J. A 54 (6) (2018) 97, http://dx.doi.org/10.1140/epja/ i2018-12528-0.
[182] Z. Sun, W.-L. Zhan, Z.-Y. Guo, G. Xiao, J.-X. Li, Nucl. Instrum. Methods Phys. Res. A 503 (3) (2003) 496-503, http://dx.doi.org/10.1016/S0168-9002(03)01005-2, URL https://www.sciencedirect.com/science/article/pii/S0168900203010052.
[183] P. Russotto, L. Calabretta, G. Cardella, G. Cosentino, E.D. Filippo, B. Gnoffo, M.L. Cognata, N. Martorana, E. Pagano, R. Pizzone, L. Quattrocchi, S. Romano, A. Russo, D. Santonocito, J. Phys. Conf. Ser. 1014 (2018) 012016, http://dx.doi.org/10.1088/1742-6596/1014/1/012016.
[184] A.C. Mueller, R. Anne, Nucl. Instrum. Methods Phys. Res. B 56-57 (1991) 559-563, http://dx.doi.org/10.1016/0168-583X(91)96095-3, URL https://www.sciencedirect.com/science/article/pii/0168583X91960953.
[185] D. Morrissey, B. Sherrill, M. Steiner, A. Stolz, I. Wiedenhoever, Nucl. Instrum. Methods Phys. Res. B 204 (2003) 90-96, http://dx.doi.org/10.1016/ S0168-583X(02)01895-5, 14th International Conference on Electromagnetic Isotope Separators and Techniques Related to their Applications. URL https://www.sciencedirect.com/science/article/pii/S0168583X02018955.
[186] T. Kubo, D. Kameda, H. Suzuki, N. Fukuda, H. Takeda, Y. Yanagisawa, M. Ohtake, K. Kusaka, K. Yoshida, N. Inabe, T. Ohnishi, A. Yoshida, K. Tanaka, Y. Mizoi, Prog. Theor. Exp. Phys. 2012 (1) (2012) 03C003, http://dx.doi.org/10.1093/ptep/pts064, arXiv:https://academic.oup.com/ptep/articlepdf/2012/1/03C003/11595011/pts064.pdf.
[187] H. Geissel, P. Armbruster, K. Behr, A. Brünle, K. Burkard, M. Chen, H. Folger, B. Franczak, H. Keller, O. Klepper, B. Langenbeck, F. Nickel, E. Pfeng, M. Pfützner, E. Roeckl, K. Rykaczewski, I. Schall, D. Schardt, C. Scheidenberger, K.-H. Schmidt, A. Schröter, T. Schwab, K. Sümmerer, M. Weber, G. Münzenberg, T. Brohm, H.-G. Clerc, M. Fauerbach, J.-J. Gaimard, A. Grewe, E. Hanelt, B. Knödler, M. Steiner, B. Voss, J. Weckenmann, C. Ziegler, A. Magel, H. Wollnik, J. Dufour, Y. Fujita, D. Vieira, B. Sherrill, Nucl. Instrum. Methods Phys. Res. B 70 (1) (1992) 286-297, http://dx.doi.org/10.1016/0168-583X(92)95944-M, URL https://www.sciencedirect.com/science/article/pii/0168583X9295944M.
[188] M. Hausmann, A. Aaron, A. Amthor, M. Avilov, L. Bandura, R. Bennett, G. Bollen, T. Borden, T. Burgess, S. Chouhan, V. Graves, W. Mittig, D. Morrissey, F. Pellemoine, M. Portillo, R. Ronningen, M. Schein, B. Sherrill, A. Zeller, Nucl. Instrum. Methods Phys. Res. B 317 (2013) 349-353, http://dx.doi.org/10.1016/j.nimb.2013.06.042, xVIth International Conference on ElectroMagnetic Isotope Separators and Techniques Related to their Applications, December 2-7, 2012 at Matsue, Japan. URL https://www.sciencedirect.com/science/article/pii/S0168583X13007210.
[189] J. Winfield, H. Geissel, B. Franczak, T. Dickel, E. Haettner, E. Kazantseva, T. Kubo, S. Litvinov, W. Plaß, S. Ratschow, C. Scheidenberger, Y. Tanaka, H. Weick, M. Winkler, M. Yavor, Nucl. Instrum. Methods Phys. Res. B 491 (2021) 38-51, http://dx.doi.org/10.1016/j.nimb.2021.01.004, URL https://www.sciencedirect.com/science/article/pii/S0168583X21000252.
[190] I. Mukha, L.V. Grigorenko, X. Xu, L. Acosta, E. Casarejos, A.A. Ciemny, W. Dominik, J. Duénas-Díaz, V. Dunin, J.M. Espino, A. Estradé, F. Farinon, A. Fomichev, H. Geissel, T.A. Golubkova, A. Gorshkov, Z. Janas, G. Kamiński, O. Kiselev, R. Knöbel, S. Krupko, M. Kuich, Y.A. Litvinov, G. Marquinez-Durán, I. Martel, C. Mazzocchi, C. Nociforo, A.K. Ordúz, M. Pfützner, S. Pietri, M. Pomorski, A. Prochazka, S. Rymzhanova, A.M. Sánchez-Benítez, C. Scheidenberger, P. Sharov, H. Simon, B. Sitar, R. Slepnev, M. Stanoiu, P. Strmen, I. Szarka, M. Takechi, Y.K. Tanaka, H. Weick, M. Winkler, J.S. Winfield, M.V. Zhukov, Phys. Rev. Lett. 115 (2015) 202501, http://dx.doi.org/10.1103/PhysRevLett.115.202501, URL https://link.aps.org/doi/10.1103/PhysRevLett.115.202501.
[191] I. Mukha, L. Grigorenko, K. Sümmerer, L. Acosta, M.A.G. Alvarez, E. Casarejos, A. Chatillon, D. Cortina-Gil, J.M. Espino, A. Fomichev, J.E. GarcíaRamos, H. Geissel, J. Gómez-Camacho, J. Hofmann, O. Kiselev, A. Korsheninnikov, N. Kurz, Y. Litvinov, I. Martel, C. Nociforo, W. Ott, M. Pfützner, C. Rodríguez-Tajes, E. Roeckl, M. Stanoiu, H. Weick, P.J. Woods, Phys. Rev. C 77 (2008) 061303, http://dx.doi.org/10.1103/PhysRevC.77.061303, URL https://link.aps.org/doi/10.1103/PhysRevC.77.061303.
[192] I. Mukha, L.V. Grigorenko, D. Kostyleva, L. Acosta, E. Casarejos, A.A. Ciemny, W. Dominik, J.A. Dueñas, V. Dunin, J.M. Espino, A. Estradé, F. Farinon, A. Fomichev, H. Geissel, A. Gorshkov, Z. Janas, G. Kamiński, O. Kiselev, R. Knöbel, S. Krupko, M. Kuich, Y.A. Litvinov, G. Marquinez-Durán, I. Martel, C. Mazzocchi, C. Nociforo, A.K. Ordúz, M. Pfützner, S. Pietri, M. Pomorski, A. Prochazka, S. Rymzhanova, A.M. Sánchez-Benítez, C. Scheidenberger, P. Sharov, H. Simon, B. Sitar, R. Slepnev, M. Stanoiu, P. Strmen, I. Szarka, M. Takechi, Y.K. Tanaka, H. Weick, M. Winkler, J.S. Winfield, X. Xu, M.V. Zhukov, Phys. Rev. C 98 (2018) 064308, http://dx.doi.org/10.1103/PhysRevC.98.064308, URL https://link.aps.org/doi/10.1103/PhysRevC.98.064308.
[193] F. Wamers, J. Marganiec, F. Aksouh, Y. Aksyutina, H. Álvarez-Pol, T. Aumann, S. Beceiro-Novo, K. Boretzky, M.J.G. Borge, M. Chartier, A. Chatillon, L.V. Chulkov, D. Cortina-Gil, H. Emling, O. Ershova, L.M. Fraile, H.O.U. Fynbo, D. Galaviz, H. Geissel, M. Heil, D.H.H. Hoffmann, H.T. Johansson, B. Jonson, C. Karagiannis, O.A. Kiselev, J.V. Kratz, R. Kulessa, N. Kurz, C. Langer, M. Lantz, T. Le Bleis, R. Lemmon, Y.A. Litvinov, K. Mahata, C. Müntz, T. Nilsson, C. Nociforo, G. Nyman, W. Ott, V. Panin, S. Paschalis, A. Perea, R. Plag, R. Reifarth, A. Richter, C. Rodriguez-Tajes, D. Rossi, K. Riisager, D. Savran, G. Schrieder, H. Simon, J. Stroth, K. Sümmerer, O. Tengblad, H. Weick, C. Wimmer, M.V. Zhukov, Phys. Rev. Lett. 112 (2014) 132502, http://dx.doi.org/10.1103/PhysRevLett.112.132502, URL https://link.aps.org/doi/10.1103/PhysRevLett.112.132502.
[194] C. Langer, O. Lepyoshkina, Y. Aksyutina, T. Aumann, S.B. Novo, J. Benlliure, K. Boretzky, M. Chartier, D. Cortina, U.D. Pramanik, O. Ershova, H. Geissel, R. Gernhäuser, M. Heil, G. Ickert, H.T. Johansson, B. Jonson, A. Kelić Heil, A. Klimkiewicz, J.V. Kratz, R. Krücken, R. Kulessa, K. Larsson, T. Le Bleis, R. Lemmon, K. Mahata, J. Marganiec, T. Nilsson, V. Panin, R. Plag, W. Prokopowicz, R. Reifarth, V. Ricciardi, D.M. Rossi, S. Schwertel, H. Simon, K. Sümmerer, B. Streicher, J. Taylor, J.R. Vignote, F. Wamers, C. Wimmer, P.Z. Wu, Phys. Rev. C 89 (2014) 035806, http://dx.doi.org/10.1103/PhysRevC.89.035806, URL https://link.aps.org/doi/10.1103/PhysRevC.89.035806.
[195] R.J. Charity, J.M. Elson, J. Manfredi, R. Shane, L.G. Sobotka, B.A. Brown, Z. Chajecki, D. Coupland, H. Iwasaki, M. Kilburn, J. Lee, W.G. Lynch, A. Sanetullaev, M.B. Tsang, J. Winkelbauer, M. Youngs, S.T. Marley, D.V. Shetty, A.H. Wuosmaa, T.K. Ghosh, M.E. Howard, Phys. Rev. C 84 (2011) 014320, http://dx.doi.org/10.1103/PhysRevC.84.014320, URL https://link.aps.org/doi/10.1103/PhysRevC.84.014320.
[196] K.W. Brown, R.J. Charity, L.G. Sobotka, Z. Chajecki, L.V. Grigorenko, I.A. Egorova, Y.L. Parfenova, M.V. Zhukov, S. Bedoor, W.W. Buhro, J.M. Elson, W.G. Lynch, J. Manfredi, D.G. McNeel, W. Reviol, R. Shane, R.H. Showalter, M.B. Tsang, J.R. Winkelbauer, A.H. Wuosmaa, Phys. Rev. Lett. 113 (2014) 232501, http://dx.doi.org/10.1103/PhysRevLett.113.232501, URL https://link.aps.org/doi/10.1103/PhysRevLett.113.232501.
[197] D. Bazin, V. Andreev, A. Becerril, M. Doléans, P. Mantica, J. Ottarson, H. Schatz, J. Stoker, J. Vincent, Nucl. Instrum. Methods Phys. Res. A 606 (3) (2009) 314-319, http://dx.doi.org/10.1016/j.nima.2009.05.100, URL https://www.sciencedirect.com/science/article/pii/S0168900209011425.
[198] M. Wallace, M. Famiano, M.-J. van Goethem, A. Rogers, W. Lynch, J. Clifford, F. Delaunay, J. Lee, S. Labostov, M. Mocko, L. Morris, A. Moroni, B. Nett, D. Oostdyk, R. Krishnasamy, M. Tsang, R. de Souza, S. Hudan, L. Sobotka, R. Charity, J. Elson, G. Engel, Nucl. Instrum. Methods Phys. Res. A 583 (2) (2007) 302-312, http://dx.doi.org/10.1016/j.nima.2007.08.248, URL https://www.sciencedirect.com/science/article/ pii/S016890020701947X.
[199] K.W. Brown, R.J. Charity, L.G. Sobotka, L.V. Grigorenko, T.A. Golubkova, S. Bedoor, W.W. Buhro, Z. Chajecki, J.M. Elson, W.G. Lynch, J. Manfredi, D.G. McNeel, W. Reviol, R. Shane, R.H. Showalter, M.B. Tsang, J.R. Winkelbauer, A.H. Wuosmaa, Phys. Rev. C 92 (2015) 034329, http://dx.doi.org/10.1103/PhysRevC.92.034329, URL https://link.aps.org/doi/10.1103/PhysRevC.92.034329.
[200] P.V. Duppen, in: J. Al-Khalili, E. Roeckl (Eds.), The Euroschool Lectures on Physics with Exotic Beams, II, in: Lecture Notes in Physics, vol. 700, Springer-Verlag, Berlin, Heidelberg, 2006, pp. 37-77, http://dx.doi.org/10.1007/b11743651.
[201] P. Sellin, P. Woods, D. Branford, T. Davinson, N. Davis, D. Ireland, K. Livingston, R. Page, A. Shotter, S. Hofmann, R. Hunt, A. James, M. Hotchkis, M. Freer, S. Thomas, Nucl. Instrum. Methods Phys. Res. A 311 (1) (1992) 217-223, http://dx.doi.org/10.1016/0168-9002(92)90867-4, URL https://www.sciencedirect.com/science/article/pii/0168900292908674.
[202] S. Nishimura, G. Lorusso, Z. Xu, J. Wu, R. Gernhäuser, H. Jung, Y. Kwon, Z. Li, K. Steiger, H. Sakurai, RIKEN Accel. Prog. Rep. 46 (2013) 182.
[203] M. Stanoiu, K. Sümmerer, I. Mukha, A. Chatillon, E. Cortina Gil, M. Heil, J. Hoffman, O. Kiselev, N. Kurz, W. Ott, Nucl. Instrum. Methods Phys. Res. B 266 (19) (2008) 4625-4627, http://dx.doi.org/10.1016/j.nimb.2008.05.116, proceedings of the XVth International Conference on Electromagnetic Isotope Separators and Techniques Related to their Applications. URL https://www.sciencedirect.com/science/article/pii/ S0168583X08007891.
[204] J. Giovinazzo, B. Blank, C. Borcea, G. Canchel, J.-C. Dalouzy, C.E. Demonchy, F. de Oliveira Santos, C. Dossat, S. Grévy, L. Hay, J. Huikari, S. Leblanc, I. Matea, J.-L. Pedroza, L. Perrot, J. Pibernat, L. Serani, C. Stodel, J.-C. Thomas, Phys. Rev. Lett. 99 (2007) 102501, http://dx.doi.org/10. 1103/PhysRevLett.99.102501, URL https://link.aps.org/doi/10.1103/PhysRevLett.99.102501.
[205] B. Blank, L. Hay, J. Huikari, S. Leblanc, S. List, J.-L. Pedroza, P. Ascher, L. Audirac, C. Borcea, G. Canchel, F. Delalee, C. Demonchy, C. Dossat, J. Giovinazzo, P. Hellmuth, C. Marchand, I. Matea, R. de Oliveira, J. Pibernat, A. Rebii, L. Serani, J. Thomas, Nucl. Instrum. Methods Phys. Res. A 613 (1) (2010) 65-78, http://dx.doi.org/10.1016/j.nima.2009.10.140, URL https://www.sciencedirect.com/science/article/pii/S0168900209020920.
[206] F. Sauli, Nucl. Instrum. Methods Phys. Res. A 386 (2) (1997) 531-534, http://dx.doi.org/10.1016/S0168-9002(96)01172-2, URL https://www. sciencedirect.com/science/article/pii/S0168900296011722.
[207] R. Bellazzini, M. Bozzo, A. Brez, G. Gariano, L. Latronico, N. Lumb, A. Papanestis, G. Spandre, M. Massai, R. Raffo, M. Spezziga, Nucl. Instrum. Methods Phys. Res. A 424 (2) (1999) 444-458, http://dx.doi.org/10.1016/S0168-9002(98)01186-3, URL https://www.sciencedirect.com/science/ article/pii/S0168900298011863.
[208] P. Ascher, L. Audirac, N. Adimi, B. Blank, C. Borcea, B.A. Brown, I. Companis, F. Delalee, C.E. Demonchy, F. de Oliveira Santos, J. Giovinazzo, S. Grévy, L.V. Grigorenko, T. Kurtukian-Nieto, S. Leblanc, J.-L. Pedroza, L. Perrot, J. Pibernat, L. Serani, P.C. Srivastava, J.-C. Thomas, Phys. Rev. Lett. 107 (2011) 102502, http://dx.doi.org/10.1103/PhysRevLett.107.102502, URL https://link.aps.org/doi/10.1103/PhysRevLett.107.102502.
[209] B. Mauss, P. Morfouace, T. Roger, J. Pancin, G. Grinyer, J. Giovinazzo, V. Alcindor, H. Álvarez Pol, A. Arokiaraj, M. Babo, B. Bastin, C. Borcea, M. Caamano, S. Ceruti, B. Fernández-Domínguez, E. Foulon-Moret, P. Gangnant, S. Giraud, A. Laffoley, G. Mantovani, T. Marchi, B. Monteagudo, J. Pibernat, O. Poleshchuk, R. Raabe, J. Refsgaard, A. Revel, F. Saillant, M. Stanoiu, G. Wittwer, J. Yang, Nucl. Instrum. Methods Phys. Res. A 940 (2019) 498-504, http://dx.doi.org/10.1016/j.nima.2019.06.067, URL https://www.sciencedirect.com/science/article/pii/S016890021930912X.
[210] J. Giovinazzo, J. Pancin, J. Pibernat, T. Roger, Nucl. Instrum. Methods Phys. Res. A 953 (2020) 163184, http://dx.doi.org/10.1016/j.nima.2019. 163184, URL https://www.sciencedirect.com/science/article/pii/S0168900219314834.
[211] G. Charpak, W. Dominik, J. Fabre, J. Gaudaen, F. Sauli, M. Suzuki, Nucl. Instrum. Methods Phys. Res. A 269 (1) (1988) 142-148, http: //dx.doi.org/10.1016/0168-9002(88)90871-6, URL https://www.sciencedirect.com/science/article/pii/0168900288908716.
[212] K. Miernik, W. Dominik, H. Czyrkowski, R. Dąbrowski, A. Fomitchev, M. Golovkov, Z. Janas, W. Kuśmierz, M. Pfützner, A. Rodin, S. Stepantsov, R. Slepniev, G. Ter-Akopian, R. Wolski, Nucl. Instrum. Methods Phys. Res. A 581 (1) (2007) 194-197, http://dx.doi.org/10.1016/j.nima.2007.07.076, vCI 2007. URL https://www.sciencedirect.com/science/article/pii/S0168900207015306.
[213] M. Pomorski, M. Pfützner, W. Dominik, R. Grzywacz, A. Stolz, T. Baumann, J.S. Berryman, H. Czyrkowski, R. Dąbrowski, A. Fijałkowska, T. Ginter, J. Johnson, G. Kamiński, N. Larson, S.N. Liddick, M. Madurga, C. Mazzocchi, S. Mianowski, K. Miernik, D. Miller, S. Paulauskas, J. Pereira, K.P. Rykaczewski, S. Suchyta, Phys. Rev. C 90 (2014) 014311, http://dx.doi.org/10.1103/PhysRevC.90.014311, URL https://link.aps.org/doi/10.1103/ PhysRevC.90.014311.
[214] K. Miernik, W. Dominik, Z. Janas, M. Pfützner, C.R. Bingham, H. Czyrkowski, M. Ćwiok, I.G. Darby, R. Dąbrowski, T. Ginter, R. Grzywacz, M. Karny, A. Korgul, W. Kuśmierz, S.N. Liddick, M. Rajabali, K. Rykaczewski, A. Stolz, Phys. Rev. C 76 (2007) 041304, http://dx.doi.org/10.1103/ PhysRevC.76.041304, URL https://link.aps.org/doi/10.1103/PhysRevC.76.041304.
[215] M. Pomorski, K. Miernik, W. Dominik, Z. Janas, M. Pfützner, C.R. Bingham, H. Czyrkowski, M. Ćwiok, I.G. Darby, R. Dąbrowski, T. Ginter, R. Grzywacz, M. Karny, A. Korgul, W. Kuśmierz, S.N. Liddick, M. Rajabali, K. Rykaczewski, A. Stolz, Phys. Rev. C 83 (2011) 014306, http://dx.doi.org/10.1103/PhysRevC.83.014306, URL https://link.aps.org/doi/10.1103/PhysRevC.83.014306.
[216] A.A. Lis, C. Mazzocchi, W. Dominik, Z. Janas, M. Pfützner, M. Pomorski, L. Acosta, S. Baraeva, E. Casarejos, J. Duénas-Díaz, V. Dunin, J.M. Espino, A. Estrade, F. Farinon, A. Fomichev, H. Geissel, A. Gorshkov, G. Kamiński, O. Kiselev, R. Knöbel, S. Krupko, M. Kuich, Y.A. Litvinov, G. MarquinezDurán, I. Martel, I. Mukha, C. Nociforo, A.K. Ordúz, S. Pietri, A. Prochazka, A.M. Sánchez-Benítez, H. Simon, B. Sitar, R. Slepnev, M. Stanoiu, P. Strmen, I. Szarka, M. Takechi, Y. Tanaka, H. Weick, J.S. Winfield, Phys. Rev. C 91 (2015) 064309, http://dx.doi.org/10.1103/PhysRevC.91.064309, URL https://link.aps.org/doi/10.1103/PhysRevC.91.064309.
[217] A.A. Ciemny, C. Mazzocchi, W. Dominik, A. Fijałkowska, J. Hooker, C. Hunt, H. Jayatissa, L. Janiak, G. Kamiński, E. Koshchiy, M. Pfützner, M. Pomorski, B. Roeder, G.V. Rogachev, A. Saastamoinen, S. Sharma, N. Sokołowska, W. Satuła, J. Singh, Phys. Rev. C 106 (2022) 014317, http://dx.doi.org/10.1103/PhysRevC.106.014317, URL https://link.aps.org/doi/10.1103/PhysRevC.106.014317.
[218] O.V. Bochkarev, et al., Nuclear Phys. A 505 (1989) 215.
[219] V. Chudoba, L.V. Grigorenko, A.S. Fomichev, A.A. Bezbakh, I.A. Egorova, S.N. Ershov, M.S. Golovkov, A.V. Gorshkov, V.A. Gorshkov, G. Kaminski, S.A. Krupko, I. Mukha, E.Y. Nikolskii, Y.L. Parfenova, S.I. Sidorchuk, P.G. Sharov, R.S. Slepnev, L. Standylo, S.V. Stepantsov, G.M. Ter-Akopian, R. Wolski, M.V. Zhukov, Phys. Rev. C 98 (2018) 054612, http://dx.doi.org/10.1103/PhysRevC.98.054612, URL https://link.aps.org/doi/10.1103/ PhysRevC.98.054612.
[220] A. Fomichev, V. Chudoba, I. Egorova, S. Ershov, M. Golovkov, A. Gorshkov, V. Gorshkov, L. Grigorenko, G. Kamiński, S. Krupko, I. Mukha, Y. Parfenova, S. Sidorchuk, R. Slepnev, L. Standylo, S. Stepantsov, G. Ter-Akopian, R. Wolski, M. Zhukov, Phys. Lett. B 708 (1) (2012) 6-13, http://dx.doi.org/10.1016/j.physletb.2012.01.004, URL https://www.sciencedirect.com/science/article/pii/S0370269312000068.
[221] D. Suzuki, H. Iwasaki, D. Beaumel, L. Nalpas, E. Pollacco, M. Assié, H. Baba, Y. Blumenfeld, N. De Séréville, A. Drouart, S. Franchoo, A. Gillibert, J. Guillot, F. Hammache, N. Keeley, V. Lapoux, F. Maréchal, S. Michimasa, X. Mougeot, I. Mukha, H. Okamura, H. Otsu, A. Ramus, P. Roussel-Chomaz, H. Sakurai, J.-A. Scarpaci, O. Sorlin, I. Stefan, M. Takechi, Phys. Rev. Lett. 103 (2009) 152503, http://dx.doi.org/10.1103/PhysRevLett.103.152503, URL https://link.aps.org/doi/10.1103/PhysRevLett.103.152503.
[222] I. Mukha, N.K. Timofeyuk, K. Sümmerer, L. Acosta, M.A.G. Alvarez, E. Casarejos, A. Chatillon, D. Cortina-Gil, J.M. Espino, A. Fomichev, J.E. García-Ramos, H. Geissel, J. Gómez-Camacho, L. Grigorenko, J. Hofmann, O. Kiselev, A. Korsheninnikov, N. Kurz, Y. Litvinov, I. Martel, C. Nociforo, W. Ott, M. Pfützner, C. Rodríguez-Tajes, E. Roeckl, M. Stanoiu, H. Weick, P.J. Woods, Phys. Rev. C 79 (2009) 061301, http: //dx.doi.org/10.1103/PhysRevC.79.061301, URL https://link.aps.org/doi/10.1103/PhysRevC.79.061301.
[223] I. Mukha, K. Sümmerer, L. Acosta, M.A.G. Alvarez, E. Casarejos, A. Chatillon, D. Cortina-Gil, I.A. Egorova, J.M. Espino, A. Fomichev, J.E. GarcíaRamos, H. Geissel, J. Gómez-Camacho, L. Grigorenko, J. Hofmann, O. Kiselev, A. Korsheninnikov, N. Kurz, Y.A. Litvinov, E. Litvinova, I. Martel, C. Nociforo, W. Ott, M. Pfützner, C. Rodríguez-Tajes, E. Roeckl, M. Stanoiu, N.K. Timofeyuk, H. Weick, P.J. Woods, Phys. Rev. C 82 (5) (2010) 054315, http://dx.doi.org/10.1103/PhysRevC.82.054315.
[224] P.G. Sharov, A.S. Fomichev, A.A. Bezbakh, V. Chudoba, I.A. Egorova, M.S. Golovkov, T.A. Golubkova, A.V. Gorshkov, L.V. Grigorenko, G. Kaminski, A.G. Knyazev, S.A. Krupko, M. Mentel, E.Y. Nikolskii, Y.L. Parfenova, P. Pluchinski, S.A. Rymzhanova, S.I. Sidorchuk, R.S. Slepnev, S.V. Stepantsov, G.M. Ter-Akopian, R. Wolski, Phys. Rev. C 96 (2017) 025807, http://dx.doi.org/10.1103/PhysRevC.96.025807, URL https: //link.aps.org/doi/10.1103/PhysRevC.96.025807.
[225] R.J. Charity, K.W. Brown, J. Okołowicz, M. Płoszajczak, J.M. Elson, W. Reviol, L.G. Sobotka, W.W. Buhro, Z. Chajecki, W.G. Lynch, J. Manfredi, R. Shane, R.H. Showalter, M.B. Tsang, D. Weisshaar, J.R. Winkelbauer, S. Bedoor, A.H. Wuosmaa, Phys. Rev. C 97 (2018) 054318, http: //dx.doi.org/10.1103/PhysRevC.97.054318, URL https://link.aps.org/doi/10.1103/PhysRevC.97.054318.
[226] P. Voss, T. Baumann, D. Bazin, A. Dewald, H. Iwasaki, D. Miller, A. Ratkiewicz, A. Spyrou, K. Starosta, M. Thoennessen, C. Vaman, J.A. Tostevin, Phys. Rev. C 90 (2014) 014301, http://dx.doi.org/10.1103/PhysRevC.90.014301, URL https://link.aps.org/doi/10.1103/PhysRevC.90.014301.
[227] K.W. Brown, R.J. Charity, J.M. Elson, W. Reviol, L.G. Sobotka, W.W. Buhro, Z. Chajecki, W.G. Lynch, J. Manfredi, R. Shane, R.H. Showalter, M.B. Tsang, D. Weisshaar, J.R. Winkelbauer, S. Bedoor, A.H. Wuosmaa, Phys. Rev. C 95 (2017) 044326, http://dx.doi.org/10.1103/PhysRevC.95.044326, URL https://link.aps.org/doi/10.1103/PhysRevC.95.044326.
[228] X.D. Xu, I. Mukha, L. Acosta, E. Casarejos, A.A. Ciemny, W. Dominik, et al., Nucl. Phys. Rev. 33 (2016) 197, http://dx.doi.org/10.11804/ NuclPhysRev.33.02.197, URL http://www.npr.ac.cn/article/doi/10.11804/NuclPhysRev.33.02.197.
[229] X.-D. Xu, I. Mukha, L.V. Grigorenko, C. Scheidenberger, L. Acosta, E. Casarejos, V. Chudoba, A.A. Ciemny, W. Dominik, J. Duénas-Díaz, V. Dunin, J.M. Espino, A. Estradé, F. Farinon, A. Fomichev, H. Geissel, T.A. Golubkova, A. Gorshkov, Z. Janas, G. Kamiński, O. Kiselev, R. Knöbel, S. Krupko, M. Kuich, Y.A. Litvinov, G. Marquinez-Durán, I. Martel, C. Mazzocchi, C. Nociforo, A.K. Ordúz, M. Pfützner, S. Pietri, M. Pomorski, A. Prochazka, S. Rymzhanova, A.M. Sánchez-Benítez, P. Sharov, H. Simon, B. Sitar, R. Slepnev, M. Stanoiu, P. Strmen, I. Szarka, M. Takechi, Y.K. Tanaka, H. Weick, M. Winkler, J.S. Winfield, Phys. Rev. C 97 (2018) 034305, http://dx.doi.org/10.1103/PhysRevC.97.034305, URL https://link.aps.org/doi/10.1103/PhysRevC.97.034305.
[230] L. Grigorenko, T. Wiser, K. Miernik, R. Charity, M. Pfützner, A. Banu, C. Bingham, M. ?wiok, I. Darby, W. Dominik, J. Elson, T. Ginter, R. Grzywacz, Z. Janas, M. Karny, A. Korgul, S. Liddick, K. Mercurio, M. Rajabali, K. Rykaczewski, R. Shane, L. Sobotka, A. Stolz, L. Trache, R. Tribble, A. Wuosmaa, M. Zhukov, Phys. Lett. B 677 (1) (2009) 30-35, http://dx.doi.org/10.1016/j.physletb.2009.04.085, URL https://www.sciencedirect. com/science/article/pii/S0370269309005486.
[231] L. Axelsson, M.J.G. Borge, S. Fayans, V.Z. Goldberg, S. Grévy, D. Guillemaud-Mueller, B. Jonson, K.M. Källman, T. Lönnroth, M. Lewitowicz, P. Manngård, K. Markenroth, I. Martel, A.C. Mueller, I. Mukha, T. Nilsson, G. Nyman, N.A. Orr, K. Riisager, G.V. Rogatchev, M.G. Saint-Laurent, I.N. Serikov, O. Sorlin, O. Tengblad, F. Wenander, J.S. Winfield, R. Wolski, Phys. Rev. C 54 (1996) R1511-R1514, http://dx.doi.org/10.1103/PhysRevC. 54.R1511, URL https://link.aps.org/doi/10.1103/PhysRevC.54.R1511.
[232] M.F. Jager, R.J. Charity, J.M. Elson, J. Manfredi, M.H. Mahzoon, L.G. Sobotka, M. McCleskey, R.G. Pizzone, B.T. Roeder, A. Spiridon, E. Simmons, L. Trache, M. Kurokawa, Phys. Rev. C 86 (2012) 011304, http://dx.doi.org/10.1103/PhysRevC.86.011304, URL https://link.aps.org/doi/10.1103/ PhysRevC.86.011304.
[233] J.B. Ehrman, Phys. Rev. 81 (1951) 412-416, http://dx.doi.org/10.1103/PhysRev.81.412.
[234] R.G. Thomas, Phys. Rev. 88 (1952) 1109-1125, http://dx.doi.org/10.1103/PhysRev.88.1109.
[235] L.V. Grigorenko, M.V. Zhukov, Phys. Rev. C 76 (2007) 014009, http://dx.doi.org/10.1103/PhysRevC.76.014009, URL https://link.aps.org/doi/10. 1103/PhysRevC.76.014009.
[236] L.V. Grigorenko, T.A. Golubkova, M.V. Zhukov, Phys. Rev. C 91 (2015) 024325, http://dx.doi.org/10.1103/PhysRevC.91.024325, URL https: //link.aps.org/doi/10.1103/PhysRevC.91.024325.
[237] J. Görres, M. Wiescher, F.-K. Thielemann, Phys. Rev. C 51 (1995) 392-400, http://dx.doi.org/10.1103/PhysRevC.51.392, URL https://link.aps.org/ doi/10.1103/PhysRevC.51.392.
[238] I. Mukha, L. Grigorenko, L. Acosta, M.A.G. Alvarez, E. Casarejos, A. Chatillon, D. Cortina-Gil, J.M. Espino, A. Fomichev, J.E. García-Ramos, H. Geissel, J. Gómez-Camacho, J. Hofmann, O. Kiselev, A. Korsheninnikov, N. Kurz, Y.A. Litvinov, I. Martel, C. Nociforo, W. Ott, M. Pfützner, C. Rodríguez-Tajes, E. Roeckl, C. Scheidenberger, M. Stanoiu, K. Sümmerer, H. Weick, P.j. Woods, Phys. Rev. C 85 (2012) 044325, http: //dx.doi.org/10.1103/PhysRevC.85.044325, URL https://link.aps.org/doi/10.1103/PhysRevC.85.044325.
[239] L. Axelsson, J. Äystö, M.J.G. Borge, L.M. Fraile, H.O.U. Fynbo, A. Honkanen, P. Hornshøj, A. Jokinen, B. Jonson, P.O. Lipas, I. Martel, I. Mukha, T. Nilsson, G. Nyman, B. Petersen, K. Riisager, M.H. Smedberg, O. Tengblad, Nuclear Phys. A 634 (4) (1998) 475-496, http://dx.doi.org/10.1016/ S0375-9474(98)00172-9.
[240] T. Golubkova, X.-D. Xu, L. Grigorenko, I. Mukha, C. Scheidenberger, M. Zhukov, Phys. Lett. B 762 (2016) 263-270, http://dx.doi.org/10.1016/j. physletb.2016.09.034, URL https://www.sciencedirect.com/science/article/pii/S0370269316305299.
[241] B. Blank, S. Czajkowski, F. Davi, R. Del Moral, J.P. Dufour, A. Fleury, C. Marchand, M.S. Pravikoff, J. Benlliure, F. Boué, R. Collatz, A. Heinz, M. Hellström, Z. Hu, E. Roeckl, M. Shibata, K. Sümmerer, Z. Janas, M. Karny, M. Pfützner, M. Lewitowicz, Phys. Rev. Lett. 77 (1996) 2893-2896, http://dx.doi.org/10.1103/PhysRevLett.77.2893, URL https://link.aps.org/doi/10.1103/PhysRevLett.77.2893.
[242] M. Pfützner, E. Badura, R. Grzywacz, Z. Janas, M. Momayezi, C. Bingham, B. Blank, M. Chartier, H. Geissel, J. Giovinazzo, M. Hellström, J. Kurcewicz, A. Lalleman, C. Mazzocchi, I. Mukha, C. Plettner, E. Roeckl, K. Rykaczewski, K. Schmidt, R. Simon, M. Stanoiu, J.-C. Thomas, Nucl. Instrum. Methods Phys. Res. A 493 (3) (2002) 155-164, http://dx.doi.org/10.1016/S0168-9002(02)01567-X, URL https://www.sciencedirect. com/science/article/pii/S016890020201567X.
[243] C. Dossat, A. Bey, B. Blank, G. Canchel, A. Fleury, J. Giovinazzo, I. Matea, F. d. O. Santos, G. Georgiev, S. Grévy, I. Stefan, J.C. Thomas, N. Adimi, C. Borcea, D.C. Gil, M. Caamano, M. Stanoiu, F. Aksouh, B.A. Brown, L.V. Grigorenko, Phys. Rev. C 72 (2005) 054315, http: //dx.doi.org/10.1103/PhysRevC.72.054315, URL https://link.aps.org/doi/10.1103/PhysRevC.72.054315.
[244] L. Audirac, P. Ascher, B. Blank, C. Borcea, B.A. Brown, G. Canchel, C.E. Demonchy, F. de Oliveira Santos, C. Dossat, J. Giovinazzo, S. Grévy, L. Hay, J. Huikari, S. Leblanc, I. Matea, J.-L. Pedroza, L. Perrot, J. Pibernat, L. Serani, C. Stodel, J.-C. Thomas, Eur. Phys. J. A 48 (12) (2012) 179, http://dx.doi.org/10.1140/epja/i2012-12179-1.
[245] B. Blank, M. Chartier, S. Czajkowski, J. Giovinazzo, M.S. Pravikoff, J.-C. Thomas, G. de France, F. de Oliveira Santos, M. Lewitowicz, C. Borcea, R. Grzywacz, Z. Janas, M. Pfützner, Phys. Rev. Lett. 84 (2000) 1116-1119, http://dx.doi.org/10.1103/PhysRevLett.84.1116, URL https: //link.aps.org/doi/10.1103/PhysRevLett.84.1116.
[246] A. Kubiela, H. Suzuki, O.B. Tarasov, M. Pfützner, D.-S. Ahn, H. Baba, A. Bezbakh, A.A. Ciemny, W. Dominik, N. Fukuda, A. Giska, R. Grzywacz, Y Ichikawa, Z. Janas, L. Janiak, G. Kamiński, K. Kawata, T. Kubo, M. Madurga, C. Mazzocchi, H. Nishibata, M. Pomorski, Y. Shimizu, N. Sokołowska, D. Suzuki, P. Szymkiewicz, A. Świercz, M. Tajima, A. Takamine, H. Takeda, Y. Takeuchi, C.R. Thornsberry, H. Ueno, H. Yamazaki, R. Yokoyama, K. Yoshida, Phys. Rev. C 104 (2021) 064610, http://dx.doi.org/10.1103/PhysRevC.104.064610, URL https://link.aps.org/doi/10.1103/PhysRevC.104. 064610.
[247] D. Kostyleva, I. Mukha, L. Acosta, E. Casarejos, V. Chudoba, A.A. Ciemny, W. Dominik, J.A. Dueñas, V. Dunin, J.M. Espino, A. Estradé, F. Farinon, A. Fomichev, H. Geissel, A. Gorshkov, L.V. Grigorenko, Z. Janas, G. Kamiński, O. Kiselev, R. Knöbel, S. Krupko, M. Kuich, Y.A. Litvinov, G. Marquinez-Durán, I. Martel, C. Mazzocchi, C. Nociforo, A.K. Ordúz, M. Pfützner, S. Pietri, M. Pomorski, A. Prochazka, S. Rymzhanova, A.M. Sánchez-Benítez, C. Scheidenberger, H. Simon, B. Sitar, R. Slepnev, M. Stanoiu, P. Strmen, I. Szarka, M. Takechi, Y.K. Tanaka, H. Weick, M. Winkler, J.S. Winfield, X. Xu, M.V. Zhukov, Phys. Rev. Lett. 123 (2019) 092502, http://dx.doi.org/10.1103/PhysRevLett.123.092502, URL https://link.aps.org/doi/10.1103/PhysRevLett.123.092502.
[248] R.J. Charity, T.B. Webb, J.M. Elson, D.E.M. Hoff, C.D. Pruitt, L.G. Sobotka, K.W. Brown, G. Cerizza, J. Estee, W.G. Lynch, J. Manfredi, P. Morfouace, C. Santamaria, S. Sweany, C.Y. Tsang, M.B. Tsang, Y. Zhang, K. Zhu, S.A. Kuvin, D. McNeel, J. Smith, A.H. Wuosmaa, Z. Chajecki, Phys. Rev. Lett. 126 (2021) 132501, http://dx.doi.org/10.1103/PhysRevLett.126.132501, URL https://link.aps.org/doi/10.1103/PhysRevLett.126.132501.
[249] G.T. Koldste, B. Blank, M.J.G. Borge, J.A. Briz, M. Carmona-Gallardo, L.M. Fraile, H.O.U. Fynbo, J. Giovinazzo, B.D. Grann, J.G. Johansen, A. Jokinen, B. Jonson, T. Kurturkian-Nieto, J.H. Kusk, T. Nilsson, A. Perea, V. Pesudo, E. Picado, K. Riisager, A. Saastamoinen, O. Tengblad, J.-C. Thomas, J. Van de Walle, Phys. Rev. C 89 (2014) 064315, http://dx.doi.org/10.1103/PhysRevC.89.064315, URL https://link.aps.org/doi/10.1103/PhysRevC.89.064315.
[250] G. Koldste, B. Blank, M. Borge, J. Briz, M. Carmona-Gallardo, L. Fraile, H. Fynbo, J. Giovinazzo, J. Johansen, A. Jokinen, B. Jonson, T. KurturkianNieto, T. Nilsson, A. Perea, V. Pesudo, E. Picado, K. Riisager, A. Saastamoinen, O. Tengblad, J.-C. Thomas, J. Van de Walle, Phys. Lett. B 737 (2014) 383-387, http://dx.doi.org/10.1016/j.physletb.2014.09.015, URL https://www.sciencedirect.com/science/article/pii/S0370269314006650.
[251] H. Fynbo, M. Borge, L. Axelsson, J. Äystö, U. Bergmann, L. Fraile, A. Honkanen, P. HornshĂj, Y. Jading, A. Jokinen, B. Jonson, I. Martel, I. Mukha, T. Nilsson, G. Nyman, M. Oinonen, I. Piqueras, K. Riisager, T. Siiskonen, M. Smedberg, O. Tengblad, J. Thaysen, F. Wenander, Nuclear Phys. A 677 (1) (2000) 38-60, http://dx.doi.org/10.1016/S0375-9474(00)00248-7, URL https://www.sciencedirect.com/science/article/pii/S0375947400002487.
[252] L.V. Grigorenko, I.G. Mukha, C. Scheidenberger, M.V. Zhukov, Phys. Rev. C 84 (2011) 021303, http://dx.doi.org/10.1103/PhysRevC.84.021303, URL https://link.aps.org/doi/10.1103/PhysRevC.84.021303.
[253] O.V. Bochkarev, Y.O. Vasilev, A.A. Korsheninnikov, E.A. Kuzmin, I.G. Mukha, V.M. Pugach, L.V. Chulkov, G.B. Yankov, Sov. J. Nucl. Phys. 52 (1990) 964.
[254] M. Itoh, S. Ando, T. Aoki, H. Arikawa, S. Ezure, K. Harada, T. Hayamizu, T. Inoue, T. Ishikawa, K. Kato, H. Kawamura, Y. Sakemi, A. Uchiyama, Phys. Rev. Lett. 113 (2014) 102501, http://dx.doi.org/10.1103/PhysRevLett.113.102501, URL https://link.aps.org/doi/10.1103/PhysRevLett.113.102501.
[255] L.V. Grigorenko, R. Johnson, I.G. Mukha, I.J. Thompson, M.V. Zhukov, Eur. Phys. J. A 15 (2002) 125, http://dx.doi.org/10.1140/epja/i2001-10239-3.
[256] A. Spyrou, Z. Kohley, T. Baumann, D. Bazin, B.A. Brown, G. Christian, P.A. DeYoung, J.E. Finck, N. Frank, E. Lunderberg, S. Mosby, W.A. Peters, A. Schiller, J.K. Smith, J. Snyder, M.J. Strongman, M. Thoennessen, A. Volya, Phys. Rev. Lett. 108 (2012) 102501, http://dx.doi.org/10.1103/ PhysRevLett.108.102501, URL https://link.aps.org/doi/10.1103/PhysRevLett.108.102501.
[257] J. Snyder, T. Baumann, G. Christian, R.A. Haring-Kaye, P.A. DeYoung, Z. Kohley, B. Luther, M. Mosby, S. Mosby, A. Simon, J.K. Smith, A. Spyrou, S. Stephenson, M. Thoennessen, Phys. Rev. C 88 (2013) 031303, http://dx.doi.org/10.1103/PhysRevC.88.031303, URL https://link.aps.org/doi/10. 1103/PhysRevC.88.031303.
[258] E. Lunderberg, P.A. DeYoung, Z. Kohley, H. Attanayake, T. Baumann, D. Bazin, G. Christian, D. Divaratne, S.M. Grimes, A. Haagsma, J.E. Finck, N. Frank, B. Luther, S. Mosby, T. Nagi, G.F. Peaslee, A. Schiller, J. Snyder, A. Spyrou, M.J. Strongman, M. Thoennessen, Phys. Rev. Lett. 108 (2012) 142503, http://dx.doi.org/10.1103/PhysRevLett.108.142503, URL https://link.aps.org/doi/10.1103/PhysRevLett.108.142503.
[259] C. Caesar, J. Simonis, T. Adachi, Y. Aksyutina, J. Alcantara, S. Altstadt, H. Alvarez-Pol, N. Ashwood, T. Aumann, V. Avdeichikov, M. Barr, S. Beceiro, D. Bemmerer, J. Benlliure, C.A. Bertulani, K. Boretzky, M.J.G. Borge, G. Burgunder, M. Caamano, E. Casarejos, W. Catford, J. Cederkäll, S. Chakraborty, M. Chartier, L. Chulkov, D. Cortina-Gil, U. Datta Pramanik, P. Diaz Fernandez, I. Dillmann, Z. Elekes, J. Enders, O. Ershova, A. Estrade, F. Farinon, L.M. Fraile, M. Freer, M. Freudenberger, H.O.U. Fynbo, D. Galaviz, H. Geissel, R. Gernhäuser, P. Golubev, D. Gonzalez Diaz, J. Hagdahl, T. Heftrich, M. Heil, M. Heine, A. Heinz, A. Henriques, M. Holl, J.D. Holt, G. Ickert, A. Ignatov, B. Jakobsson, H.T. Johansson, B. Jonson, N. Kalantar-Nayestanaki, R. Kanungo, A. Kelic-Heil, R. Knöbel, T. Kröll, R. Krücken, J. Kurcewicz, M. Labiche, C. Langer, T. Le Bleis, R. Lemmon, O. Lepyoshkina, S. Lindberg, J. Machado, J. Marganiec, V. Maroussov, J. Menéndez, M. Mostazo, A. Movsesyan, A. Najafi, T. Nilsson, C. Nociforo, V. Panin, A. Perea, S. Pietri, R. Plag, A. Prochazka, A. Rahaman, G. Rastrepina, R. Reifarth, G. Ribeiro, M.V. Ricciardi, C. Rigollet, K. Riisager, M. Röder, D. Rossi, J. Sanchez del Rio, D. Savran, H. Scheit, A. Schwenk, H. Simon, O. Sorlin, V. Stoica, B. Streicher, J. Taylor, O. Tengblad, S. Terashima, R. Thies, Y. Togano, E. Uberseder, J. Van de Walle, P. Velho, V. Volkov, A. Wagner, F. Wamers, H. Weick, M. Weigand, C. Wheldon, G. Wilson, C. Wimmer, J.S. Winfield, P. Woods, D. Yakorev, M.V. Zhukov, A. Zilges, M. Zoric, K. Zuber, Phys. Rev. C 88 (2013) 034313, http://dx.doi.org/10.1103/PhysRevC.88.034313, URL https://link.aps.org/doi/10.1103/PhysRevC.88.034313.
[260] Z. Kohley, T. Baumann, D. Bazin, G. Christian, P.A. DeYoung, J.E. Finck, N. Frank, M. Jones, E. Lunderberg, B. Luther, S. Mosby, T. Nagi, J.K. Smith, J. Snyder, A. Spyrou, M. Thoennessen, Phys. Rev. Lett. 110 (2013) 152501, http://dx.doi.org/10.1103/PhysRevLett.110.152501, URL https://link.aps.org/doi/10.1103/PhysRevLett.110.152501.
[261] L.V. Grigorenko, I.G. Mukha, M.V. Zhukov, Phys. Rev. Lett. 111 (2013) 042501, http://dx.doi.org/10.1103/PhysRevLett.111.042501, URL https: //link.aps.org/doi/10.1103/PhysRevLett.111.042501.
[262] S.R. Stroberg, J.D. Holt, A. Schwenk, J. Simonis, Phys. Rev. Lett. 126 (2021) 022501, http://dx.doi.org/10.1103/PhysRevLett.126.022501, URL https://link.aps.org/doi/10.1103/PhysRevLett.126.022501.
[263] P. Maris, R. Roth, E. Epelbaum, R.J. Furnstahl, J. Golak, K. Hebeler, T. Hüther, H. Kamada, H. Krebs, H. Le, U.-G. Meißner, J.A. Melendez, A. Nogga, P. Reinert, R. Skibiński, J.P. Vary, H. Witała, T. Wolfgruber, Phys. Rev. C 106 (2022) 064002, http://dx.doi.org/10.1103/PhysRevC.106.064002, URL https://link.aps.org/doi/10.1103/PhysRevC.106.064002.
[264] S. Zhang, Y. Ma, J. Li, B. Hu, Q. Yuan, Z. Cheng, F. Xu, Phys. Lett. B 827 (2022) 136958, http://dx.doi.org/10.1016/j.physletb.2022.136958, URL https://www.sciencedirect.com/science/article/pii/S0370269322000922.
[265] T. Otsuka, T. Suzuki, J.D. Holt, A. Schwenk, Y. Akaishi, Phys. Rev. Lett. 105 (2010) 032501, http://dx.doi.org/10.1103/PhysRevLett.105.032501, URL https://link.aps.org/doi/10.1103/PhysRevLett.105.032501.
[266] S.K. Bogner, H. Hergert, J.D. Holt, A. Schwenk, S. Binder, A. Calci, J. Langhammer, R. Roth, Phys. Rev. Lett. 113 (2014) 142501, http: //dx.doi.org/10.1103/PhysRevLett.113.142501, URL https://link.aps.org/doi/10.1103/PhysRevLett.113.142501.
[267] G.R. Jansen, J. Engel, G. Hagen, P. Navratil, A. Signoracci, Phys. Rev. Lett. 113 (2014) 142502, http://dx.doi.org/10.1103/PhysRevLett.113.142502, URL https://link.aps.org/doi/10.1103/PhysRevLett.113.142502.
[268] J. Holt, J. Menéndez, A. Schwenk, Eur. Phys. J. A 49 (2013) 39, http://dx.doi.org/10.1140/epja/i2013-13039-2, URL https://link.aps.org/doi/10. 1140/epja/i2013-13039-2.
[269] S.R. Stroberg, A. Calci, H. Hergert, J.D. Holt, S.K. Bogner, R. Roth, A. Schwenk, Phys. Rev. Lett. 118 (2017) 032502, http://dx.doi.org/10.1103/ PhysRevLett.118.032502, URL https://link.aps.org/doi/10.1103/PhysRevLett.118.032502.
[270] B.S. Hu, Q. Wu, Z.H. Sun, F.R. Xu, Phys. Rev. C 99 (2019) 061302, http://dx.doi.org/10.1103/PhysRevC.99.061302, URL https://link.aps.org/doi/ 10.1103/PhysRevC.99.061302.
[271] Y. Ma, F. Xu, L. Coraggio, B. Hu, J. Li, T. Fukui, L. De Angelis, N. Itaco, A. Gargano, Phys. Lett. B 802 (2020) 135257, http://dx.doi.org/10.1016/ j.physletb.2020.135257, URL https://www.sciencedirect.com/science/article/pii/S0370269320300617.
[272] Z. Kohley, T. Baumann, G. Christian, P.A. DeYoung, J.E. Finck, N. Frank, B. Luther, E. Lunderberg, M. Jones, S. Mosby, J.K. Smith, A. Spyrou, M. Thoennessen, Phys. Rev. C 91 (2015) 034323, http://dx.doi.org/10.1103/PhysRevC.91.034323, URL https://link.aps.org/doi/10.1103/PhysRevC.91. 034323.
[273] Y. Kondo, T. Nakamura, R. Tanaka, R. Minakata, S. Ogoshi, N.A. Orr, N.L. Achouri, T. Aumann, H. Baba, F. Delaunay, P. Doornenbal, N. Fukuda, J. Gibelin, J.W. Hwang, N. Inabe, T. Isobe, D. Kameda, D. Kanno, S. Kim, N. Kobayashi, T. Kobayashi, T. Kubo, S. Leblond, J. Lee, F.M. Marques, T. Motobayashi, D. Murai, T. Murakami, K. Muto, T. Nakashima, N. Nakatsuka, A. Navin, S. Nishi, H. Otsu, H. Sato, Y. Satou, Y. Shimizu, H. Suzuki, K. Takahashi, H. Takeda, S. Takeuchi, Y. Togano, A.G. Tuff, M. Vandebrouck, K. Yoneda, Phys. Rev. Lett. 116 (2016) 102503, http://dx.doi.org/10.1103/PhysRevLett.116.102503, URL https://link.aps.org/doi/10.1103/PhysRevLett.116.102503.
[274] A.A. Korsheninnikov, E.Y. Nikolskii, E.A. Kuzmin, A. Ozawa, K. Morimoto, F. Tokanai, R. Kanungo, I. Tanihata, N.K. Timofeyuk, M.S. Golovkov, A.S. Fomichev, A.M. Rodin, M.L. Chelnokov, G.M. Ter-Akopian, W. Mittig, P. Roussel-Chomaz, H. Savajols, E. Pollacco, A.A. Ogloblin, M.V. Zhukov, Phys. Rev. Lett. 90 (2003) 082501, http://dx.doi.org/10.1103/PhysRevLett.90.082501, URL https://link.aps.org/doi/10.1103/PhysRevLett.90.082501.
[275] M. Golovkov, L. Grigorenko, A. Fomichev, Y. Oganessian, Y. Orlov, A. Rodin, S. Sidorchuk, R. Slepnev, S. Stepantsov, G. Ter-Akopian, R. Wolski, Phys. Lett. B 588 (3) (2004) 163-171, http://dx.doi.org/10.1016/j.physletb.2004.02.069, URL https://www.sciencedirect.com/science/article/pii/ S0370269304004642.
[276] M. Caamaño, D. Cortina-Gil, W. Mittig, H. Savajols, M. Chartier, C.E. Demonchy, B. Fernández, M.B. Gómez Hornillos, A. Gillibert, B. Jurado, O. Kiselev, R. Lemmon, A. Obertelli, F. Rejmund, M. Rejmund, P. Roussel-Chomaz, R. Wolski, Phys. Rev. Lett. 99 (2007) 062502, http://dx.doi.org/10.1103/PhysRevLett.99.062502, URL https://link.aps.org/doi/10.1103/PhysRevLett.99.062502.
[277] M. Caamaño, T. Roger, A.M. Moro, G.F. Grinyer, J. Pancin, S. Bagchi, S. Sambi, J. Gibelin, N. Itagaki, B. Fernández-Domínguez, J. Benlliure, D. Cortina-Gil, F. Farget, B. Jacquot, D. Pérez Loureiro, B. Pietras, R. Raabe, D. Ramos, C. Rodríguez-Tajes, H. Savajols, M. Vandebrouck, EPJ Web Conf. 232 (2020) 04002, http://dx.doi.org/10.1051/epjconf/202023204002.
[278] E.Y. Nikolskii, A.A. Korsheninnikov, H. Otsu, H. Suzuki, K. Yoneda, H. Baba, K. Yamada, Y. Kondo, N. Aoi, A.S. Denikin, M.S. Golovkov, A.S. Fomichev, S.A. Krupko, M. Kurokawa, E.A. Kuzmin, I. Martel, W. Mittig, T. Motobayashi, T. Nakamura, M. Niikura, S. Nishimura, A.A. Ogloblin, P. Roussel-Chomaz, A. Sanchez-Benitez, Y. Satou, S.I. Sidorchuk, T. Suda, S. Takeuchi, K. Tanaka, G.M. Ter-Akopian, Y. Togano, M. Yamaguchi, Phys. Rev. C 81 (2010) 064606, http://dx.doi.org/10.1103/PhysRevC.81.064606, URL https://link.aps.org/doi/10.1103/PhysRevC.81.064606.
[279] A.A. Bezbakh, V. Chudoba, S.A. Krupko, S.G. Belogurov, D. Biare, A.S. Fomichev, E.M. Gazeeva, A.V. Gorshkov, L.V. Grigorenko, G. Kaminski, O.A. Kiselev, D.A. Kostyleva, M.Y. Kozlov, B. Mauyey, I. Mukha, I.A. Muzalevskii, E.Y. Nikolskii, Y.L. Parfenova, W. Piatek, A.M. Quynh, V.N. Schetinin, A. Serikov, S.I. Sidorchuk, P.G. Sharov, R.S. Slepnev, S.V. Stepantsov, A. Swiercz, P. Szymkiewicz, G.M. Ter-Akopian, R. Wolski, B. Zalewski, M.V. Zhukov, Phys. Rev. Lett. 124 (2020) 022502, http://dx.doi.org/10.1103/PhysRevLett.124.022502, URL https://link.aps.org/doi/10. 1103/PhysRevLett.124.022502.
[280] I.A. Muzalevskii, A.A. Bezbakh, E.Y. Nikolskii, V. Chudoba, S.A. Krupko, S.G. Belogurov, D. Biare, A.S. Fomichev, E.M. Gazeeva, A.V. Gorshkov, L.V. Grigorenko, G. Kaminski, O. Kiselev, D.A. Kostyleva, M.Y. Kozlov, B. Mauyey, I. Mukha, Y.L. Parfenova, W. Piatek, A.M. Quynh, V.N. Schetinin, A. Serikov, S.I. Sidorchuk, P.G. Sharov, N.B. Shulgina, R.S. Slepnev, S.V. Stepantsov, A. Swiercz, P. Szymkiewicz, G.M. Ter-Akopian, R. Wolski, B. Zalewski, M.V. Zhukov, Phys. Rev. C 103 (2021) 044313, http://dx.doi.org/10.1103/PhysRevC.103.044313, URL https://link.aps.org/doi/10.1103/ PhysRevC.103.044313.
[281] A.A. Korsheninnikov, M.S. Golovkov, I. Tanihata, A.M. Rodin, A.S. Fomichev, S.I. Sidorchuk, S.V. Stepantsov, M.L. Chelnokov, V.A. Gorshkov, D.D. Bogdanov, R. Wolski, G.M. Ter-Akopian, Y.T. Oganessian, W. Mittig, P. Roussel-Chomaz, H. Savajols, E.A. Kuzmin, E.Y. Nikolskii, A.A. Ogloblin, Phys. Rev. Lett. 87 (2001) 092501, http://dx.doi.org/10.1103/PhysRevLett.87.092501, URL https://link.aps.org/doi/10.1103/PhysRevLett. 87.092501.
[282] M.S. Golovkov, L.V. Grigorenko, A.S. Fomichev, S.A. Krupko, Y.T. Oganessian, A.M. Rodin, S.I. Sidorchuk, R.S. Slepnev, S.V. Stepantsov, G.M Ter-Akopian, R. Wolski, M.G. Itkis, A.S. Denikin, A.A. Bogatchev, N.A. Kondratiev, E.M. Kozulin, A.A. Korsheninnikov, E.Y. Nikolskii, P. RousselChomaz, W. Mittig, R. Palit, V. Bouchat, V. Kinnard, T. Materna, F. Hanappe, O. Dorvaux, L. Stuttgé, C. Angulo, V. Lapoux, R. Raabe, L. Nalpas, A.A. Yukhimchuk, V.V. Perevozchikov, Y.I. Vinogradov, S.K. Grishechkin, S.V. Zlatoustovskiy, Phys. Rev. C 72 (2005) 064612 , http://dx.doi.org/10.1103/PhysRevC.72.064612, URL https://link.aps.org/doi/10.1103/PhysRevC.72.064612.
[283] A.H. Wuosmaa, S. Bedoor, K.W. Brown, W.W. Buhro, Z. Chajecki, R.J. Charity, W.G. Lynch, J. Manfredi, S.T. Marley, D.G. McNeel, A.S. Newton, D.V. Shetty, R.H. Showalter, L.G. Sobotka, M.B. Tsang, J.R. Winkelbauer, R.B. Wiringa, Phys. Rev. C 95 (2017) 014310, http://dx.doi.org/10.1103/ PhysRevC.95.014310, URL https://link.aps.org/doi/10.1103/PhysRevC.95.014310.
[284] M. Caamaño, D. Cortina-Gil, W. Mittig, H. Savajols, M. Chartier, C.E. Demonchy, B. Fernández, M.B.G. Hornillos, A. Gillibert, B. Jurado, O. Kiselev, R. Lemmon, A. Obertelli, F. Rejmund, M. Rejmund, P. Roussel-Chomaz, R. Wolski, Phys. Rev. C 78 (2008) 044001, http://dx.doi.org/10.1103/ PhysRevC.78.044001, URL https://link.aps.org/doi/10.1103/PhysRevC.78.044001.
[285] E.Y. Nikolskii, I.A. Muzalevskii, A.A. Bezbakh, V. Chudoba, S.A. Krupko, S.G. Belogurov, D. Biare, A.S. Fomichev, E.M. Gazeeva, A.V. Gorshkov, L.V. Grigorenko, G. Kaminski, M.S. Khirk, O. Kiselev, D.A. Kostyleva, M.Y. Kozlov, B. Mauyey, I. Mukha, W. Piatek, A.M. Quynh, V.N. Schetinin, A. Serikov, S.I. Sidorchuk, P.G. Sharov, N.B. Shulgina, R.S. Slepnev, S.V. Stepantsov, A. Swiercz, P. Szymkiewicz, G.M. Ter-Akopian, R. Wolski, B. Zalewski, M.V. Zhukov, 2021, arXiv:2105.04435.
[286] J.P. Schiffer, R. Vandenbosch, Phys. Lett. 5 (4) (1963) http://dx.doi.org/10.1016/S0375-9601(63)96134-6, URL https://www.osti.gov/biblio/ 4663969.
[287] F.M. Marqués, M. Labiche, N.A. Orr, J.C. Angélique, L. Axelsson, B. Benoit, U.C. Bergmann, M.J.G. Borge, W.N. Catford, S.P.G. Chappell, N.M. Clarke, G. Costa, N. Curtis, A. D’Arrigo, E. de Góes Brennand, F. de Oliveira Santos, O. Dorvaux, G. Fazio, M. Freer, B.R. Fulton, G. Giardina, S. Grévy, D. Guillemaud-Mueller, F. Hanappe, B. Heusch, B. Jonson, C. Le Brun, S. Leenhardt, M. Lewitowicz, M.J. López, K. Markenroth, A.C. Mueller, T. Nilsson, A. Ninane, G. Nyman, I. Piqueras, K. Riisager, M.G.S. Laurent, F. Sarazin, S.M. Singer, O. Sorlin, L. Stuttgé, Phys. Rev. C 65 (2002) 044006, http://dx.doi.org/10.1103/PhysRevC.65.044006, URL https://link.aps.org/doi/10.1103/PhysRevC.65.044006.
[288] K. Kisamori, S. Shimoura, H. Miya, S. Michimasa, S. Ota, M. Assie, H. Baba, T. Baba, D. Beaumel, M. Dozono, T. Fujii, N. Fukuda, S. Go, F. Hammache, E. Ideguchi, N. Inabe, M. Itoh, D. Kameda, S. Kawase, T. Kawabata, M. Kobayashi, Y. Kondo, T. Kubo, Y. Kubota, M. Kurata-Nishimura, C.S. Lee, Y. Maeda, H. Matsubara, K. Miki, T. Nishi, S. Noji, S. Sakaguchi, H. Sakai, Y. Sasamoto, M. Sasano, H. Sato, Y. Shimizu, A. Stolz, H. Suzuki, M. Takaki, H. Takeda, S. Takeuchi, A. Tamii, L. Tang, H. Tokieda, M. Tsumura, T. Uesaka, K. Yako, Y. Yanagisawa, R. Yokoyama, K. Yoshida, Phys. Rev. Lett. 116 (2016) 052501, http://dx.doi.org/10.1103/PhysRevLett.116.052501, URL https://link.aps.org/doi/10.1103/PhysRevLett.116.052501.
[289] T. Faestermann, A. Bergmaier, R. Gernhäuser, D. Koll, M. Mahgoub, Phys. Lett. B 824 (2022) 136799, http://dx.doi.org/10.1016/j.physletb.2021. 136799, URL https://www.sciencedirect.com/science/article/pii/S0370269321007395.
[290] M. Duer, T. Aumann, R. Gernhäuser, V. Panin, S. Paschalis, D.M. Rossi, N.L. Achouri, D. Ahn, H. Baba, C.A. Bertulani, M. Böhmer, K. Boretzky, C. Caesar, N. Chiga, A. Corsi, D. Cortina-Gil, C.A. Douma, F. Dufter, Z. Elekes, J. Feng, B. Fernández-Domínguez, U. Forsberg, N. Fukuda, I. Gasparic, Z. Ge, J.M. Gheller, J. Gibelin, A. Gillibert, K.I. Hahn, Z. Halász, M.N. Harakeh, A. Hirayama, M. Holl, N. Inabe, T. Isobe, J. Kahlbow, N. Kalantar-Nayestanaki, D. Kim, S. Kim, T. Kobayashi, Y. Kondo, D. Körper, P. Koseoglou, Y. Kubota, I. Kuti, P.J. Li, C. Lehr, S. Lindberg, Y. Liu, F.M. Marqués, S. Masuoka, M. Matsumoto, J. Mayer, K. Miki, B. Monteagudo, T. Nakamura, T. Nilsson, A. Obertelli, N.A. Orr, H. Otsu, S.Y. Park, M. Parlog, P.M. Potlog, S. Reichert, A. Revel, A.T. Saito, M. Sasano, H. Scheit, F. Schindler, S. Shimoura, H. Simon, L. Stuhl, H. Suzuki, D. Symochko, H. Takeda, J. Tanaka, Y. Togano, T. Tomai, H.T. Törnqvist, J. Tscheuschner, T. Uesaka, V. Wagner, H. Yamada, B. Yang, L. Yang, Z.H. Yang, M. Yasuda, K. Yoneda, L. Zanetti, J. Zenihiro, M.V. Zhukov, Nature 606 (7915) (2022) 678-682, http://dx.doi.org/10.1038/s41586-022-04827-6.
[291] H.C. Ohanian, C.G. Ginsburg, Amer. J. Phys. 42 (4) (1974) 310-315, http://dx.doi.org/10.1119/1.1987678.
[292] S.A. Sofianos, S.A. Rakityansky, G.P. Vermaak, J. Phys. G 23 (1997) 1619, http://dx.doi.org/10.1088/0954-3899/23/11/010, URL http://stacks.iop. org/0954-3899/23/i=11/a=010.
[293] S.C. Pieper, Phys. Rev. Lett. 90 (2003) 252501, http://dx.doi.org/10.1103/PhysRevLett.90.252501, URL https://link.aps.org/doi/10.1103/ PhysRevLett.90.252501.
[294] L.G. Sobotka, M. Piarulli, Nature 606 (2022) 656, http://dx.doi.org/10.1038/d41586-022-01634-x.
[295] A.M. Shirokov, G. Papadimitriou, A.I. Mazur, I.A. Mazur, R. Roth, J.P. Vary, Phys. Rev. Lett. 117 (2016) 182502, http://dx.doi.org/10.1103/ PhysRevLett.117.182502, URL https://link.aps.org/doi/10.1103/PhysRevLett.117.182502.
[296] A.M. Shirokov, G. Papadimitriou, A.I. Mazur, I.A. Mazur, R. Roth, J.P. Vary, Phys. Rev. Lett. 121 (2018) 099901, http://dx.doi.org/10.1103/ PhysRevLett.121.099901, URL https://link.aps.org/doi/10.1103/PhysRevLett.121.099901.
[297] Y. Lashko, G. Filippov, Phys. At. Nucl. 71 (2008) 209, http://dx.doi.org/10.1134/S1063778808020014.
[298] S. Gandolfi, H.-W. Hammer, P. Klos, J.E. Lynn, A. Schwenk, Phys. Rev. Lett. 118 (2017) 232501, http://dx.doi.org/10.1103/PhysRevLett.118.232501, URL https://link.aps.org/doi/10.1103/PhysRevLett.118.232501.
[299] A. Deltuva, R. Lazauskas, Phys. Rev. Lett. 123 (2019) 069201, http://dx.doi.org/10.1103/PhysRevLett.123.069201, URL https://link.aps.org/doi/ 10.1103/PhysRevLett.123.069201.
[300] S. Gandolfi, H.-W. Hammer, P. Klos, J.E. Lynn, A. Schwenk, Phys. Rev. Lett. 123 (2019) 069202, http://dx.doi.org/10.1103/PhysRevLett.123.069202, URL https://link.aps.org/doi/10.1103/PhysRevLett.123.069202.
[301] E.P. Wigner, Phys. Rev. 73 (1948) 1002-1009, http://dx.doi.org/10.1103/PhysRev.73.1002, URL https://link.aps.org/doi/10.1103/PhysRev.73.1002.
[302] K. Fossez, J. Rotureau, N. Michel, M. Płoszajczak, Phys. Rev. Lett. 119 (2017) 032501, http://dx.doi.org/10.1103/PhysRevLett.119.032501, URL https://link.aps.org/doi/10.1103/PhysRevLett.119.032501.
[303] J.G. Li, N. Michel, B.S. Hu, W. Zuo, F.R. Xu, Phys. Rev. C 100 (2019) 054313, http://dx.doi.org/10.1103/PhysRevC.100.054313, URL https: //link.aps.org/doi/10.1103/PhysRevC.100.054313.
[304] E. Hiyama, R. Lazauskas, J. Carbonell, M. Kamimura, Phys. Rev. C 93 (2016) 044004, http://dx.doi.org/10.1103/PhysRevC.93.044004, URL https://link.aps.org/doi/10.1103/PhysRevC.93.044004.
[305] R. Lazauskas, J. Carbonell, E. Hiyama, Prog. Theor. Exp. Phys. 2017 (7) (2017) 073D03, http://dx.doi.org/10.1093/ptep/ptx078, arXiv:https: //academic.oup.com/ptep/article-pdf/2017/7/073D03/19368904/ptx078.pdf.
[306] A. Deltuva, Phys. Lett. B 782 (2018) 238-241, http://dx.doi.org/10.1016/j.physletb.2018.05.041, URL https://www.sciencedirect.com/science/ article/pii/S0370269318304052.
[307] M.D. Higgins, C.H. Greene, A. Kievsky, M. Viviani, Phys. Rev. Lett. 125 (2020) 052501, http://dx.doi.org/10.1103/PhysRevLett.125.052501, URL https://link.aps.org/doi/10.1103/PhysRevLett.125.052501.
[308] M.D. Higgins, C.H. Greene, A. Kievsky, M. Viviani, Phys. Rev. C 103 (2021) 024004, http://dx.doi.org/10.1103/PhysRevC.103.024004, URL https://link.aps.org/doi/10.1103/PhysRevC.103.024004.
[309] R. Lazauskas, E. Hiyama, J. Carbonell, 2023, http://dx.doi.org/10.48550/arXiv.2207.07575, arXiv:2207.07575.
[310] S.M. Wang, W. Nazarewicz, A. Volya, Y.G. Ma, 2023, http://dx.doi.org/10.48550/arXiv.2211.11619, arXiv:2211.11619.
[311] J. Erler, N. Birge, M. Kortelainen, W. Nazarewicz, E. Olsen, A.M. Perhac, M. Stoitsov, Nature 486 (7404) (2012) 509-512, http://dx.doi.org/10. 1038/nature 11188.
[312] H. Koura, J. Nucl. Sci. Technol. 49 (8) (2012) 816-823, http://dx.doi.org/10.1080/00223131.2012.704158, arXiv:https://doi.org/10.1080/ 00223131.2012 .704158.
[313] L. Neufcourt, Y. Cao, W. Nazarewicz, F. Viens, Phys. Rev. C 98 (2018) 034318, http://dx.doi.org/10.1103/PhysRevC.98.034318, URL https: //link.aps.org/doi/10.1103/PhysRevC.98.034318.
[314] L. Neufcourt, Y. Cao, W. Nazarewicz, E. Olsen, F. Viens, Phys. Rev. Lett. 122 (2019) 062502, http://dx.doi.org/10.1103/PhysRevLett.122.062502, URL https://link.aps.org/doi/10.1103/PhysRevLett.122.062502.


[^0]:    * Corresponding author.

    E-mail address: pfutzner@fuw.edu.pl (M. Pfützner).

