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0. Introduction

A system of \( N \) non-relativistic classical particles interacting with pair potentials is described by a Hamiltonian of the form

\[
H(x_1, \ldots, x_N, \xi_1, \ldots, \xi_N) := \sum_{j=1}^{N} \frac{1}{2m_j} \xi_j^2 + \sum_{1 \leq i < j \leq N} V_{ij}(x_i - x_j). \tag{0.0.1}
\]

This Hamiltonian generates a flow \( \phi(t) \) on the phase space \( \mathbb{R}^{3N} \times \mathbb{R}^{3N} \).

An analogous system of \( N \) quantum particles is described by a Hamiltonian of the form

\[
H := -\sum_{j=1}^{N} \frac{1}{2m_j} \Delta_j + \sum_{1 \leq i < j \leq N} V_{ij}(x_i - x_j). \tag{0.0.2}
\]

It generates the unitary evolution \( e^{-itH} \) on the Hilbert space \( L^2(\mathbb{R}^{3N}) \).

The aim of this book is to describe the asymptotic behavior of the dynamics \( \phi(t) \) and \( e^{-itH} \) for \( t \to \pm \infty \). (The cases \( t \to -\infty \) and \( t \to +\infty \) are completely analogous; for notational convenience we will restrict ourselves to the case \( t \to +\infty \).)

Roughly speaking, we will show that the evolution for large time is simpler. It is close to the free evolution in certain variables; in other variables it resembles a bounded motion. This observation, which was made by physicists a long time before the first rigorous results about this subject, is the basis for the interpretation of many physical experiments. In fact, in many experiments the particles are initially far apart, then they scatter from one another and at the end they move away. Experimental physicists measure the probability of various outcomes of such experiments – the so-called scattering cross-sections. These scattering cross-sections can be computed from the so-called scattering operator. Note, however, that in our monograph we will not study the scattering operator itself – which relates the asymptotics \( t \to -\infty \) with the asymptotics \( t \to +\infty \). We will concentrate on the questions related to the limits \( t \to +\infty \) (which means the study of wave transformations/operators and asymptotic observables).

Usually scattering theory is considered in the context of quantum mechanics. As a matter of fact, the results for quantum scattering theory are usually far more satisfactory than their classical counterparts. The theorem about the asymptotic completeness of long-range \( N \)-body scattering gives a very satisfactory understanding of the problem in the quantum case. Such an understanding,
at least for more than 2 particles, is lacking in the classical case. Nevertheless, we think that it is instructive to study classical and quantum scattering in a parallel way. Moreover, in order to thoroughly understand long-range quantum scattering one needs first to study its classical analog. One can argue that scattering is a semi-classical phenomenon and a lot of scattering properties of classical and quantum systems are analogous. We try to stress this aspect in our presentation.

As we indicated earlier, the main results of scattering theory have a fundamental importance for understanding some problems of non-relativistic physics. The Hamiltonians (0.0.1) and (0.0.2) are very often used to describe physical systems. Therefore, the main results of our monograph are usually very close to the real physical world. There is also, however, another aspect of scattering theory that we would like to stress. It is indeed a very elegant, natural and deep mathematical theory. Its main results should be appealing to any mathematician, even if he or she is not interested in its physical content. Their proofs are usually very elegant and intuitive, at the same time they are tricky and technical.

We will always suppose that the 2-body potentials $V_{ij}(x)$ decay at infinity. Roughly speaking, the general form of the assumptions that we will impose will be the following:

$$|\partial_x^\alpha V_{ij}(x)| \leq C_\alpha (1 + |x|)^{-\mu-|\alpha|}, \quad |\alpha| \leq n.$$  

(0.0.3)

In the quantum case, we can also accommodate local singularities of the potentials. We will not do so in the classical case. If $\mu > 1$ and $n = 0$ in (0.0.3), then this is the so-called short-range case. If $\mu > 0$ and $n = 2$ in (0.0.3), then this is the long-range case. The dimension of the one-particle configuration space will always be arbitrary.

The short-range case is much simpler to study. For short-range potentials, it is possible to compare the full dynamics with a dynamics that is, at least partially, free. Unfortunately, the physically most important class of potentials are Coulomb potentials, which are long-range.

Our monograph would be much simpler, shorter and less interesting if we restricted ourselves to short-range potentials. In fact, long-range scattering is the central subject of our monograph. We study it under very general conditions, which are motivated by the mathematical structure of the problem. If we were interested just in the physically relevant case, that is in Coulomb potentials, we would not make some of the constructions that we need to do to handle the general case. Nevertheless, we believe that exploring the problem in its natural mathematical generality gives a lot of insight that will be useful for future applications. In order to construct modified wave operators in the long-range case with $\mu > 0$, we are forced to study in detail the corresponding classical system and to understand the relationship between the classical and quantum dynamics quite deeply. For Coulomb potentials, or more generally, for potentials satisfying $\mu > 1/2$ and $n = 1$ in (0.0.3), it would be sufficient to use the so-called Dollard modifiers, which is a cheap way of avoiding some of the work that we do.
If in Hamiltonians (0.0.1) and (0.0.2) we have just one particle, then there is no interaction whatsoever and the dynamics is free. If we have 2 particles, then after separating the center-of-mass motion we obtain reduced Hamiltonians

\[ H(x, \xi) = \frac{1}{2}\xi^2 + V(x) \]  

(0.0.4)

in the classical case and

\[ H = -\frac{1}{2}\Delta + V(x) \]  

(0.0.5)

in the quantum case, where the potential \( V(x) \) decays in all directions. This is the most often studied and the best understood case of scattering theory. The first four chapters are devoted to the 2-body case.

The technical difficulties of proving the asymptotic completeness of 2-body systems can be divided into two phases. First one needs to show that scattering trajectories (in the classical case) and scattering states (in the quantum case) move away from the origin as \( C_0 t \) with \( C_0 > 0 \). Then one can introduce wave transformations (in the classical case) and wave operators (in the quantum case). In the first phase, one does not see the difference between the short-range and the long-range case. Only in the second phase, the difference becomes important. In fact, if we already accomplished the first phase, the existence and completeness of wave transformations/operators in the short-range case is very easy, whereas in the long-range case, at least for a very slow decay, there is still a lot of work to do. A pedagogical device that helps to describe the second phase in a clean way is studying Hamiltonians of the form

\[ H(x, \xi) = \frac{1}{2}\xi^2 + V(t, x) \]  

(0.0.6)

in the classical case and

\[ H = -\frac{1}{2}\Delta + V(t, x) \]  

(0.0.7)

in the quantum case, where instead of the spatial decay (0.0.3) we have the time decay, typically,

\[ |\partial^\alpha_x V(t, x)| \leq C_\alpha(1 + t)^{-\mu - |\alpha|}, \quad |\alpha| \leq n. \]  

(0.0.8)

We call the assumption (0.0.8) \( \mu > 1, n = 0 \) the fast-decaying case – it is the analog of the short-range case for time-independent potentials. The assumption (0.0.8) with \( \mu > 0, n = 2 \) is called the slow-decaying case – it is the analog of the long-range case. We devote Chaps. 1 and 3 to the study of scattering for time-decaying potentials.

The asymptotic completeness of 2-body systems can be shown in many ways, and the literature on the subject is very rich. We do not intend to review all the techniques that were used in this context (see e.g. [RS, vol III and IV], [Hö2, vol II and IV] and [Yaf4]).
In the case of systems of $N \geq 3$ and especially $N \geq 4$ particles, scattering theory becomes much more difficult than in the 2-body case. The literature on the subject is much more limited.

The case of 3-body systems is intermediate between the 2-body case and the general $N$-body case. The asymptotic completeness of the 3-body systems, both in the short- and long-range case with $\mu > \sqrt{3} - 1$, was first proven by Enss [E5, E6]. Note, however, that the method of Enss does not seem to generalize to the case of general $N$-body systems.

To our understanding, there are essentially two approaches to proving asymptotic completeness for $N$-body systems. The first approach uses the so-called local decay estimate

$$\int_0^\infty \| (x)^{-1/2} \chi(H) e^{-itH} \phi \|^2 dt < \infty,$$  

where $\epsilon > 0$ and $\chi$ is a cutoff supported away of bound states and thresholds of $H$. The estimate (0.0.9) is usually proven by considering the boundary values of the resolvent. Its proof is based on the ideas of Mourre [Mo1, Mo2, PSS]. The proof of asymptotic completeness based on the first approach uses then time-independent observables, for instance homogeneous functions of degree zero on the configuration space. Error terms that arise due to the commuting of observables are usually $O(\langle x \rangle^{-2})$ and can be handled by the local decay estimate (0.0.9). This approach was used in the first proof of the asymptotic completeness of $N$-body short-range systems of Sigal and Soffer [SS1] and in the proof of Yafaev [Ya5].

The second approach is fully time-dependent. One does not need to know (0.0.9) nor to study the resolvent. The proof uses time-dependent observables, for instance of the form $J(\xi)$, where $J$ is a compactly supported function. The error terms are typically of the order $O(t^{-2})$ and can be estimated in norm. This approach was used in the work of Graf [Gr], which contained the first reasonably simple proof of the asymptotic completeness of $N$-body short-range systems and in [De8] where the first proof of the asymptotic completeness of long-range $N$-body systems with $\mu > \sqrt{3} - 1$ was given.

Throughout our monograph (also when considering 2-body systems), we will stick to the second approach. We believe that this is the most natural and the simplest method of handling the problem of asymptotic completeness. In particular, we do not need to study the resolvent. Note, however, that the first approach, involving time-independent observables and a study of the resolvent, has its advantages. It yields results about the properties of eigenfunction expansions and scattering matrices that are of a considerable interest and that seem to be inaccessible to a purely time-dependent approach.

We made an effort to make our monograph self-contained and accessible to a reader with a modest mathematical background. The mathematical tools that we use are quite limited, they include some elements of the real analysis, basic properties of operators in Hilbert spaces and the simplest classes of pseudo-differential and Fourier integral operators. We included a number of appendices
that provide the reader with an introduction to the mathematical tools that we use.
0. Introduction
1. Classical Time-Decaying Forces

1.0 Introduction

The motion of a non-relativistic free particle in Euclidean space is described by the Hamiltonian

\[ H_0(x, \xi) = \frac{1}{2m} \xi^2. \]

A free particle moves along straight lines with a constant velocity.

To describe the motion of a particle in an external potential, one uses Hamiltonians of the form

\[ H(x, \xi) = \frac{1}{2m} \xi^2 + V(x), \quad (1.0.1) \]

which yield the equations of motion

\[ m \ddot{x}(t) = -\nabla_x V(x(t)). \quad (1.0.2) \]

If the potential decays as \( x \to \infty \), it is natural to expect that trajectories that escape to infinity sufficiently fast should resemble free trajectories. Comparison of the dynamics generated by the “full Hamiltonian” \( H(x, \xi) \) and the “free Hamiltonian” \( H_0(x, \xi) \) is the main subject of classical scattering theory, which we would like to present in the first two chapters of this book.

A system of two particles interacting through a pair potential is described by a Hamiltonian of the form

\[ H(x_1, \xi_1, x_2, \xi_2) = \frac{1}{2m_1} \xi_1^2 + \frac{1}{2m_2} \xi_2^2 + V(x_1 - x_2). \quad (1.0.3) \]

In such systems, it is convenient to separate the motion of the center of mass. To this end, we change the variables by setting \( y_{\text{cm}} := (m_1 x_1 + m_2 x_2)/(m_1 + m_2) \) and \( y := x_1 - x_2 \). We denote the corresponding momenta by \( \eta_{\text{cm}} \) and \( \eta \). We also introduce the total mass \( m_{\text{cm}} := m_1 + m_2 \) and the reduced mass \( m := 1/(m_1^{-1} + m_2^{-1}) \). Then (1.0.3) becomes

\[ H(y_{\text{cm}}, \eta_{\text{cm}}, y, \eta) = \frac{1}{2m_{\text{cm}}} \eta_{\text{cm}}^2 + \frac{1}{2m} \eta^2 + V(y). \quad (1.0.4) \]

Thus the motion of the system separates into two independent parts: the motion of the center of mass, which is free, and the relative motion of the pair of particles,
which is described by a Hamiltonian of the form (1.0.1). Therefore it is common
to call (1.0.1) a two-body Hamiltonian (although the name one-body Hamiltonian
is also justified and used).

Our exposition of classical scattering is divided into two chapters. Only in
the second chapter we treat Hamiltonians of the form (1.0.1). The first chapter
develops scattering theory for somewhat different systems.

In the first chapter we study the motion of a particle subject to a time-
dependent force $F(t, x)$. The equation of motion is the well known Newton’s
equation
\[ \ddot{x}(t) = F(t, x(t)). \]  
(1.0.5)
The force $F(t, x)$ and its derivatives with respect to $x$ are assumed to decay in
time, but no assumptions on the decay in space are imposed.

Usually, in this chapter, we will not assume that the force is conservative. If
the force is conservative, then there exists a potential $V(t, x)$ such that
\[ F(t, x) = -\nabla_x V(t, x) \]  
(1.0.6)
and the dynamics is generated by the time-dependent Hamiltonian
\[ H(t, x, \xi) = \frac{1}{2} \xi^2 + V(t, x). \]  
(1.0.7)

This assumption, although customary in the literature, has nothing to do with
scattering theory, therefore in this chapter we consider the more general equations
(1.0.5) without assuming (1.0.6).

Dynamics with time-decaying forces are probably not so physically moti-
vated as those generated by (1.0.2). Nevertheless, from the mathematical point
of view, systems with the dynamics of the form (1.0.5) constitute a very nat-
ural class to study scattering theory. Most of the results about scattering for
systems that belong to this class can be formulated and developed in a partic-
ularly clean and simple way. One can remark in parentheses that this class is
invariant with respect to translations and Galilean transformations (changes of
coordinates from one reference system to another one that moves with a constant
velocity). Scattering theory for time-independent systems presented in Chap. 2
is somewhat more complicated (in particular, it is not invariant with respect to
Galilean transformations).

In practice, if one is studying a time-independent system, it is very convenient
to reduce the problem to a time-dependent one. This is why we are considering
time-decaying forces in Chap. 1 and the time-independent ones in Chap. 2. We
also try to concentrate most of our discussions of various fine points of two-body
scattering theory in the first chapter.

In order to give the reader a rough idea what kind of assumptions can ap-
pear in a study of scattering theory for time-decaying forces, let us consider the
following condition:
\[ \partial_x^{\mu} F(t, x) \in O(t^{-1 - \mu - |\alpha|}), \text{ for } |\alpha| = 0, 1. \]  
(1.0.8)
If in the above condition we assume that \( \mu > 1 \), then we say that our system is fast-decaying. If \( 1 \geq \mu > 0 \) then the system is said to be slow-decaying. (Note that outside of the introduction we will use better, more general assumptions on the forces than (1.0.8)). Let us briefly describe the content of Chap. 1.

In Sects. 1.1 and 1.2 we introduce the basic notation, a large part of which will be used throughout some of the next chapters.

In Sect. 1.3 we introduce the asymptotic momentum \( \xi^+(y, \eta) \), a basic asymptotic quantity that exists both in the slow- and fast-decaying case. For every initial conditions \((y, \eta)\), it is defined as the limit of the momentum \( \xi(t, y, \eta) \). It exists under the condition

\[
F(t, x) \in O(t^{-1-\mu}) \quad \text{for some} \quad \mu > 0.
\]

Section 1.4 is devoted to an exposition of scattering theory for fast-decaying forces. If \( \mu > 1 \) in (1.0.9) (which is essentially the fast-decaying condition) then we can introduce the asymptotic position \( x^+_\text{id}(y, \eta) \) defined as

\[
\lim_{t \to \infty} \left(x(t, y, \eta) - t \xi^+(y, \eta)\right).
\]

If \( \phi(s, t) \) denotes the evolution of our system and \( \phi_0(t) \) denotes the free flow, then

\[
\lim_{t \to \infty} \phi_0(-t)\phi(t, 0)(y, \eta) = (x^+_\text{id}(y, \eta), \xi^+(y, \eta)). \tag{1.0.10}
\]

The mapping

\[
X \times X' \ni (y, \eta) \mapsto (x^+_\text{id}(y, \eta), \xi^+(y, \eta)) \in X \times X'
\]

allows us to label in a natural way all the trajectories of a given system with trajectories of the free system. This fundamental property goes traditionally under the name of the asymptotic completeness of the wave transformations.

If we assume, in addition, that

\[
\nabla_x F(t, x) \in O(t^{-2-\mu}) \quad \text{for some} \quad \mu > 0, \tag{1.0.11}
\]

then

\[
\lim_{t \to \infty} \phi(0, t)\phi_0(t) \tag{1.0.12}
\]

exists. We call (1.0.12) the wave transformations and denote it by \( \mathcal{F}^+_{\text{id}} \). Clearly, (1.0.10) is its inverse. Moreover, if \((y, \eta) = \mathcal{F}^+_{\text{id}}(x, \xi) \), one has

\[
\lim_{t \to \infty} (\phi(t, 0)(y, \eta) - \phi_0(t)(x, \xi)) = 0. \tag{1.0.13}
\]

Note that (1.0.13) does not follow directly from (1.0.12). The property (1.0.13) means that, for any trajectory of the free system, there exists a trajectory of the perturbed system that is asymptotic to it. This property is traditionally known as the existence of the wave transformations.
Scattering in the slow-decaying case is much more complicated than scattering for fast-decaying forces. We devote to it the rest of this chapter.

In Sect. 1.5 we begin with a study of solutions $\hat{y}(s, t_1, t_2, x, \xi)$ of the equation of motion with the following boundary conditions: at the initial time $t_1$ we fix the position $x$ and at the final time $t_2$ we fix the momentum $\xi$. It turns out that if $\mu > 0$ in (1.0.8), $T \leq t_1 \leq t_2$ and $T$ is large enough, then we can solve uniquely this problem. (The final time $t_2$ can be put even to $\infty$).

The above result is used to prove that the distance of any two trajectories with the same asymptotic momentum converges to a limit as $t \to \infty$. Therefore, the union of all trajectories with a given asymptotic momentum is naturally isomorphic to the configuration space in the sense of *affine spaces*. It is a somewhat weaker statement than in the fast-decaying case, where one had a natural isomorphism in the sense of *vector spaces*.

In general, in the slow-decaying case wave transformations $\mathcal{F}_{\text{fd}}^+$ are not well defined. Fortunately, there exists a substitute. To define this substitute, we fix $T$ big enough and, for every momentum $\xi$, we denote by $s \mapsto Y(s, \xi)$ the trajectory that has the asymptotic momentum $\xi$ and that starts at the time $T$ at the origin. Now we can give our first definition of the modified asymptotic position $x_{\text{sd}}^+(y, \eta)$, given by the limit

$$
\lim_{t \to \infty} \left( x(t, y, \eta) - Y(t, \xi^+(y, \eta)) \right),
$$

and also our first definition of the modified wave transformation $\mathcal{F}_{\text{sd}}^+$, defined as the inverse of the map

$$(y, \eta) \mapsto (x_{\text{sd}}^+(y, \eta), \xi^+(y, \eta)).$$

A second definition of these concepts is given in Sect. 1.6. It is based on a comparison of the flow generated by the equations (1.0.5) with the so-called *modified free evolution* $\phi_{\text{sd}}(t)$. The modified free flow has the form

$$
\phi_{\text{sd}}(t)(x, \xi) = (x + \tilde{Y}(t, \xi), \xi),
$$

where the function $\tilde{Y}(t, \xi)$, called a *modifier*, is defined to be the position of the trajectory that at time $T$ is at the origin and at time $t$ has the momentum $\xi$. It resembles the free flow, but it also has some large-time corrections to the free motion reflecting the influence of slow-decaying forces.

The second definition of the modified wave transformation is the following:

$$
\mathcal{F}_{\text{sd}}^+ := \lim_{t \to \infty} \phi(0, t) \phi_{\text{sd}}(t).
$$

The second definition of the asymptotic position is

$$
x_{\text{sd}}^+(y, \eta) := \lim_{t \to \infty} \left( x(t, y, \eta) - \tilde{Y}(t, \xi(t, y, \eta)) \right).
$$

The definitions of the asymptotic position and the modified wave transformation from Sects. 1.5 and 1.6 are equivalent.
In most of Chap. 1 we do not assume that the force is the gradient of a potential and therefore we do not use the Hamiltonian formalism. It is mainly in Sect. 1.8 where we add the assumption that the force is conservative and therefore the flow is symplectic. In this section we construct solutions of the Hamilton-Jacobi and eikonal equations. They will be important in the chapters on quantum scattering theory. Solutions of the Hamilton-Jacobi equation will be also used in Chap. 2 devoted to time-independent Hamiltonian systems.

From the constructions of Sect. 1.8 it easily follows that if the force is conservative, then the modified wave transformation \( \mathcal{F}_{sd}^+ \) is symplectic. In fact, let \( S(t, \xi) \) be the solution of the Hamilton-Jacobi equation

\[
\partial_t S(t, \xi) = \frac{1}{2} \xi^2 + V(t, \nabla_\xi S(t, \xi))
\]

with the initial condition \( S(T, \xi) = 0 \). Then it is easy to see that \( \dot{Y}(t, \xi) = \nabla_\xi S(t, \xi) \). Therefore \( S(t, \xi) + \langle x, \xi \rangle \) is the generating function of the transformation \( \phi_{sd}(t) \). This clearly implies that \( \phi_{sd}(t) \) is a canonical transformation.

In Sect. 1.8 we also construct certain solutions of the eikonal equation

\[
-\partial_s \phi^+(s, x, \xi) = \frac{1}{2}(\nabla_x \phi^+(s, x, \xi))^2 + V(s, x).
\]

These solutions turn out to be generating functions of the time translated wave transformations \( \phi(s, 0) \circ \mathcal{F}_{sd}^+ \) and \( \phi(s, 0) \circ \mathcal{F}_{sd}^- \).

In the slow-decaying case, before introducing the asymptotic position and the modified wave transformation one has to make certain arbitrary choices. One can say that one has to fix the gauge, which is best described by a choice of the family of reference trajectories \( Y(t, \xi) \). Of course, the choice that we describe in Sects. 1.5 and 1.6 is quite arbitrary, there is nothing special about the time \( t_1 = T \) and the position \( x = 0 \) that were fixed to define \( Y(t, \xi) \) and \( \dot{Y}(t, \xi) \). It is natural to ask what happens if we change this “gauge”. We discuss these things in Sect. 1.9.

In Sect. 1.10 we study the smoothness of basic quantities defined in the preceding section. Roughly speaking, we use the following condition:

\[
\partial_\alpha \mathcal{F}(t, x) \in O(t^{-1-|\alpha|\mu}), \quad \text{for all } \alpha \in \mathbb{N}^n.
\]  

(1.0.14)

where \( \mu > 0 \) is a smooth version of the slow-decaying condition, and \( \mu > 1 \) is a smooth version of the fast-decaying condition. Results of Sect.1.10 will be used in our study of quantum scattering.

In Sect. 1.11 we give conditions under which one can define a relative wave transformation for a pair of time-decaying forces.

In Sect. 1.12 we discuss various possible modified free dynamics, such as the so-called Dollard dynamics, which works in the case \( \mu > 1/2 \), and its improved versions due to Buslaev and Matveev. These dynamics have the advantage that they are easier to calculate than the dynamics \( \phi_{sd}(t) \) that we introduced in Sect. 1.5. On the other hand, with the exception of the Dollard dynamics, they require...
much more smoothness on the potentials.

In the literature, classical scattering theory was seldom treated as the end in itself. The main papers investigating explicitly this subject by methods similar to the ones used here were [Sim1, Pro] in the short-range case and [He] in the long-range case. Another approach to this subject, more inspired by classical statistical mechanics, was used earlier in [Co2, Hu2, Hu3].

Most efforts were devoted to quantum scattering theory. Nevertheless, many results about classical scattering were used as intermediate steps in quantum scattering theory (especially in the long-range case). Many ideas were first discovered in the setting of quantum scattering theory, and only afterwards their classical counterparts were formulated — which from the logical point of view is rather unnatural. So the list of contributions to classical scattering theory contains many papers on quantum scattering.

Most of Sect. 1.3 is based on [Sim1].

In the long-range case, the paper that is usually quoted as the first is that of Dollard [Do1]. This paper dealt with the Coulomb quantum case. Its ideas were further developed in [BuMa, AlKa, Hö1]. All of them were devoted primarily to the quantum case. The first (and almost the only) paper that dealt specifically with classical long-range scattering was due to I. Herbst [He]. In fact, most of the material of Sects. 1.5 and 1.6 can be found in [He]. In particular, I. Herbst noticed that there are two ways of defining a modified wave operator: starting from a classification of trajectories as in Sect. 1.5 or using a modified free flow as in Sect. 1.6. Note, however, that our presentation of these results uses weaker assumptions on the forces than I. Herbst’s.

The boundary value problem considered at the beginning of Sect. 1.5 in Theorem 1.5.1 was considered by many authors that studied long-range scattering, e.g. in [He, Hö1, KiYa1]. These authors first solved the Cauchy problem and only then applied the inverse function theorem to obtain solutions of the boundary value problem. The idea to use an integral equation to solve this boundary problem in one step was used in [De6].

The arguments used to show the existence of the modified asymptotic position contained in the proof of Lemma 1.9.7 are a classical adaptation of an argument that I. Sigal used in the quantum case in [Sig2]. The use of solutions of the Hamilton-Jacobi equations in long-range scattering theory is probably due to L. Hörmander. Before, people used functions that solved the Hamilton-Jacobi equation only approximately, such as in [BuMa] (see Sect. 1.5). The use of solutions of the eikonal equation in scattering theory (see Propositions 1.8.3) seems to have first appeared in [IK1] in the quantum context. Many estimates on the derivatives of classical trajectories and other objects constructed in classical scattering can be found in various papers on quantum long-range scattering, such as [Ki5, KiYa1, Hö1, IK1].

Let us remark that, strictly speaking, many of the above-mentioned papers treated time-independent Hamiltonians. Nevertheless, most of their methods apply to the case of time-decaying non-conservative forces as well.
1.1 Basic Notation

X will denote a finite dimensional Euclidean vector space, which plays the role of the configuration space. Its elements will be denoted by x, y, sometimes z. The Euclidean norm of x will be denoted by |x|.

X' will stand for the space dual to X – the momentum space. Its elements will be denoted by ξ and η. (X and X' are naturally isomorphic, but still it will be usually useful to make a distinction between them). X × X' will play the role of the phase space of our problem. If x ∈ X and ξ ∈ X', then ⟨x, ξ⟩ denotes the duality bracket of x and ξ.

Time will be denoted by t, s and sometimes u. We will usually restrict ourselves to positive times.

N denotes the set of natural numbers. We assume that 0 ∈ N. Multi-indices, that is elements of \( \mathbb{N}^n \) (\( n = \dim X \)), will be denoted by α, β, etc. |α| will denote the length of the multi-index α. As a rule, derivatives will be understood in the distributional sense.

\( \nabla_x^k f(x) \) will denote the kth differential of f at the point x (which is a k linear functional on X). \( \partial_x^α f(x) \) will denote the αth partial derivative of f at x.

If \( \Theta \) is an open subset of \( \mathbb{R}^n \), then \( C^k(\Theta, \mathbb{R}^m) \) will denote the space of k times continuously differentiable functions from \( \Theta \) to \( \mathbb{R}^m \).

Let us note that, for any function \( \Theta \ni x \mapsto f(x) \), we have the following identity:

\[
\| \nabla f \|_{L^\infty(\Theta)} = \sup_{x, y \in \Theta, x \neq y} \frac{|f(x) - f(y)|}{|x - y|}.
\] (1.1.1)

Functions for which (1.1.1) is finite are called uniformly Lipschitz. By writing \( f \in C^{0,1}(\Theta, \mathbb{R}^m) \), we will mean that the function f is locally Lipschitz, that is, for every compact \( \Theta_1 \subset \Theta \),

\[ \inf_{x, y \in \Theta_1, x \neq y} \frac{|f(x) - f(y)|}{|x - y|} < \infty. \]

We will write \( f \in C^{k,1}(\Theta, \mathbb{R}^m) \) if and only if \( \nabla_x^{k-1} f \in C^{0,1}(\Theta, \mathbb{R}^m) \). By writing

\[ |\partial_x^α f(x)| \leq C, \quad |α| \leq k, \]

we will mean that \( f \in C^{k-1,1} \) and \( \|\nabla^k f\|_\infty \leq C \).

If Y is a locally compact space and E a Banach space, \( C_\infty(Y, E) \) stands for the space of functions \( f \in C(Y, E) \) that satisfy \( \lim_{y \to \infty} f(y) = 0 \). The space \( C_\infty(Y, \mathbb{Q}) \) will be simply denoted by \( C_\infty(Y) \).

We will use the symbols \( \langle t \rangle := \sqrt{1 + t^2} \), \( \langle x \rangle := \sqrt{1 + x^2} \), etc.

The open ball with center at \( x_0 \) and radius \( r > 0 \) is denoted by

\[ B(x_0, r) := \{ x \mid |x - x_0| < r \}. \]

If \( \Theta \subset \mathbb{R} \), then \( 1_\Theta(s) \) will denote the characteristic function of \( \Theta \).
\( C \) will be the generic name for constants that appear in various estimates. Often they will be different, even though denoted with the same letter. We will usually omit the expressions “for all \( \alpha \in \mathbb{N}^n \)” and “there exists a \( C \in \mathbb{R} \) such that”; the reader will easily figure out where they should be added to make a rigorous mathematical statement.

By writing
\[
    f(t) \in o(t^k),
\]
we will mean that
\[
    \lim_{t \to \infty} \frac{f(t)}{t^k} = 0.
\]

Sometimes we will need to describe estimates that, apart from \( t \in \mathbb{R} \), involve some auxiliary variables, say \( x \in X \). Let \( g(t, x) \) be a positive function and \( \Theta \subseteq \mathbb{R} \times X \). Then by writing “uniformly for \( (t, x) \in \Theta \) we have
\[
    f(t, x) \in o(t^k)g(t, x)
\]
we will mean the following: if we set
\[
    f(t) := \sup_{\{x \mid (t, x) \in \Theta\}} \frac{|f(t, x)|}{g(t, x)},
\]
then
\[
    f(t) \in o(t^k).
\]
Likewise, by writing “uniformly for \( (t, x) \in \Theta \) we have
\[
    f(t, x) \in g(t, x)L^1(dt)
\]
we will mean that
\[
    f(t) \in L^1(dt).
\]

It is convenient to introduce certain families of Banach spaces. These Banach spaces will be used as technical tools in various proofs of this and the next chapter.

For \( m \geq 0 \), \( T > 0 \), we put
\[
    Z_T^m := \left\{ z \in C^0([T, \infty[, X) \mid \sup_{s \in [T, \infty[} \frac{|z(s)|}{|s - T|^m} < \infty \right\},
\]
with the norm
\[
    \|z\|_{Z_T^m} := \sup_{s \in [T, \infty[} \frac{|z(s)|}{|s - T|^m}.
\]
We will also need to consider the closed subspace \( Z_T^{m, \infty} \) of \( Z_T^m \) defined by
\[
    Z_T^{m, \infty} := \left\{ z \in Z_T^m \mid \lim_{s \to \infty} \frac{|z(s)|}{|s - T|^m} = 0 \right\}.
\]
(1.1.5)
1.2 Newton’s Equation

Let us now introduce basic definitions related to Newton’s equations. We will assume that

$$\mathbb{R}^+ \times X \ni (t, x) \mapsto F(t, x) \in X'$$

is a measurable function that, for all $T_1 \leq T_2 < \infty$, satisfies the following conditions:

$$\int_{T_1}^{T_2} |F(t, 0)| dt < \infty,$$

$$\int_{T_1}^{T_2} \|\nabla_x F(t, \cdot)\|_{\infty} dt < \infty. \tag{1.2.1}$$

Throughout this chapter we consider the equations of motion in the presence of a time-dependent force $F(t, x)$

$$\begin{cases}
\partial_t x(t) = \xi(t), \\
\partial_t \xi(t) = F(t, x(t)).
\end{cases} \tag{1.2.2}$$

It follows from Proposition A.2.4 that the condition (1.2.1) guarantees the existence and the uniqueness of the solution of (1.2.2) for all positive times. These solutions will be called phase space trajectories.

We will denote by $[0, \infty] \ni t \mapsto (x(t, s, y, \eta), \xi(t, s, y, \eta))$ the solution of the equations (1.2.2) with initial conditions

$$\begin{cases}
x(s, s, y, \eta) = y, \\
\xi(s, s, y, \eta) = \eta.
\end{cases}$$

We will also write $(x(t, y, \eta), \xi(t, y, \eta))$ for $(x(t, 0, y, \eta), \xi(t, 0, y, \eta))$. Often, we will drop $y, \eta$ and write simply $(x(t), \xi(t))$.

We denote by $\phi(t, s)$ the evolution generated by the equations (1.2.2), that is,

$$\phi(t, s)(y, \eta) = (x(t, s, y, \eta), \eta(t, s, y, \eta)).$$

$\phi_0(t)$ will stand for the flow generated by the Newton equation with a force equal to 0. The flow $\phi_0(t)$ is simply given by

$$\phi_0(t)(x, \xi) = (x + t\xi, \xi).$$

Clearly, instead of equations (1.2.2), one can study the Newton equation

$$\partial_t^2 x(t) = F(t, x(t)). \tag{1.2.3}$$

Solutions of (1.2.3) will be called configuration space trajectories. We will use interchangeably both phase space and configuration space trajectories (which contain the same amount of information) and we will usually call them just trajectories, which should not lead to ambiguities.
1. Classical Time-Decaying Forces

Sometimes we will assume that the force \( F(t, x) \) is conservative. This means that \( F(t, x) = -\nabla_x V(t, x) \) for some time-dependent potential \( V(t, x) \). In the conservative case, the equations (1.2.2) are the Hamilton equations for the Hamiltonian

\[
H(t, x, \xi) = \frac{1}{2} \xi^2 + V(t, x).
\]

1.3 Asymptotic Momentum

We will start our exposition of scattering theory for (1.2.2) with a construction of the so-called asympototic momentum.

**Theorem 1.3.1**

Assume that

\[
\int_0^\infty \|F(t, \cdot)\|_\infty dt < \infty. \tag{1.3.1}
\]

Then for every \( (y, \eta) \), there exists the uniform limit

\[
\lim_{t \to \infty} \xi(t, y, \eta) =: \xi^+(y, \eta). \tag{1.3.2}
\]

Moreover, the function \( \xi^+ (\cdot, \cdot) \) has the following properties:

(i) \[
\lim_{t \to \infty} \frac{x(t, y, \eta)}{t} = \xi^+(y, \eta);
\]

(ii) the function \( X \times X' \ni (y, \eta) \mapsto \xi^+(y, \eta) \in X' \)

is continuous;

(iii) \[
|\xi^+(y, \eta) - \eta| \leq C.
\]

**Proof.** Clearly, one has

\[
\xi(t) - \eta = \int_0^t F(u, x(u)) du,
\]

from which we obtain that \( \xi(t) \) has the Cauchy property near \( \infty \). This shows the existence of the limit (1.3.2). \( \xi^+ (\cdot, \cdot) \) is a uniform limit of continuous functions, hence it is continuous.

To prove (i), we write

\[
\frac{d}{dt} (x(t) - t\xi^+) = \xi(t) - \xi^+ = -\int_t^\infty F(u, x(u)) du.
\]
Hence,
\[ x(t) - t\xi^+ = y - \int_0^t uF(u, x(u))\,du - t \int_t^{\infty} F(u, x(u))\,du. \] (1.3.3)

Thus,
\[ \frac{x(t)}{t} - \xi^+ = \frac{y}{t} - \int_0^t \frac{uF(u, x(u))}{t}\,du - \int_t^{\infty} \frac{F(u, x(u))}{t}\,du. \] (1.3.4)

By the Lebesgue dominated convergence theorem, (1.3.4) converges to zero. □

The limit (1.3.2) will be called the asymptotic momentum along the trajectory \((x(t), \xi(t))\).

Under the assumptions of Theorem 1.3.1, we can extend the definition of \(\xi(t, s, y, \eta)\) to \(t = \infty\) by setting
\[ \xi(\infty, s, y, \eta) := \lim_{t \to \infty} \xi(t, s, y, \eta). \]

The following proposition will be useful in Chaps. 2 and 5:

**Proposition 1.3.2**

Assume (1.3.1). Then we have, uniformly for \(0 \leq s \leq t < \infty\),
\[ x(t, s, y, \eta) - y - (t - s)\eta \in |t - s|o(s^0), \]
\[ \xi(t, s, y, \eta) - \eta \in o(s^0). \]

**Proof.** We use
\[ x(t, s, y, \eta) - y - (t - s)\eta = \int_s^t (t - u)F(u, x(u))\,du, \]
\[ \xi(t, s, y, \eta) - \eta = \int_s^t F(u, x(u))\,du. \]

□

### 1.4 Fast-Decaying Case

The asymptotic momentum can be defined under very broad conditions on the forces, which include both the fast- and slow-decaying case. Next we would like to impose a more restrictive condition on the decay of the force. We are going to study scattering theory in the fast-decaying case. Roughly speaking this means that the force \(F(t, \cdot)\) decays in \(t\) like \(\langle t \rangle^{1-\mu}\) for some \(\mu > 1\).

Theorem 1.3.1 gives a partial classification of all trajectories. Namely, they are classified by the limit (1.3.2). One would also like to classify all trajectories corresponding to a given asymptotic momentum. In the fast-decaying case, it
is possible to classify them in a natural way with elements of the configuration space $X$. This is described in the following theorem.

**Theorem 1.4.1**

Assume that

$$\int_0^\infty \langle t \rangle \|F(t, \cdot)\|_\infty dt < \infty. \quad (1.4.1)$$

Then for any $(y, \eta)$, there exists a uniform limit

$$\lim_{t \to +\infty} (x(t, y, \eta) - t\xi^+(y, \eta)) =: x_{fd}^+(y, \eta). \quad (1.4.2)$$

Moreover, the following is true:

(i) the function $X \times X' \ni (y, \eta) \mapsto x_{fd}^+(y, \eta) \in X$

is continuous;

(ii) $|x_{fd}^+(y, \eta) - y| \leq C$;

(iii) $\lim_{t \to \infty} (x(t, y, \eta) - t\xi(t, y, \eta)) = x_{fd}^+(y, \eta)$.

**Proof.** By Lebesgue’s dominated convergence theorem, the limit of (1.3.3) exists when $t \to \infty$ and is equal to

$$\lim_{t \to \infty} (x(t) - t\xi^+) = y - \int_0^\infty uF(u, x(u))du.$$  

$x_{fd}^+(\cdot, \cdot)$ is continuous as the uniform limit of continuous functions. \hfill \Box

The function $x_{fd}^+(\cdot, \cdot)$ will be called the *asymptotic position*. The subscript $fd$ stands for “fast-decaying”.

Our next theorem shows that in the fast-decaying case, under an additional condition on the force, the mapping from the initial conditions to the scattering data is bijective. We first introduce some notation. For $t \in [0, \infty]$ and $(x, \xi) \in X \times X'$, we denote by $[0, t] \ni s \mapsto (y_{fd}(s, t, x, \xi), \eta_{fd}(s, t, x, \xi))$ the solution of

$$\begin{cases}
\partial_s y_{fd}(s, t, x, \xi) = \eta_{fd}(s, t, x, \xi), \\
\partial_s \eta_{fd}(s, t, x, \xi) = F(s, y_{fd}(s, t, x, \xi)), \\
y_{fd}(t, t, x, \xi) = x + t\xi, \quad \eta_{fd}(t, t, x, \xi) = \xi.
\end{cases} \quad (1.4.3)$$

We will use the following convention to extend these trajectories for large time: for $s \geq t$, instead of using the flow of Newton’s equations, we put

$$(y_{fd}(s, t, x, \xi), \eta_{fd}(s, t, x, \xi)) := (x + s\xi, \xi). \quad (1.4.4)$$
Theorem 1.4.2
Suppose that (1.4.1) is true and
\[ \int_0^\infty \langle t \rangle \| \nabla_y F(t, \cdot) \|_\infty \, dt < \infty. \] (1.4.5)

Then the trajectory \((y_{\delta}(s, t, x, \xi), \eta_{\delta}(s, t, x, \xi))\) converges as \(t \to \infty\), uniformly in \(\mathbb{R}_+ \times X \times X'\), to a trajectory \((y_{\delta}(s, \infty, x, \xi), \eta_{\delta}(s, \infty, x, \xi))\), which satisfies
\[
\begin{align*}
\lim_{s \to \infty} (y_{\delta}(s, \infty, x, \xi) - x - s\xi) &= 0, \\
\lim_{s \to \infty} (\eta_{\delta}(s, \infty, x, \xi) - \xi) &= 0.
\end{align*}
\] (1.4.6)

Moreover, the following statements are true:
(i) the trajectory \((y_{\delta}(s, \infty, x, \xi), \eta_{\delta}(s, \infty, x, \xi))\) is the only one that satisfies (1.4.6);
(ii) the mapping
\[
[0, \infty] \times X \times X' \ni (t, x, \xi) \\
\mapsto (y_{\delta}(s, t, x, \xi) - x - s\xi, \eta_{\delta}(s, t, x, \xi) - \xi) \in C_\infty(\mathbb{R}_+ \times X \times X')
\]
is continuous.

Proof. For simplicity of notation, we will usually suppress the parameters \((t, x, \xi)\) in \(y_{\delta}(s, t, x, \xi)\). Clearly, \(y_{\delta}(s)\) satisfies the following integral equation:
\[ y_{\delta}(s) = x + s\xi + \int_s^t (u - s) F(u, y_{\delta}(u)) \, du. \] (1.4.7)
We will also set
\[ z(s) := y_{\delta}(s) - x - s\xi. \]

For any \((t, x, \xi) \in [0, \infty] \times X \times X'\), we define \(\mathcal{P}\) as a mapping on \(Z_{T, \infty}^0\) by the formula
\[ \mathcal{P}(z)(s) := \int_s^t (u - s) F(u, z(u) + x + u\xi) \, du. \] (1.4.8)

Now we can rewrite (1.4.7) as
\[ z = \mathcal{P}(z). \] (1.4.9)

We will show that, for large enough \(T\), there exists a unique solution of the equation (1.4.9) in \(Z_{T, \infty}^0\).

Note that \(\mathcal{P}\) is well defined as a map of \(Z_{T, \infty}^0\) into itself. Moreover, for \(z \in Z_{T, \infty}^0\), \(\mathcal{P}(z)\) is continuous with respect to \((t, x, \xi)\) on \([0, \infty] \times X \times X'\). Using (1.4.5), we obtain that \(\mathcal{P}\) is a contraction on \(Z_{T, \infty}^0\) uniformly with respect to \((t, x, \xi) \in [0, \infty] \times X \times X'\), provided we take \(T\) large enough. In fact, one has
\[ \|\mathcal{P}(z_1) - \mathcal{P}(z_2)\|_{Z_T^0} \leq \int_T^\infty \langle u \rangle \| \nabla_y F(u, \cdot) \|_\infty \| z_1 - z_2 \|_{Z_T^0} \, du. \]
By the fixed point theorem (see Appendix A.2), there exists a unique solution in $\mathcal{Z}_{T, \infty}^+$ of the equation (1.4.9), which depends continuously on $(t, x, \xi)$. This gives a solution $y_{\text{fd}}(s, \infty, x, \xi)$ defined for $s \geq T$. We extend it for $s \in [0, T]$, using the existence and uniqueness for the flow defined by the equations (1.2.2). \hfill \Box

Note the identities

$$
\phi(t, s) \phi(s, t)(x, \xi) = (y_{\text{fd}}(s, t, x, \xi), \eta_{\text{fd}}(s, t, x, \xi)),
$$

$$
\phi_{0}^{-1}(t) \phi_{0}(t, s)(y, \eta) = (x(t, s, y, \eta) - t \xi(t, s, y, \eta), \xi(t, s, y, \eta)).
$$

One can interpret the Theorems 1.4.1 and 1.4.2 in a more conventional way by introducing the wave transformations.

**Theorem 1.4.3**

(i) Assume (1.4.1). Then there exists the limit

$$
\lim_{t \to \infty} \phi_{0}^{-1}(t) \phi_{0}(t, 0)
$$

uniformly on $X \times X'$. The limit is a continuous map from $X \times X'$ into itself.

(ii) Assume, in addition, (1.4.5). Then there exists the limit

$$
\lim_{t \to \infty} \phi(0, t) \phi_{0}(t),
$$

uniformly on $X \times X'$. The mapping

$$
\mathcal{F}_{\text{fd}}^+ : X \times X' \to X \times X'
$$

defined by the limit (1.4.11) is called the wave transformations. It is continuous and bijective. Moreover, (1.4.10) is equal to $(\mathcal{F}_{\text{fd}}^+)^{-1}$.

(iii) If $(y, \eta) = \mathcal{F}_{\text{fd}}^+(x, \xi)$, then one has

$$
\lim_{t \to \infty} (\phi(t, 0)(y, \eta) - \phi_{0}(t)(x, \xi)) = 0.
$$

Note the following identity:

$$
(\mathcal{F}_{\text{fd}}^+)^{-1}(y, \eta) = (x_{\text{fd}}^+(y, \eta), \xi_{\text{fd}}^+(y, \eta)).
$$

**Remark.** Let us note that the statement (iii) of the above theorem does not follow from the statements (i) and (ii) (or the other way around). In fact, the relation described in (iii) can be used to give another definition of the wave transformation $\mathcal{F}_{\text{fd}}^+$ (beside the one given by the limit (1.4.11)). Fortunately, under the assumptions of Theorem 1.4.3 both definitions are equivalent.
1.4 Fast-Decaying Case

\[ \phi(t)(y, \eta) \]
\[ (y, \eta) \]
\[ \mathcal{F}_{ki} \]
\[ (x, \xi) \]

**Fig. 1.1.** Fast-decaying wave transformation.

**Remark.** In the definition stated after (1.2.2), we use letters \((y, \eta)\) to denote the initial conditions and \((x, \xi)\) to denote trajectories. In the definition before Theorem 1.4.2, it is the other way around: \((y, \eta)\) denote trajectories and initial conditions are expressed in terms of \((x, \xi)\). At a first sight this may seem inconsistent, in reality this is quite a natural convention: in both cases \((y, \eta)\) are the position and the momentum at the time \(s\) and the letters \((x, \xi)\) are used to denote the data related to the time \(t \to \infty\). We will try to conform to these conventions throughout this and the next chapter, but it will not always be easy to be consistent. In particular, in Sect. 1.5, where we study the boundary value problem related to the slow-decaying case, we will not stick to this convention.

The problem (1.4.6) can be viewed as a kind of a Cauchy problem with the initial conditions set at infinity. In the usual Cauchy problem, where we put the initial conditions at a given point, a typical assumption used to guarantee the uniqueness of the solution is the Lipschitz condition. In the case of (1.4.6), the assumption (1.4.5) on the gradient of the force is an analog of the Lipschitz condition. Below we will give an example of the non-uniqueness for the problem (1.4.6) in the absence of condition (1.4.5). This example (or, more precisely, its time-independent version) is due to Simon [Sim1].

**Example 1.4.4**
Take a cutoff function \(\chi \in C_0^\infty(\mathbb{R})\) such that \(\chi(s) = 1\) for \(|s| \leq 2\) and \(\chi(s) = 0\) for \(|s| \geq 3\). Consider the potential

\[ V(t, x) = -\frac{\rho^2}{2}|x|^{2\rho+2}/x^{\rho} \chi(xt^\rho), \]

for \(x \in \mathbb{R}\) and \(\rho > 0\). It is easy to check that the force \(-\nabla_x V(t, x)\) decays like \(t^{-\rho}\), but the gradient of the force \(-\nabla_x^2 V(t, x)\) decays only like \(t^{-2}\). The following two solutions are asymptotic to the same free solution when \(t \to \infty\):
1.5 Slow-Decaying Case I

In this section we begin our study of slow-decaying forces. Our aim is to classify all the trajectories in this case, taking into account their asymptotic behavior as \( t \to \infty \).

The slow-decaying case means roughly that the force \( F(t, x) \) decays like \( (t)^{-1-\mu} \) for some \( 0 < \mu \leq 1 \). In particular, the field felt by a particle moving freely in the Coulomb potential has the decay of this type with \( \mu = 1 \).

Most of the time, when studying the slow-decaying case, we will assume the following conditions on the forces:

\[
\int_0^\infty \langle t \rangle^{|\alpha|} \| \partial_x \alpha F(t, x) \|_{\infty} \, dt < \infty, \quad |\alpha| = 0, 1. \tag{1.5.1}
\]

Scattering theory in the slow-decaying case is more difficult than in the fast-decaying case. In general, the usual wave transformation does not exist and the problem (1.4.3) that was used to define the trajectories \((\bar{y}_a(s), \eta_a(s))\) is of no use. Instead, it is more natural to consider a mixed problem, where the boundary conditions are the initial position and the final momentum. Hence we will start with a rather detailed study of this problem, which is the subject of the next theorem.

**Theorem 1.5.1**

*Assume (1.5.1). Then there exists \( T \) such that if \( T = t_1 < t_2 \leq \infty \) and \((x, \xi) \in X \times X'\), there exists a unique trajectory *

\[
[t_1, t_2] \ni s \mapsto (\tilde{y}(s, t_1, t_2, x, \xi), \tilde{\eta}(s, t_1, t_2, x, \xi))
\]

*satisfying*

\[
\begin{align*}
\partial_s \tilde{y}(s, t_1, t_2, x, \xi) &= \tilde{\eta}(s, t_1, t_2, x, \xi), \\
\partial_s \tilde{\eta}(s, t_1, t_2, x, \xi) &= F(s, \tilde{y}(s, t_1, t_2, x, \xi)), \\
\tilde{y}(t_1, t_1, t_2, x, \xi) &= x, \quad \tilde{\eta}(t_2, t_1, t_2, x, \xi) = \xi.
\end{align*}
\tag{1.5.2}
\]

(\(\tilde{\eta}(\infty, t_1, \infty, x, \xi) = \xi\) means of course \( \lim_{s \to \infty} \tilde{\eta}(s, t_1, \infty, x, \xi) = \xi \)). Moreover, the solution satisfies the following estimates, uniformly for \( T = t_1 \leq s \leq t_2 \leq \infty \) and \((x, \xi) \in X \times X'\):

\[
\begin{align*}
\partial_\xi^\beta (\tilde{y}(s, t_1, t_2, x, \xi) - x - (s - t_1) \xi) &\in o(s^0)|s - t_1|, \quad |\beta| \leq 1, \\
\partial_\alpha^\alpha (\tilde{y}(s, t_1, t_2, x, \xi) - x - (s - t_1) \xi) &\in o(t_1^0), \quad |\alpha| = 1,
\end{align*}
\tag{1.5.3}
\tag{1.5.4}
\]
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\[ \partial_x^\alpha \partial_\xi^\beta (\tilde{\eta}(s, t_1, t_2, x, \xi) - \xi) \in o(s^{-|\alpha|}), \quad |\alpha| + |\beta| \leq 1, \quad (1.5.5) \]

\[ \partial_x^\alpha (\tilde{\eta}(s, t_1, t_2, x, \xi) - \xi) \in L^1(ds), \quad |\alpha| = 1, \quad (1.5.6) \]

\[ \tilde{y}(s, t_1, t_2, x, \xi) - \tilde{y}(s, t_1, \infty, x, \xi) \in o(t_2^0 |s - t_1|), \quad (1.5.7) \]

\[ \tilde{\eta}(s, t_1, t_2, x, \xi) - \tilde{\eta}(s, t_1, \infty, x, \xi) \in o(t_2^0). \quad (1.5.8) \]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{boundary.png}
\caption{Boundary value problem for slow-decaying scattering.}
\end{figure}

**Proof.** We will suppress parameters \( t_1, t_2, x \) and \( \xi \) when possible, to simplify the notation. An easy computation shows that \( \tilde{y}(s) \) has to satisfy the following integral equation:

\[ \tilde{y}(s) = x + (s - t_1)\xi - \int_{t_1}^s (u - t_1)F(u, \tilde{y}(u))du 
- (s - t_1) \int_t^s F(u, \tilde{y}(u))du. \quad (1.5.9) \]

We will set

\[ \tilde{z}(s) := \tilde{y}(s) - x - (s - t_1)\xi \]

and introduce the following function:

\[ \zeta_{t_1,s}(u) := \begin{cases} 
0, & u \leq t_1, \\
 u - t_1, & t_1 \leq u \leq s, \\
 s - t_1, & s \leq u.
\end{cases} \]

We extend \( \tilde{z}(s) \) by setting \( \tilde{z}(s) := \tilde{z}(t_2) \) for \( t_2 \leq s \leq \infty \). We define

\[ \mathcal{P}(\tilde{z})(s) := - \int_{t_1}^s \zeta_{t_1,s}(u)F(u, x + (u - t_1)\xi + \tilde{z}(u))du. \quad (1.5.10) \]

where the map \( \mathcal{P} \) depends on the parameters \( t_1, t_2, x, \xi \). Now we can write the equation (1.5.9) in the form

\[ \tilde{z} = \mathcal{P}(\tilde{z}). \quad (1.5.11) \]
As in the proof of Theorem 1.4.2, we will apply the fixed point theorem to solve (1.5.11), but now we choose for our Banach space the space $Z_{t_1, \infty}$. We have

$$|s - t_1|^{-1}|\mathcal{P}(\tilde{z})(s)| \leq \int_{t_1}^{\infty} |s - t_1|^{-1} \varsigma_{t_1,s}(u) \|F(u, \cdot)\|_{\infty} \text{du}. \quad (1.5.12)$$

Note that

$$0 \leq |s - t_1|^{-1} \varsigma_{t_1,s}(u) \leq 1,$$

for any $u$, we have the pointwise convergence

$$\lim_{s \to \infty} \left( \sup_{\{t \mid T \leq t \leq s\}} |s - t_1|^{-1} \varsigma_{t_1,s}(u) \right) = 0,$$

and $\|F(u, \cdot)\|_{\infty} \in L^1(\mathbb{R}^+)$. Therefore, by Lebesgue’s dominated convergence theorem, (1.5.12) is $o(s^0)$, uniformly for $T \leq t_1 \leq s$. Hence, $\mathcal{P}$ is bounded on $Z_{t_1, \infty}^1$ with norm $o(t_1^0)$.

Similarly we estimate:

$$|s - t_1|^{-1} |\nabla_\tilde{x}\mathcal{P}(\tilde{z})v(s)| \leq \int_{t_1}^{\infty} |s - t_1|^{-1} \varsigma_{t_1,s}(u) |u - t_1||\nabla_y F(u, \cdot)||_\infty v||_{Z_{t_1, \infty}^1} \text{du}. \quad (1.5.13)$$

Therefore,

$$\|\nabla_\tilde{x}\mathcal{P}(\tilde{z})\|_{B(Z_{t_1, \infty}^1)} \leq \int_{t_1}^{\infty} |u - t_1||\nabla_y F(u, \cdot)||_\infty \text{du} \in o(t_1^0).$$

We fix $T$ such that

$$\int_{T}^{\infty} |u - T||\nabla_y F(u, \cdot)||_\infty \text{du} < 1.$$

Clearly, if $T \leq t_1$ then the map $\mathcal{P}$ is a contraction on $Z_{t_1, \infty}^1$. So, by the fixed point theorem, there exists a unique solution of (1.5.2).

Let us now prove that $\tilde{z}(s)$ satisfies the estimates (1.5.3) – (1.5.6).

The fact that $|\tilde{z}(s)| \in o(s^0)|s - t_1|$ is immediate by the properties of the range of $\mathcal{P}$ that we described above.

Let us now prove (1.5.3) with $|\beta| = 1$. We use the identity

$$(1 - \nabla_\tilde{x}\mathcal{P}(\tilde{z})) \nabla_\xi \tilde{z} = \nabla_\xi \mathcal{P}(\tilde{z}). \quad (1.5.14)$$

Let us first check that $\nabla_\xi \mathcal{P}(\tilde{z})$ belongs to the Banach space $Z_{t_1, \infty}^1$. Indeed, we see that

$$|s - t_1|^{-1} |\nabla_\xi \mathcal{P}(\tilde{z})(s)| \leq \int_{t_1}^{\infty} |s - t_1|^{-1} \varsigma_{t_1,s}(u) |u - t_1||\nabla_y F(u, \cdot)||_\infty \text{du}. \quad (1.5.15)$$

By (1.5.1) and Lebesgue’s dominated convergence theorem, this quantity goes to 0 when $t_1$ and $s - t_1$ go to $\infty$, which proves that $\nabla_\xi \mathcal{P}(\tilde{z}) \in Z_{t_1, \infty}^1$ and $\|\nabla_\xi \mathcal{P}(\tilde{z})\|_{Z_{t_1}^1} \in o(t_1^0)$.
for \( t_1 \geq T \). Hence, using (1.5.14), we get that \( \nabla_\xi \hat{z} \in Z^1_{t_1, \infty} \) and \( \| \nabla_\xi \hat{z} \|_{Z^1_{t_1}} \in o(t_1^0) \), which implies (1.5.3) with \( |\beta| = 1 \).

Let us prove (1.5.4). First note that \( \nabla_x \mathcal{P}(\hat{z}) \) belongs to \( Z^0_{t_1} \). Indeed,
\[
|\nabla_x \mathcal{P}(\hat{z})(s)| \leq \int_{t_1}^{\infty} \zeta_{t_1, u}(u) \| \nabla_y F(u, \cdot) \|_\infty du \in o(t_1^0). \tag{1.5.15}
\]
Moreover,
\[
\| \nabla_x \mathcal{P}(\hat{z}) \|_{B(Z^0_{t_1})} \leq \int_{t_1}^{\infty} \zeta_{t_1, u}(u) \| \nabla_y F(u, \cdot) \|_\infty du \in o(t_1^0).
\]
Thus, for \( t_1 \geq T \), the map \( \mathcal{P} \) is a contraction on \( Z^0_{t_1} \), and using
\[
(1 - \nabla_x \mathcal{P}(\hat{z})) \nabla_x \hat{z} = \nabla_x \mathcal{P}(\hat{z}), \tag{1.5.16}
\]
we obtain (1.5.4).

The fact that \( \eta(s) - \xi = \hat{z}(s) \in o(s^0) \) follows from the formula
\[
\hat{z}(s) = - \int_s^{t_1} F(u, \tilde{y}(u))du. \tag{1.5.17}
\]

To prove (1.5.5) with \( |\beta| = 1 \), we differentiate (1.5.17) with respect to \( \xi \) and obtain
\[
|\nabla_\xi \hat{z}(s)| \leq C \int_s^{\infty} \| \nabla_y F(u, \cdot) \|_\infty \| \nabla_\xi \tilde{y}(u) \| du
\leq C_1 \int_s^{\infty} u \| \nabla_x F(u, \cdot) \|_\infty du \in o(s^0).
\]

Next, we differentiate the identity (1.5.17) with respect to \( x \). We get
\[
|\nabla_x \hat{z}(s)| \leq C \int_s^{\infty} \| \nabla_y F(u, \cdot) \|_\infty \| \nabla_x \tilde{y}(u) \| du
\leq C_1 s^{-1} \int_s^{\infty} u \| \nabla_x F(u, \cdot) \|_\infty du \in o(s^{-1}). \tag{1.5.18}
\]

This shows (1.5.5) with \( |\alpha| = 1 \).

Using
\[
\int_T^{\infty} |\nabla_x \hat{z}(s)| ds \leq C \int_T^{\infty} ds \int_s^{\infty} \| \nabla_y F(u, \cdot) \|_\infty du
\leq C \int_T^{\infty} (s - T) \| \nabla_y F(s, \cdot) \|_\infty ds < \infty,
\]
we obtain (1.5.6). (1.5.7) follows from the continuity of \( \mathcal{P} \) on \( Z^1_{T, \infty} \) with respect to \( t_2 \). (1.5.8) follows from (1.5.17) and (1.5.7).

Let us remark that the above theorem immediately implies that \( \xi^+ \) maps \( X' \) onto \( X' \).

If in Theorem 1.5.1 we fix \( t_1 \) and put \( t_2 = \infty \), we get a complete classification of trajectories using the initial (at time \( t_1 \)) position \( x \) and the asymptotic momentum \( \xi \). This classification is not satisfactory from the point of view of scattering
theory, because \( x \) is not an asymptotic quantity and because it depends on the choice of \( t_1 \).

In the fast-decaying case, all the trajectories with a given asymptotic momentum were classified with the function \( x_T^+ (\cdot, \cdot) \), which was a natural asymptotic quantity. Therefore, they were labeled with elements of the configuration space \( X \). In the slow-decaying case, they can be classified in a natural way by elements of the affine space \( X \). Unlike in the fast-decaying case, in general we cannot replace “affine” by “vector”. This classification is the subject of the next theorem, which was first proven by I. Herbst [He] under more restrictive conditions on the forces.

**Theorem 1.5.2**

Assume (1.5.1).

(i) Let \((y_1(s), \eta_1(s))\) and \((y_2(s), \eta_2(s))\) be two trajectories such that

\[
\lim_{s \to \infty} \eta_1(s) = \lim_{s \to \infty} \eta_2(s).
\]

Then there exists

\[
\lim_{s \to \infty} (y_1(s) - y_2(s)).
\]

Moreover,

\[
\eta_1(s) - \eta_2(s) \in o(s^{-1}). \tag{1.5.19}
\]

(ii) Let \((y_1(s), \eta_1(s))\) be a trajectory and \( x \in X \). Then there exists a unique trajectory \((y_2(s), \eta_2(s))\) such that

\[
\begin{cases} 
\lim_{s \to \infty} \eta_1(s) = \lim_{s \to \infty} \eta_2(s), \\
\lim_{s \to \infty} (y_1(s) - y_2(s)) = x.
\end{cases}
\]

**Proof.** Let us first show (i). We choose \( T \) large enough. Let \( x_i := y_i(T) \) and \( \xi := \lim_{s \to \infty} \eta_k(s), \; i = 1, 2 \). Using the notation introduced in Theorem 1.5.1, we note that \( \eta_k(s) = \bar{\eta}(s, T, \infty, x_i, \xi) \). Therefore,

\[
\eta_1(s) - \eta_2(s) = \int_0^1 (x_1 - x_2) \nabla_x \bar{\eta}(s, T, \infty, \tau x_1 + (1 - \tau)x_2, \xi) d\tau.
\]

Using estimates (1.5.6), (1.5.5) of Theorem 1.5.1 we get that \( \eta_1(s) - \eta_2(s) \in L^1(ds) \cap o(s^{-1}) \), which proves (i).

Let us now prove (ii). We will use the following integral equation:

\[
y_2(s) - y_1(s) = x - \int_s^\infty (u - s)(F(u, y_2(u)) - F(u, y_1(u))) du. \tag{1.5.20}
\]

We set

\[
z(s) := y_2(s) - y_1(s) - x
\]

and
\[ \mathcal{P}(z)(s) := -\int_{s}^{\infty} (u - s)(F(u, y_1(u) + x + z(u)) - F(u, y_1(u)))du. \]

We see that \( z \) has to satisfy
\[ z = \mathcal{P}(z). \] (1.5.21)

By the now standard argument, we see that \( \mathcal{P} \) is a contraction on the Banach space \( Z_{T, \infty}^0 \), for \( T \) large enough. Therefore, by the fixed point theorem, the equation (1.5.21) possesses a unique solution, which ends the proof of the theorem. \( \square \)

Theorem 1.5.2 means that the space of trajectories with a given asymptotic momentum has the structure of an affine space. To turn it into a vector space, we have to fix an “origin” in this space. Unlike in the fast-decaying case, where we could use the free trajectory \( W_1(t, \xi) := t\xi \) to fix the origin in a natural way, in the slow-decaying case, we have to make an arbitrary choice. Namely, for each \( \xi \in X' \), we need to choose a certain trajectory \( Y(t, \xi) \) with the asymptotic momentum \( \xi \).

\[ \text{Fig. 1.3. Affine space structure.} \]

One way to do this is to fix \( T \) large enough such that there exist the trajectories
\[ Y(t, \xi) := \tilde{y}(t, T, \infty, 0, \xi), \quad E(t, \xi) := \tilde{\eta}(t, T, \infty, 0, \xi) \]
constructed in Theorem 1.5.1. (Let us stress that the choice of \( t_1 = T \), and \( x = 0 \) is completely arbitrary).

From Theorem 1.5.2 and its proof we see that the following theorem is true:

**Theorem 1.5.3**

Assume the hypotheses of Theorem 1.5.1. Then for any \((y, \eta)\), there exists
\[ \lim_{t \to \infty} (x(t, y, \eta) - Y(t, \xi^+(y, \eta))) =: x^+_{sd}(y, \eta). \]

Moreover, the following statements are true:
(i) the function
1. Classical Time-Decaying Forces

\[ X \times X' \ni (y, \eta) \mapsto x^+_{sd}(y, \eta) \in X \]

is continuous;

(ii) \[ |x^+_{sd}(y, \eta)| \leq C|x(T, y, \eta)|; \]

(iii) \[ x(t, y, \eta) - Y(t, \xi^+(y, \eta)) - x^+_{sd}(y, \eta) \in o(t^0)|x(T, y, \eta)|; \]

(iv) the map

\[ X \times X' \ni (y, \eta) \mapsto (x^+_{sd}(y, \eta), \xi^+(y, \eta)) \in X \times X' \]

(1.5.22)

is bijective.

We will call \( x^+_{sd}(\cdot, \cdot) \) the modified asymptotic position.

Theorem 1.5.3 leads to our first definition of the modified wave transformation.

**Definition 1.5.4**
The inverse of the map (1.5.22) will be called the modified wave transformations and will be denoted \( \mathcal{F}_{sd}^+ \).

Clearly, we have

\[ (\mathcal{F}_{sd}^+)^{-1}(y, \eta) = (x^+_{sd}(y, \eta), \xi^+(y, \eta)). \]

1.6 Slow-Decaying Case II

So far, scattering theory for slow-decaying forces seems to have little resemblance to the fast-decaying case. Now we would like to present a construction of modified wave transformations that is more parallel to the one we gave in the fast-decaying case.

Let \( T \) be the number fixed before Theorem 1.5.3. Denote, for \( t \geq T \),

\[ \tilde{Y}(t, \xi) := \tilde{y}(t, T, t, 0, \xi). \]

(1.6.1)

The function \( \tilde{Y}(t, \xi) \) is called a modifier. Let us note its properties:

\[ \tilde{Y}(T, \xi) = 0, \]

\[ \partial_\xi^\beta(\tilde{Y}(t, \xi) - t\xi) \in o(t), \quad |\beta| = 0, 1, \]

\[ Y(t, \xi) = \tilde{Y}(t, E(t, \xi)), \]

\[ x(t, s, \tilde{Y}(s, \eta), \eta) = \tilde{Y}(t, \xi(t, s, \tilde{Y}(s, \eta), \eta)). \]

(1.6.2)
If we differentiate the last identity with respect to $t$ and plug in $s = t$ then we obtain the following equation

$$\partial_t \bar{Y}(t, \xi) = \xi - \nabla_{\xi} \bar{Y}(t, \xi) F(t, \bar{Y}(t, \xi)).$$

(1.6.3)

(1.6.3) is closely related to the Hamilton-Jacobi equation, which we will consider in the conservative case. The following theorem gives an alternative way to construct the function $x^+_{sd}(\cdot, \cdot)$ using $\bar{Y}(t, \xi)$ instead of $\bar{Y}(t, \xi)$.

**Theorem 1.6.1**

*Assume that the hypotheses of Theorem 1.5.1 hold. Then*

$$x(t, y, \eta) - \bar{Y}(t, \xi(t, y, \eta)) - x^+_{sd}(y, \eta) \in o(t^0)|x(T, y, \eta)|.$$

**Proof.** Set

$$\xi^+ := \xi^+(y, \eta).$$

Note that

$$\xi(t) = \bar{y}(t, T, \infty, x(T), \xi^+).$$

The difference of $x(t, y, \eta) - \bar{Y}(t, \xi^+(y, \eta))$ and $x(t, y, \eta) - \bar{Y}(t, \xi(t, y, \eta))$ equals

$$\bar{Y}(t, \xi(t)) - \bar{Y}(t, E(t, \xi^+))$$

$$= \bar{Y}(\tilde{t}, T, t, 0, \bar{y}(t, T, \infty, x(T), \xi^+)) - \bar{y}(t, T, t, 0, \bar{y}(t, T, \infty, 0, \xi^+))$$

$$= \int_0^\tilde{t} \nabla_{\xi} \bar{y}(t, T, t, 0, \tau \bar{y}(t, T, \infty, x(T), \xi^+) + (1 - \tau) \bar{y}(t, T, \infty, 0, \xi^+))d\tau$$

$$\times \int_0^\tilde{t} \nabla_\eta \bar{y}(t, T, \infty, \sigma x(T), \xi^+) x(T)d\sigma$$

$$\in O(t^0)|x(T)| = o(t^0)|x(T)|.$$

(At the end we used estimates (1.5.3) and (1.5.5)).

The identity

$$x^+_{sd}(y, \eta) = \lim_{t \to \infty} (x(t, y, \eta) - \bar{Y}(t, \xi(t, y, \eta)))$$

(1.6.4)

obtained in Theorem 1.6.1 can be viewed as the second definition of $x^+_{sd}(y, \eta)$.

For $t \in [T, \infty[$, we denote by $[0, t] \ni s \mapsto (y_{sd}(s, t, x, \xi), \eta_{sd}(s, t, x, \xi))$ the unique trajectory such that

$$\begin{cases} y_{sd}(t, t, x, \xi) = x + \bar{Y}(t, \xi), \\ \eta_{sd}(t, t, x, \xi) = \xi. \end{cases}$$

(1.6.5)

Our next result is an analog of Theorem 1.4.2.

**Theorem 1.6.2**

*Assume that the hypotheses of Theorem 1.5.1 hold. Then the trajectory*
\[(y_{hd}(s, t, x, \xi), \eta_{hd}(s, t, x, \xi))\]

converges as \(t \to \infty\) to a trajectory \((y_{hd}(s, \infty, x, \xi), \eta_{hd}(s, \infty, x, \xi))\), which satisfies

\[
\begin{align*}
\lim_{s \to \infty} (y_{hd}(s, \infty, x, \xi) - x - Y(s, \xi)) &= 0, \\
\lim_{s \to \infty} (\eta_{hd}(s, \infty, x, \xi) - \xi) &= 0.
\end{align*}
\] (1.6.6)

Moreover, the following statements are true:

(i) the trajectory \((y_{hd}(s, \infty, x, \xi), \eta_{hd}(s, \infty, x, \xi))\) is the only one that satisfies (1.6.6);

(ii) the mapping

\[
[0, \infty) \times X \times X' \ni (t, x, \xi) \\
\mapsto (y_{hd}(s, t, x, \xi) - x - y_{hd}(s, t, 0, \xi), \eta_{hd}(s, t, x, \xi) - \xi) \in C^0_{\infty}(\mathbb{R}, X \times X')
\]

is continuous;

(iii) we have, uniformly for \(0 \leq s \leq t, (x, \xi) \in X \times X'\),

\[
y_{hd}(s, t, x, \xi) - y_{hd}(s, \infty, x, \xi) \in o(t^0)(\langle x \rangle + \langle s \rangle),
\] (1.6.7)

\[
\eta_{hd}(s, t, x, \xi) - \eta_{hd}(s, \infty, x, \xi) \in o(t^0)(\langle s \rangle^{-1}\langle x \rangle + 1).
\] (1.6.8)

**Proof.** First note that we already can solve (1.6.5) for \(x = 0\). Namely, by (1.6.1)

\[(y_{hd}(s, t, 0, \xi), \eta_{hd}(s, t, 0, \xi)) = (\tilde{y}(s, T, t, 0, \xi), \tilde{\eta}(s, T, t, 0, \xi)).\] (1.6.9)

By (1.5.7) and (1.5.8), there exists a limit of (1.6.9) as \(t \to \infty\) that satisfies

\[
\tilde{y}(s, T, t, 0, \xi) - \tilde{y}(s, T, \infty, 0, \xi) \in o(t^0)\langle s \rangle,
\] (1.6.10)

\[
\tilde{\eta}(s, T, t, 0, \xi) - \tilde{\eta}(s, T, \infty, 0, \xi) \in o(t^0).
\] (1.6.11)

Next consider the case of a general \(x\). To simplify the notation, we will write \((y_{hd}(s, x), \eta_{hd}(s, x))\) instead of \((y_{hd}(s, t, x, \xi), \eta_{hd}(s, t, x, \xi))\).

Now \(y_{hd}(s, x)\) satisfies the following integral equation:

\[
y_{hd}(s, x) \\
= x + \tilde{Y}(t, \xi) + \xi(s - t) - \int_s^t (u - s) F(u, y_{hd}(u, x)) du.
\] (1.6.12)

We set

\[
z(s) := y_{hd}(s, x) - y_{hd}(s, 0) - x.
\] (1.6.13)

If we subtract (1.6.12) with an arbitrary \(x\) from (1.6.12) with \(x = 0\), we obtain that \(z(s)\) satisfies the integral equation

\[
z = P(z),
\] (1.6.14)
where
\[ P(z)(s) := \int_s^t (u - s) \left( F(u, y_{hd}(u, 0) + x + z(u)) - F(u, y_{hd}(u, 0)) \right) du. \]

Using hypothesis (1.5.1) and the now standard argument, we see that \( P \) is a contraction of \( Z_{T,\infty}^0 \) for \( T \) large enough. Moreover, using Theorem 1.5.1 and Lebesgue’s dominated convergence theorem, we see that \( P \) depends continuously on the parameters \((t, x, \xi) \in [0, \infty] \times X \times X'\). Therefore, there exists a unique solution \( z \in Z_{T,\infty}^0 \) of the fixed point equations, which depends continuously on \((t, x, \xi) \in [0, \infty] \times X \times X'\). This proves that \( y_{hd}(s, \infty, x, \xi) \) exists, satisfies (1.6.6), and also the statements (i) and (ii) are true.

Next we remark that the inequality
\[ |z(s)| - \int_s^t u \| \nabla_y F(u, \cdot) \|_\infty |z(u)| du \leq \int_s^t u \| \nabla_y F(u, \cdot) \|_\infty |x| du \]
and the Gronwall inequality imply
\[ |z(s)| \leq C|x|. \tag{1.6.15} \]
This estimate will be useful in the proof of (iii), which we are going to give now.

To keep track the dependence on the parameters, it will be convenient to denote (1.6.13) by \( z(s, t, x, \xi) \) and the mapping \( P \) by \( P_{t,x,\xi} \). Note that, for any \( z \in Z_{T,\infty}^0 \), we have uniformly in \( t, x, \xi \) the following estimate:
\[ \| P_{t,x,\xi}(z) - P_{\infty,x,\xi}(z) \|_{Z_{T,\infty}^0} \leq o(t^0)(\langle x \rangle + |z|). \]
If we take into account (1.6.15), then we see that
\[ \| P_{t,x,\xi}(z(\cdot, \infty, x, \xi)) - P_{\infty,x,\xi}(z(\cdot, \infty, x, \xi)) \|_{Z_{T,\infty}^0} \leq o(t^0)\langle x \rangle. \]
Therefore, from the proof of Proposition A.2.2 we obtain
\[ \| z(\cdot, t, x, \xi) - z(\cdot, \infty, x, \xi) \|_{Z_{T,\infty}^0} \leq o(t^0)\langle x \rangle. \]
This together with (1.6.10) ends the proof of (1.6.7)

From (1.6.7) and from
\[ \dot{z}(s, t, x, \xi) = - \int_s^t \left( F(u, y_{hd}(u, t, x, \xi)) - F(u, y_{hd}(u, t, 0, \xi)) \right) du \]
we obtain easily
\[ \dot{z}(s, t, x, \xi) - \dot{z}(s, \infty, x, \xi) \in o(t^0)(\langle s \rangle^{-1}\langle x \rangle + 1). \]
This, together with (1.6.11) yields (1.6.8).

As in the section on the fast-decaying case, we will now interpret Theorems 1.6.1 and 1.6.2 using wave transformations. We start by defining an appropriate modified free flow.
**Definition 1.6.3**

We define the modified free flow $\phi_{sd}(t)$ by

$$X \times X' \ni (x, \xi) \mapsto \phi_{sd}(t)(x, \xi) := (x + \tilde{Y}(t, \xi), \xi) \in X \times X'.$$

Note that, in general, the above introduced modified free flow is defined only for $t \geq T$.

Note the following identities:

$$\phi(s, t)\phi_{sd}(t)(x, \xi) = (y_{sd}(s, t, x, \xi), \eta_{sd}(s, t, x, \xi)),$$

$$\phi_{sd}^{-1}(t)\phi(t, s)(y, \eta) = (x(t, s, y, \eta) - \tilde{Y}(t, \xi(t, s, y, \eta), \xi(t, s, y, \eta))).$$

We have the following corollary of Theorems 1.6.1 and 1.6.2.

**Theorem 1.6.4**

Assume that the hypotheses of Theorem 1.5.1 hold. Then the limits

$$\lim_{t \to \infty} \phi(0, t)\phi_{sd}(t),$$

$$\lim_{t \to \infty} \phi_{sd}^{-1}(t)\phi(t, 0)$$

exist and are equal to $\mathcal{F}_{sd}^+$ and $(\mathcal{F}_{sd}^+)^{-1}$ respectively. The convergence of the momentum component is uniform and the convergence of the position component is of the type $o(t^0) |x(T, y, \eta)|$ in (1.6.17). The convergence of (1.6.16) is of the type $o(t^0)(x)$.

We have the following identity:

$$(\mathcal{F}_{sd}^+)^{-1}(y, \eta) = (x_{sd}(y, \eta), \xi_{sd}(y, \eta)).$$

**Remark.** Let us mention a difference between the slow-decaying and the fast-decaying case, first pointed out by Herbst [He]. Namely, if $(y, \eta) = \mathcal{F}_{sd}^+(x, \xi)$, then in general it is false that

$$\lim_{t \to \infty} (\phi(t, 0)(y, \eta) - \phi_{sd}(t)(x, \xi)) = 0.$$ (1.6.18)

The correct analog of (1.4.12) from the fast-decaying case is (1.6.6) or, in other words,

$$\lim_{t \to \infty} (\phi(t, 0)(y, \eta) - (x + Y(t, \xi), \xi)) = 0.$$ (1.6.19)

Of course, the momentum component of (1.6.18) converges to zero. But, in general, the position component is divergent. Below we will give an example to illustrate this statement. But first let us give a heuristic argument why the existence of (1.6.18) should not be expected.
Let us subtract the \( x \)-component of (1.6.19) from the \( x \)-component of (1.6.18). We obtain
\[
\tilde{Y}(t, \xi) - Y(t, \xi) = \tilde{y}(t, T, t, 0, \xi) - \tilde{y}(t, T, t, 0, \eta(t, \infty, 0, \xi)). \tag{1.6.20}
\]
We know by Theorem 1.5.1 that \( \eta(t, T, \infty, 0, \xi) - \xi \in o(t^0) \) and \( \nabla_\xi \tilde{y}(t, T, t, 0, \xi) \in O(t) \). This yields a bound \( o(t) \) on (1.6.20) and not \( o(t^0) \).

**Example 1.6.5** Let us give an example illustrating the above remark. We will consider the flow generated by the 1-dimensional force
\[
F(t, x) = t^{-1-\mu}.
\]
It is easy to solve exactly the equations of motion for this problem. In particular, we have
\[
\begin{align*}
\tilde{y}(s, t_1, t_2, x, \xi) &= \begin{cases} 
  x + (s - t_1)\xi + \left( \frac{1}{1-\mu} + \frac{1}{\mu} \right) \left( s^{1-\mu} - t_1^{1-\mu} \right) - \frac{1}{\mu}(s - t_1) t_2^{-\mu}, & 0 < \mu < 1, \\
  x + (s - t_1)\xi + \log s - \log t_1 - (s - t_1) t_2^{-1}, & \mu = 1.
\end{cases}
\end{align*}
\]
We can choose \( T = 1 \), and then we obtain
\[
\begin{align*}
Y(s, \xi) &= \begin{cases} 
  (s - 1)\xi + \left( \frac{1}{1-\mu} + \frac{1}{\mu} \right) (s^{1-\mu} - 1), & 0 < \mu < 1, \\
  (s - 1)\xi + \log s, & \mu = 1,
\end{cases}
\end{align*}
\]
and
\[
\tilde{Y}(s, \xi) = \begin{cases} 
  (s - 1)\xi + \left( \frac{1}{1-\mu} + \frac{1}{\mu} \right) (s^{1-\mu} - 1) - \frac{1}{\mu}(s - 1) s^{-\mu}, & 0 < \mu < 1, \\
  (s - 1)\xi + \log s - (s - 1) s^{-1}, & \mu = 1.
\end{cases}
\]
Thus, for \( 0 < \mu \leq 1 \),
\[
\lim_{s \to \infty} (Y(s, \xi) - \tilde{Y}(s, \xi))
\]
exists only in the case \( \mu = 1 \), and then it is non-zero.

### 1.7 Boundary Conditions for Wave Transformations

Let \( \mathcal{F}^+ \) denote \( \mathcal{F}_{\text{bd}}^+ \) or \( \mathcal{F}_{\text{bd}}^+ \). Consider the equation
\[
(y, \eta) = \mathcal{F}^+(x, \xi).
\]
It turns out that it is often useful to express \((\eta, x)\) in terms of \((y, \xi)\). Unfortunately, in general, this is possible only if we replace \((y, \eta)\) with \( \phi(s, 0)(y, \eta) \).
for $s$ big enough. In this section we look more closely at $\phi(s, 0) \circ F^+$ with such boundary condition.

First assume (1.5.1). Let $T$ be given by Theorem 1.5.1. For any $x, \xi \in X \times X'$ and $s \geq T$, we define
\[ \zeta^+(s, x, \xi) := \bar{\eta}(s, s, \infty, x, \xi). \]

Next we assume the fast-decaying condition (1.4.1) and (1.4.5). We set
\[ z_{fd}^+(s, x, \xi) := x_{fd}^+(\phi(0, s)(x, \zeta^+(s, x, \xi))). \]

We clearly have
\[ \phi(s, 0) \circ F^+_{fd}(z_{fd}^+, \xi) = (x, \zeta^+). \]
where we write $(z_{fd}^+, \zeta^+)$ instead of $(z_{fd}^+(s, x, \xi), \zeta^+(s, x, \xi))$.

**Proposition 1.7.1**
The following identities are true:
\[
z_{fd}^+(s, x, \xi) = \lim_{t \to \infty} (\bar{\eta}(t, s, \infty, x, \xi) - t\xi) \\
= \lim_{t \to \infty} (\bar{\eta}(t, s, t, x, \xi) - t\xi),
\]
\[
z_{fd}^+(s, x, \xi) - x + s\xi = \int_s^\infty (\bar{\eta}(t, s, \infty, x, \xi) - \xi)dt. \tag{1.7.1}
\]

Assume now the slow-decaying assumption (1.5.1). We set
\[ z_{sd}^+(s, x, \xi) := x_{sd}^+(\phi(0, s)(x, \zeta^+(s, x, \xi))). \]

We clearly have
\[ \phi(s, 0) \circ F^+_{sd}(z_{sd}^+, \xi) = (x, \zeta^+). \]
where we write $(z_{sd}^+, \zeta^+)$ instead of $(z_{sd}^+(s, x, \xi), \zeta^+(s, x, \xi))$.

**Proposition 1.7.2**
The following identities are true:
\[
z_{sd}^+(s, x, \xi) = \lim_{t \to \infty} (\bar{\eta}(t, s, \infty, x, \xi) - Y(t, \xi)) \\
= \lim_{t \to \infty} (\bar{\eta}(t, s, t, x, \xi) - \bar{Y}(t, \xi)),
\]
\[
z_{sd}^+(s, x, \xi) - x + Y(s, \xi) = \int_s^\infty (\bar{\eta}(t, s, \infty, x, \xi) - \bar{\eta}(t, s, \infty, Y(s, \xi), \xi))dt.
\]
Moreover, uniformly for $x, \xi \in X \times X'$ and $T \leq s$, we have the following estimates.
\( z_{zd}^+(s, x, \xi) - x + Y(s, \xi) \in o(s^0)|x - Y(s, \xi)|, \)
\[
\partial^\beta_x(z_{zd}^+(s, x, \xi)) - x + Y(s, \xi)) \in o(s^0)(|x - Y(s, \xi)| + \langle s \rangle), \quad |\beta| \leq 1,
\]
\[
\partial^\alpha_x(z_{zd}^+(s, x, \xi)) - x + Y(s, \xi)) \in o(s^0), \quad |\alpha| = 1,
\]
\[
\partial^\alpha_x(\zeta^+(s, x, \xi) - \xi) \in o(s^{-|\alpha|}), \quad |\alpha| + |\beta| \leq 1,
\]
\[
\partial^\alpha_x(\zeta^+(s, x, \xi) - \xi) \in L^1(ds), \quad |\alpha| = 1.
\]

**Proof.** The first identity follows immediately from the Definition 1.5.4. Let us show the second identity.

Set
\[
z_{zd}(t) := \tilde{y}(t, s, t, x, \xi) - \tilde{Y}(t, \xi), \quad \zeta(t) := \tilde{\eta}(s, s, t, x, \xi).
\]

Then
\[
\phi_{zd}^{-1}(t) \phi(t, s)(x, \zeta(t)) = (z_{zd}(t), \xi).
\]

Clearly,
\[
\lim_{t \to \infty} \zeta_{zd}(t) = \zeta_{zd}^+.
\]

Moreover, \( \phi_{zd}^{-1}(t) \phi(t, s) \) converges uniformly on compact sets to \((\mathcal{F}_{zd})^{-1}\phi(0, s)\). Hence
\[
\lim_{t \to \infty} z_{zd}(t) = z_{zd}^+.
\]

The three last estimates of (1.7.2) follow immediately from Theorem 1.5.1.

The first two estimates follow from the identity
\[
\begin{aligned}
z_{zd}^+(s, x_0, \xi) - x_0 + Y(s, \xi) \\
= (x_0 - Y(s, \xi)) \int_s^\infty \int_0^\tau \nabla_x \tilde{\eta}(t, s, \infty, \tau x_0 + (1 - \tau)Y(s, \xi), \xi) \, dt \, d\tau.
\end{aligned}
\]

\( \square \)

### 1.8 Conservative Forces

In addition to the hypotheses (1.5.1), let us assume that the force is conservative, that is, there exist a real potential \( V(t, x) \) such that
\[
F(t, x) = -\nabla_x V(t, x).
\]

Under this assumption, Theorem 1.5.1 can be used to solve the Hamilton-Jacobi equation. We refer to Appendix A.3 for some general facts about the Hamilton-Jacobi equation.

With the notation of Theorem 1.5.1, for \( T \leq t_1 \leq t_2 < \infty \), we put
\[
S(t_1, t_2, x, \xi) := \langle \xi, \tilde{y}(t_2, t_1, t_2, x, \xi) \rangle \\
- \int_{t_1}^{t_2} \left( \frac{1}{2} \tilde{\eta}^2(s, t_1, t_2, x, \xi) - V(s, \tilde{y}(s, t_1, t_2, x, \xi)) \right) \, ds.
\]
By Appendix A.3, we know that \( S(t_1, t_2, x, \xi) \) satisfies two Hamilton-Jacobi equations. Let us describe the properties of this function in the following proposition.

**Proposition 1.8.1**

(i) The function \( S(t_1, t_2, x, \xi) \) is the only \( C^{1,1}(\mathbb{R}_t^2) \) solution of the problem

\[
\begin{align*}
\partial_{t_2} S(t_1, t_2, x, \xi) &= \frac{1}{2} \xi^2 + V(t_2, \nabla_{\xi} S(t_1, t_2, x, \xi)), \\
S(t_1, t_2, x, \xi) &= \langle x, \xi \rangle.
\end{align*}
\]

(ii) The function \( S(t_1, t_2, x, \xi) \) is the only \( C^{1,1}(\mathbb{R}_t^2) \) solution of the problem

\[
\begin{align*}
-\partial_{t_1} S(t_1, t_2, x, \xi) &= \frac{1}{2} (\nabla_x S(t_1, t_2, x, \xi))^2 + V(t_1, x), \\
S(t_1, t_2, x, \xi) &= \langle x, \xi \rangle.
\end{align*}
\]

(iii) \( \nabla_x S(t_1, t_2, x, \xi) = \tilde{b}(t_1, t_1, t_2, x, \xi) \); \( \nabla_{\xi} S(t_1, t_2, x, \xi) = \tilde{y}(t_2, t_1, t_2, x, \xi) \); 
(iv) The following estimates are true, uniformly for \( T \leq t_1 \leq t_2 \), \( (x, \xi) \in X \times X' \):

\[
\begin{align*}
\partial^\beta_t \left( S(t_1, t_2, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} (t_2 - t_1) \xi^2 \right) &\in |t_2 - t_1| \rho(t_2), \quad |\beta| = 1, 2; \\
\partial^\alpha_x \partial^\beta_t \left( S(t_1, t_2, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} (t_2 - t_1) \xi^2 \right) &\in o(t_1^{-|\alpha|}), \quad |\alpha| \geq 1, \quad |\alpha| + |\beta| \leq 2; \\
\partial^\alpha_{\xi} (S(t_1, t_2, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} (t_2 - t_1) \xi^2) &\in L^1(dt_1), \quad |\alpha| = 2.
\end{align*}
\]

**Proof.** (i) - (iii) follow immediately from Appendix A.3. The estimates (iv) follow immediately from the equations (iii) and Theorem 1.5.1. \( \square \)

The Hamilton-Jacobi equation containing \( x \)-derivatives is sometimes called the eikonal equation. Below we construct certain solutions of the eikonal equation. We start with the fast-decaying case.

**Proposition 1.8.2**

Assume (1.4.1) and (1.4.5) and that the force is conservative. Then the wave transformation \( \mathcal{F}_{\xi}^+ \) is symplectic. Moreover, the following limit exists:

\[
\lim_{t \to \infty} \left( S(s, t, x, \xi) - \frac{1}{2} t \xi^2 \right) = \Phi^+_\xi(s, x, \xi).
\]

It satisfies the eikonal equation

\[
-\partial_s \Phi^+_\xi(s, x, \xi) = \frac{1}{2} (\nabla_x \Phi^+_\xi(s, x, \xi))^2 + V(s, x).
\]

It is a generating function of \( \phi(s, 0) \circ \mathcal{F}_\xi^+ \), that is,

\[
\nabla_x \Phi^+_\xi(s, x, \xi) = \zeta^+(s, x, \xi), \quad \nabla_{\xi} \Phi^+_\xi(s, x, \xi) = z^+_\xi(s, x, \xi).
\]
Next let us return to the assumption (1.5.1). Recall that, in order to define the family of trajectories $Y(t, \xi)$, we fixed a time $T$. With the same $T$, let us set

$$S(t, \xi) := S(T, t, 0, \xi). \quad (1.8.1)$$

The function $[T, \infty] \times X' \ni (t, \xi) \mapsto S(t, \xi)$ is the unique solution of the Hamilton-Jacobi equation with the zero initial condition at time $T$:

$$\begin{cases}
\partial_t S(t, \xi) = \frac{1}{2} \xi^2 + V(t, \nabla_\xi S(t, \xi)), \\
S(T, \xi) = 0.
\end{cases}$$

Moreover, by (1.6.1),

$$\nabla_\xi S(t, \xi) = \tilde{Y}(t, \xi),$$

and the modified free flow can be written as

$$\phi_{sd}(t)(x, \xi) = (x + \nabla_\xi S(t, \xi), \xi). \quad (1.8.2)$$

We can also construct a solution of the eikonal equation in the slow-decaying case, as described in the following proposition. Consequently, the following fact is true:

**Proposition 1.8.3**

Assume (1.5.1) and that the force is conservative. Then the modified wave transformation is symplectic. Moreover, the following limit exists:

$$\lim_{t \to \infty} (S(s, t, x, \xi) - S(t, \xi)) = \Phi_{sd}(s, x, \xi).$$

It satisfies the eikonal equation

$$-\partial_\xi \Phi_{sd}^+(s, x, \xi) = \frac{1}{2}(\nabla_\xi \Phi_{sd}(s, x, \xi))^2 + V(s, x).$$

It is a generating function of $\phi(s, 0) \circ \mathcal{F}_{sd}^+$, that is,

$$\nabla_\xi \Phi_{sd}(s, x, \xi) = \zeta(s, x, \xi), \quad \nabla_\xi \Phi_{sd}(s, x, \xi) = \zeta_{sd}(s, x, \xi).$$

Uniformly for $T \leq s$, $(x, \xi) \in X \times X'$, we have

$$\partial_\xi^\beta (\Phi_{sd}^+(s, x, \xi) - \langle x, \xi \rangle + S(s, \xi)) \in o(s^0)(|x - Y(s, x)| + \langle x \rangle), \quad 1 \leq |\beta| \leq 2,$nabla_\xi \partial_\xi^\beta (\Phi_{sd}^+(s, x, \xi) - \langle x, \xi \rangle + S(s, \xi)) \in o(s^{1-|\alpha|}), \quad |\alpha| \geq 1, \quad |\alpha| + |\beta| \leq 2,$nabla_\xi^\alpha (\Phi_{sd}^+(s, x, \xi) - \langle x, \xi \rangle + S(s, \xi)) \in L^1(ds), \quad |\alpha| = 2.$

**Proof.** (1.8.2) means that the flow $\phi_{sd}(t)$ is symplectic and generated by the function $S(t, \xi) + \langle x, \xi \rangle$. This implies that $\mathcal{F}_{sd}^+$ is symplectic.
Next let us compute:
\[
\lim_{t \to \infty} (S(s, t, x, \xi) - S(t, \xi)) \\
= \lim_{t \to \infty} (S(s, t, x, \xi) - S(s, t, 0, \xi)) + \lim_{t \to \infty} (S(s, t, 0, \xi) - S(T, t, 0, \xi)) \\
= x \int_0^1 \tilde{\eta}(s, s, \infty, \tau x, \xi) d\tau - f^{+}_{\eta} \left( \frac{1}{2} \tilde{\eta}^2(u, u, \infty, 0, \xi) + V(u, 0) \right) du.
\]

Thus, \( \Phi^+_{\text{sd}}(s, x, \xi) \) is well defined. \( \square \)

### 1.9 Gauge Invariance of Wave Transformations

Throughout this section we assume the conditions of Theorem 1.5.1. Note that, in this section, it will be convenient to denote \( \mathcal{F}_{\text{sd}}, x^+_\text{sd}, \Phi^+_{\text{sd}} \) by \( \mathcal{F}^+, x^+, \Phi^+ \).

We have seen in the preceding sections that, in slow-decaying scattering theory, one has to make some arbitrary choices. For example, the definition of the reference trajectories \( Y(t, \xi) \) was just a convention. In this section we examine how the different objects we introduced are modified when we make a different choice of reference trajectories.

Let us first examine what happens when we change the family of reference trajectories in Theorem 1.5.3. Instead of considering \( (Y(t, \xi), E(t, \xi)) \), let us fix a rather arbitrary family of trajectories \( (Y_1(t, \xi), E_1(t, \xi)) \) that satisfy

\[
\lim_{t \to \infty} E_1(t, \xi) = \xi.
\]

By replacing \( Y(t, \xi) \) with \( Y_1(t, \xi) \) in Theorem 1.5.3, one can define another asymptotic position \( x^+_1 \) and another modified wave transformation \( \mathcal{F}^+_1 \) by

\[
\lim_{t \to \infty} (x(t, y, \eta) - Y_1(t, \xi^+(y, \eta))) =: x^+_1(y, \eta), \\
(\mathcal{F}^+_1)^{-1}(y, \eta) = (x^+_1(y, \eta), \xi^+(y, \eta)).
\]  

(1.9.1)

One has

\[
(\mathcal{F}^+)^{-1}(y, \eta) - (\mathcal{F}^+_1)^{-1}(y, \eta) = (f^+(\xi^+(y, \eta)), 0),
\]

where \( f^+ \) is an arbitrary function. The function \( f^+(\cdot) \) can be computed from the formula

\[
f^+(\xi) = \lim_{t \to \infty} (Y(t, \xi) - Y_1(t, \xi)).
\]  

(1.9.2)

(1.9.3)

(The above limit exists in the sense of the uniform convergence on compact sets and \( f^+ \) is continuous if \( Y_1(\cdot, \xi) \) depends continuously on \( \xi \).

Note that if the force \( F(t, x) \) is conservative, then it is natural to require that a modified wave transformation be symplectic. This is not always the case for the above defined \( \mathcal{F}^+_1 \). Therefore, in the conservative case, one prefers a more restrictive class of definitions of modified wave transformations.)
One might ask what are the natural quantities in the slow-decaying theory (since $\mathcal{F}_{ad}^+$ is not naturally defined). It is easier to describe them using inverse modified wave transformations. The basic natural objects are the asymptotic momentum

$$\xi^+(y, \eta)$$

and the derivative of an asymptotic position along level sets of the asymptotic momentum:

$$\nabla x^+(y, \eta) \bigg|_{\text{Ker}\nabla \xi^+(y, \eta)}.$$ 

It is easy to see from (1.9.2) that these quantities do not depend on the choice of a modified wave transformation and are uniquely determined by the system itself.

The derivative of a modified wave transformation with respect to $x$ of order $|\alpha| \geq 1$ can be interpreted in an invariant way as a function on the affine space $X$: namely, if $\mathcal{F}^+$ and $\mathcal{F}_1^+$ are related by (1.9.2) then, for any $|\alpha| \geq 1,$

$$\partial^\alpha_x \mathcal{F}^+(x, \xi) = \partial^\alpha_x \mathcal{F}_1^+(x - f^+(\xi), \xi).$$

Note also that if we are given a wave transformation $\mathcal{F}_1^+$, then we can retrieve the family of trajectories $Y_1(\cdot, \xi)$ by the formula

$$Y_1(t, \xi) = x(t, \mathcal{F}_1^+(0, \xi)).$$

Sections 1.5 and 1.6 present two different, although equivalent definitions of modified wave transformations. The definition from Sect. 1.5 is based on a comparison of the flow with a family of reference trajectories. The identity (1.6.16) from Sect. 1.6 can be viewed as an alternative definition of $\mathcal{F}^+$, which is based on a comparison of the flow with a modified free dynamics. Let us note that the second definition, especially its quantum-mechanical analog, is probably more common in the literature.

We have seen in Sect. 1.6 that we can associate to the family of reference trajectories $Y(t, \xi)$ a modifier $\tilde{Y}(t, \xi)$, which can be used in an alternative definition of the wave transformation $\mathcal{F}^+$. This modifier satisfies the equation

$$Y(t, \xi) = \tilde{Y}(t, E(t, \xi)).$$

Let us assume that we have fixed a different family of reference trajectories $(Y_1(t, \xi), E_1(t, \xi))$ leading to a different modified wave transformation $\mathcal{F}_1^+$. One might ask if there exists a modifier $\tilde{Y}_1(t, \xi)$ satisfying

$$Y_1(t, \xi) = \tilde{Y}_1(t, E_1(t, \xi)),$$

such that the modified free flow defined with $\tilde{Y}_1(t, \xi)$ can be used to construct the wave transformation $\mathcal{F}_1^+$ as in Theorem 1.6.4.

In general, the answer is negative. The second definition of $\mathcal{F}_1^+$ is possible only if we assume that the reference trajectories satisfy certain regularity properties.
A natural class of reference trajectories, for which the two approaches are equivalent, is described in the following definition.

**Definition 1.9.1**
Let \((Y_1(t, \xi), E_1(t, \xi))\) be a family of trajectories satisfying
\[
\lim_{t \to \infty} E_1(t, \xi) = \xi. \tag{1.9.5}
\]
We say that it is a regular family of reference trajectories if, uniformly in \(\xi\), we have
\[
\partial_\xi^\beta (Y_1(t, \xi) - t\xi) \in o(t), \quad |\beta| = 1,
\]
\[
\partial_\xi^\beta (E_1(t, \xi) - \xi) \in o(t^0), \quad |\beta| = 1. \tag{1.9.6}
\]

(1.9.6) is equivalent to a much simpler condition.

**Lemma 1.9.2**
A family of reference trajectories satisfying (1.9.5) is regular if and only if there exists \(T_1 > T\) and \(C\) such that
\[
|\partial_\xi^\beta Y_1(T_1, \xi)| \leq C, \quad |\beta| = 1. \tag{1.9.7}
\]

**Proof.** The conditions (1.9.6) follow from the identities
\[
Y_1(t, \xi) = \tilde{y}(t, T_1, \infty, Y_1(T_1, \xi), \xi),
\]
\[
E_1(t, \xi) = \tilde{\eta}(t, T_1, \infty, Y_1(T_1, \xi), \xi),
\]
(1.9.7) and Theorem 1.5.1.

**Theorem 1.9.3**
Suppose that \((Y_1(t, \xi), E_1(t, \xi))\) is a regular family of trajectories. Then for \(t\) large enough, there exists a unique solution \(\tilde{Y}_1(t, \xi)\) of the equation (1.9.4). It has the following properties:
\[
\partial_t \tilde{Y}_1(t, \xi) = \xi - \nabla_\xi \tilde{Y}_1(t, \xi) F(t, \tilde{Y}_1(t, \xi)), \tag{1.9.8}
\]
\[
\partial_\xi^\beta (\tilde{Y}_1(t, \xi) - t\xi) \in o(t), \quad |\beta| = 1. \tag{1.9.9}
\]

The theorem follows from the following lemma.

**Lemma 1.9.4**
The map
\[
X' \ni \xi \mapsto E_1(t, \xi) \in X'
\]
(1.9.10)
is invertible for $t$ large enough, and the inverse mapping

$$X' \ni \eta \mapsto \Xi^+_1(t, \eta) \in X'$$

satisfies for large $t$

$$\partial^\beta_\eta(\Xi^+_1(t, \eta) - \eta) \in o(t^0), \quad |\beta| = 0, 1.$$  \hfill (1.9.11)

**Proof.** We know that, for $T > T_1$,

$$|\nabla_\xi(E_1(t, \xi) - \xi)| \leq \frac{1}{2}. \quad \hfill (1.9.12)$$

This proves the global invertibility of the map (1.9.10) for $t \geq T_1$. The estimates (1.9.11) follow from (1.9.12) and (1.5.5). \hfill \Box

**Proof of Theorem 1.9.3.** We set

$$\bar{Y}_1(t, \eta) := Y_1(t, \Xi^+_1(t, \eta)).$$

Following the proof of (1.6.2) we can check the following identity

$$x(t, s, \bar{Y}_1(s, \xi), \xi) = \bar{Y}_1(t, \xi(t, s, \bar{Y}_1(s, \xi), \xi)).$$

Differentiating this identity with respect to $t$ and plugging in $s = t$, we obtain (1.9.8). Using the estimates (1.5.3), (1.5.4) of Theorem 1.5.1, we obtain the estimate (1.9.9). \hfill \Box

**Definition 1.9.5**

A function $[T_1, \infty[ \times X' \ni (t, \xi) \mapsto X$ is called a regular modifier if it satisfies

$$\partial_t \bar{Y}_1(t, \xi) = \xi - \nabla_\xi \bar{Y}_1(t, \xi) F(t, \bar{Y}_1(t, \xi)),$$

$$\partial^\beta_\xi \bar{Y}_1(t, \xi) \in O(t), \quad |\beta| = 1.$$ \hfill (1.9.13)

The modified free dynamics associated with $\bar{Y}_1$ is defined as

$$\phi_1(t)(x, \xi) := (x + \bar{Y}_1(t, \xi), \xi).$$ \hfill (1.9.14)

**Theorem 1.9.6**

Suppose that $\bar{Y}_1(t, \xi)$ is a regular modifier. Then there exists a unique regular family of reference trajectories $(Y_1(t, \xi), E_1(t, \xi))$ such that

$$Y_1(t, \xi) = \bar{Y}_1(t, E_1(t, \xi)), \quad \lim_{t \to \infty} E_1(t, \xi) = \xi.$$  

Moreover, the following limits exist uniformly on compact sets:
1. Classical Time-Decaying Forces

\[
\lim_{t \to \infty} \phi(0,t) \phi(t) = \mathcal{F}_1^+, \\
\lim_{t \to \infty} \phi^{-1}(t) \phi(t, 0) = (\mathcal{F}_1^+)^{-1}, \\
\lim_{t \to \infty} \left( \tilde{Y}_1(t, \xi) - \tilde{Y}(t, \xi) \right) = f^+(\xi),
\]

where \( \mathcal{F}_1^+, f^+ \) where defined at the beginning of this section.

The proof of the above theorem is divided into a series of steps.

**Lemma 1.9.7**

There exists

\[
\bar{x}_1^+(y, \eta) := \lim_{t \to \infty} \left( x(t, y, \eta) - \tilde{Y}_1(t, \xi(t, y, \eta)) \right).
\]

Consequently, there exists

\[
(\mathcal{F}_1^+)\quad^{-1} := \lim_{t \to \infty} \phi^{-1}(t) \phi(t, 0) = (\bar{x}_1^+, \xi^+).
\]

(We will see later on that \( \bar{x}_1^+ = x_1^+ \) and \( \mathcal{F}_1^+ = \mathcal{F}_1^+ \)).

**Proof.** We have, using (1.9.13),

\[
\frac{d}{dt} (x(t, y, \eta) - \tilde{Y}_1(t, \xi(t, y, \eta))) \\
= \nabla_{\xi} \tilde{Y}_1(t, \xi)(F(t, \tilde{Y}_1(t, \xi)) - F(t, x(t, y, \eta))).
\]

Consequently, if we set

\[
k(t) := |x(t, y, \eta) - \tilde{Y}_1(t, \xi(t, y, \eta))|,
\]

then \( k(t) \) satisfies

\[
\left| \frac{d}{dt} k(t) \right| \leq f(t)k(t), \quad \text{for some} \quad f \in L^1(dt).
\]

By the Gronwall inequality, \( f(t) \) is bounded. Applying again (1.9.15) we see that the limit of \( x(t, y, \eta) - \tilde{Y}_1(t, \xi(t, y, \eta)) \) exists. \( \square \)

**Lemma 1.9.8**

There exists the limit

\[
\lim_{t \to \infty} \left( \tilde{Y}_1(t, \xi(t, y, \eta)) - \tilde{Y}(t, \xi(t, y, \eta)) \right)
\]

(1.9.16)

For any \( \xi \in X' \), the limit (1.9.16) does not depend on \( (y, \eta) \) as long as \( \xi = \xi^+(y, \eta) \).
1.9 Gauge Invariance of Wave Transformations

Proof. The existence of the limit (1.9.16) follows immediately from Lemma 1.9.7.

If \( \xi^+(y_1, \eta_1) = \xi^+(y_2, \eta_2) \), then by (1.5.19)

\[
\xi(t, y_1, \eta_1) - \xi(t, y_2, \eta_2) \in o(t^{-1}).
\]

Hence

\[
\tilde{Y}_1(t, \xi(t, y_1, \eta_1)) - \tilde{Y}_1(t, \xi(t, y_2, \eta_2)) \in o(t^0),
\]

\[
\tilde{Y}(t, \xi(t, y_1, \eta_1)) - \tilde{Y}(t, \xi(t, y_2, \eta_2)) \in o(t^0).
\]

Therefore, the limit (1.9.16) is the same for \( (y_1, \eta_1) \) and \( (y_2, \eta_2) \).

Set \( \tilde{f}^+(\xi) \) to be the limit (1.9.16). Define

\[
\phi_{\tilde{f}^+}(x, \xi) = (x + \tilde{f}^+(\xi), \xi).
\]

Lemma 1.9.9

We have

\[
\tilde{x}_1^+(y, \eta) = x^+(y, \eta) + \tilde{f}^+(\xi^+(y, \eta))
\]

and, consequently,

\[
(\tilde{\mathcal{F}}_1^+)^{-1} = \phi_{\tilde{f}^+}^{-1} \circ (\mathcal{F}^+)^{-1}.
\]

Proof. Using (1.6.4), we obtain

\[
\tilde{x}_1^+(y, \eta) = \lim_{t \to \infty} (x(t, y, \eta) - \tilde{Y}(t, \xi(t, y, \eta)))
\]

\[
+ \lim_{t \to \infty} (\tilde{Y}(t, \xi(t, y, \eta)) - \tilde{Y}_1(t, \xi(t, y, \eta))) = x^+(y, \eta) - \tilde{f}^+(y, \eta).
\]

\[\square\]

Lemma 1.9.10

We have

\[
\tilde{f}^+(\xi) = \lim_{t \to \infty} (\tilde{Y}_1(t, \xi) - \tilde{Y}(t, \xi)).
\]

Proof. We will write \( \phi(t) \) instead of \( \phi_{\tilde{a}_d}(t) \). Note that

\[
\phi_1^{-1}(t)(\phi(t)(x, \xi)) = (x + \tilde{Y}(t, \xi) - \tilde{Y}_1(t, \xi), \xi).
\]

Using (1.9.17), we obtain

\[
\phi_{\tilde{f}^+}^{-1}(x, \xi) = (\hat{\mathcal{F}}_1^+)^{-1} \circ \mathcal{F}^+(x, \xi) = \lim_{t \to \infty} \phi_1^{-1}(t) \circ \phi(t)(x, \xi)
\]

\[
= \lim_{t \to \infty} (x + \tilde{Y}(t, \xi) - \tilde{Y}_1(t, \xi), \xi).
\]

\[\square\]

We define
\[(Y_1(t, \xi), E_1(t, \xi)) := \phi(t, 0) \circ \mathcal{F}_1^+(0, \xi). \quad (1.9.18)\]

**Lemma 1.9.11**

(1.9.18) is the unique trajectory satisfying (1.9.4).

**Proof.** Recall from the proof of Lemma 1.9.7 that if we set

\[k(t) := |x(t, y, \eta) - \tilde{Y}_1(t, \xi(t, y, \eta))|,\]

then \(k(t)\) satisfies

\[\left| \frac{d}{dt} k(t) \right| \leq f(t) k(t), \quad f \in L^1(dt). \quad (1.9.19)\]

If \(\tilde{x}_1^+(y, \eta) = 0\), then it means that

\[\lim_{t \to \infty} k(t) = 0.\]

By the Gronwall inequality (Proposition A.1.1 applied backward in time), this implies \(k(t) = 0\) for all \(t \geq T_1\). This means that \((Y_1(t, \xi), E_1(t, \xi))\) satisfies (1.9.4).

To prove the uniqueness, let \((x(t, y, \eta), \xi(t, y, \eta))\) be a trajectory and assume that, for some \(t_0 \geq T_1, x_0 = x(t_0, y, \eta)\) and \(\xi_0 = \xi(t_0, y, \eta)\), we have

\[x_0 = \tilde{Y}_1(t_0, \xi_0).\]

Hence \(k(t_0) = 0\). By (1.9.19) and the Gronwall inequality, we obtain that \(k(t) = 0\) for all \(t\). Hence \(\tilde{x}_1^+(y, \eta) = 0\), therefore the trajectory \((x(t, y, \eta), \xi(t, y, \eta))\) equals \(\phi(t, 0) \circ \mathcal{F}_1^+(0, \xi)\) for \(\xi = \xi^+(y, \eta)\). \(\square\)

This ends the proof of Theorem 1.9.6 except for the regularity properties of \((Y_1(t, \xi), E_1(t, \xi))\). They will follow from the estimates (1.9.20) proven in the following proposition.

**Proposition 1.9.12**

(i) Assume that

\[\partial_\xi^\beta Y_1(t, \xi) \in O(t), \quad |\beta| = 1.\]

(For the moment, we do not assume that the differential equation (1.9.21) is satisfied.) Then there exists \(T_1\) such that, for every \(T_1 \leq t_1 \leq t_2 \leq \infty\), there exists a trajectory

\[s \mapsto (Y_1(s, t_1, t_2, \xi), E_1(s, t_1, t_2, \xi))\]

such that

\[
\begin{align*}
Y_1(t_1, t_1, t_2, \xi) &= \tilde{Y}_1(t_1, E_1(t_1, t_1, t_2, \xi)), \\
E_1(t_2, t_1, t_2, \xi) &= \xi.
\end{align*}
\]

It satisfies, uniformly for \(T_1 \leq t_1 \leq s \leq t_2\), the estimates

\[\partial_\xi^\beta (Y_1(s, t_1, t_2, \xi) - (s - t_1) \xi - \tilde{Y}_1(t_1, \xi)) \in o(s), \quad |\beta| \leq 1. \quad (1.9.20)\]
(ii) Assume, additionally,

\[ \partial_t \tilde{Y}_1(t, \xi) = \xi - \nabla_\xi \tilde{Y}_1(t, \xi) F(t, \tilde{Y}_1(t, \xi)). \]  

(1.9.21)

Let \( Y_1(t, \xi) \) be the family of trajectories constructed in Theorem 1.9.6. Then for any \( s \),

\[ \tilde{Y}_1(t, \xi) = Y_1(t, s, t, \xi), \]
\[ Y_1(t, \xi) = Y_1(t, s, \infty, \xi). \]

**Proof.** Using the notation of Theorem 1.5.1, we can write

\[
(Y_1(s, t_1, t_2, \xi), E_1(s, t_1, t_2, \xi)) = (\tilde{y}(s, t_1, t_2, x, \xi), \tilde{\eta}(s, t_1, t_2, x, \xi)),
\]

where \( x \) is a function of \( t_1, t_2, \xi \), which satisfies

\[
x = \tilde{Y}_1(t_1, \tilde{\eta}(t_1, t_1, t_2, x, \xi)). \tag{1.9.22}
\]

The equation (1.9.22) can be written as

\[ x = \mathcal{P}(x), \]

where \( \mathcal{P} \) is a map on \( X \) that depends on the parameters \( t_1, t_2 \) and \( \xi \).

Let us show that, for big enough \( t_1 \), the map \( \mathcal{P} \) is a contraction. In fact,

\[ \nabla_x \mathcal{P}(x) = \nabla_\eta \tilde{Y}_1(t, \tilde{\eta}(t_1, t_1, t_2, x, \xi)) \nabla_x \tilde{\eta}(t_1, t_1, t_2, x, \xi). \]

By (1.5.5) and (1.9.13), this is \( O(t_1) o(t_1^{-1}) = o(t_1^0) \). Hence, for big enough \( T_1 \) and \( T_1 \leq t_1 \),

\[ \| \nabla_x \mathcal{P}(x) \| \leq \frac{1}{2}, \]

which implies that the map \( \mathcal{P} \) is a contraction and the equation (1.9.22) has a unique solution. This ends the proof of the existence of the family of trajectories \( (Y_1(s, t_1, t_2, \xi), E_1(s, t_1, t_2, \xi)) \).

We note that

\[ \nabla_\xi \mathcal{P}(x) = \nabla_\eta \tilde{Y}_1(t_1, \tilde{\eta}(t_1, t_1, t_2, x, \xi)) \nabla_\xi \tilde{\eta}(t_1, t_1, t_2, x, \xi) \]
\[ \in O(t_1) o(t_1^0) = o(t_1). \]

Therefore, from

\[ \nabla_\xi x = (1 - \nabla_x \mathcal{P}(x))^{-1} \nabla_\xi \mathcal{P}(x) \]

we conclude that

\[ \nabla_\xi x \in o(t_1). \tag{1.9.23} \]

Now let us prove the estimates (1.9.20). We write
1. Classical Time-Decaying Forces

\[
Y_1(s, t_1, t_2, \xi) - (s - t_1)\xi - \tilde{Y}_1(t_1, \xi) \\
= \tilde{y}(s, t_1, t_2, x, \xi) - (s - t_1)\xi - x \\
+ \tilde{Y}_1(t_1, \tilde{y}(t_1, t_1, t_2, x, \xi)) - \tilde{Y}_1(t_1, \xi) = I_1(s) + I_2(s),
\]

(1.9.24)

where \( x \) is the solution of (1.9.22). Now if we use (1.5.3), (1.5.4) and (1.9.23), then we see that

\[
\partial_\xi^\beta I_1(s) \in o(s), \quad |\beta| = 0, 1.
\]

If we use (1.9.13) (1.5.5) and (1.9.22), then we get

\[
\partial_\xi^\beta I_2(s) \in o(t_1), \quad |\beta| = 0, 1.
\]

This implies the estimates (1.9.20) and ends the proof of (i).

Let us show (ii). We have

\[
Y_1(t, t, \infty, \xi) = \tilde{Y}_1(t, E_1(t, t, \infty, \xi)), \quad E_1(\infty, t, \infty, \xi) = \xi.
\]

Hence, by the uniqueness part of Theorem 1.9.6, we have

\[
(Y_i(t, \xi), E_i(t, \xi)) = (Y_i(t, \infty, \xi), E_i(t, \infty, \xi)).
\]

Therefore, for any \( s \),

\[
(Y_i(s, \xi), E_i(s, \xi)) = (Y_i(s, t, \infty, \xi), E_i(s, t, \infty, \xi)).
\]

(1.9.25)

Next we note the following obvious identity valid for any \( t, s \):

\[
Y_1(t, s, \infty, \xi) = Y_1(t, s, t, E_1(t, s, \infty, \xi)).
\]

Using (1.9.25), we obtain

\[
Y_1(t, \xi) = Y_1(t, s, t, E_1(t, \xi)).
\]

But we know that

\[
Y_1(t, \xi) = \tilde{Y}_1(t, E_1(t, \xi)).
\]

and, for sufficiently big \( t \), the map \( \xi \mapsto E_1(t, \xi) \) is bijective. This shows that, for any \( \eta \),

\[
Y_1(t, s, t, \eta) = \tilde{Y}_1(t, \eta).
\]

\[ \square \]

Let us now describe a version of Proposition 1.9.12 valid for conservative potentials.

Proposition 1.9.13

(i) Assume that \( F(t, x) \) is conservative. Assume that a function \( S_1(t, \xi) \) satisfies

\[
\partial_\xi^\beta S_1(t, \xi) \in O(t), \quad |\beta| = 2.
\]
Then, for big enough $T_1$ and $T_1 \leq t_1 \leq t_2$, there exists a unique $C^{1,1}(\mathcal{X})$ function $S_1(t_1, t_2, \xi)$ such that

$$\begin{cases}
\partial_t S_1(t_1, t_2, \xi) = \frac{i}{2}\xi^2 + V(t_2, \nabla_\xi S_1(t_1, t_2, \xi)), \\
S_1(t_1, t_1, \xi) = S_1(t_1, \xi).
\end{cases}$$

It satisfies, uniformly for $T_1 \leq t_1 \leq t_2$,

$$\partial^\beta_\xi \left( S_1(t_1, t_2, \xi) - \frac{1}{2}(t_2 - t_1)\xi^2 - S_1(t_1, \xi) \right) \in o(t_2), \quad |\beta| = 1, 2.$$ (ii) Assume, in addition, that

$$\partial_t S_1(t, \xi) = \frac{1}{2}\xi^2 + V(t, \nabla_\xi S_1(t, \xi)).$$

Then for any $t, t_1$, we have

$$S_1(t, \xi) = S_1(t_1, t, \xi).$$

(iii) There exists the limit

$$\lim_{t \to \infty} (S_1(t, \xi) - S(t, \xi)) =: \sigma^+(\xi). \quad (1.9.26)$$

Moreover,

$$\nabla_\xi \sigma^+(\xi) = f^+(\xi).$$

Proof. (i) and (ii) follow from Proposition 1.9.12 and the standard theory presented in Appendix A.3 if we set

$$S_1(t_1, t_2, \xi) := S_1(t_1, E_1(t_1)) + \int_{t_1}^{t_2} \left( \frac{1}{2}E_1^2(s) + V(s, Y_1(s)) - \langle Y_1(s), \nabla_x V(s, Y_1(s)) \rangle \right) ds,$$

where $(Y_1(s), E_1(s)) = (Y_1(s, t_1, t_2, \xi, x), E_1(s, t_1, t_2, x, \xi))$.

To prove (iii), we note that by the Hamilton-Jacobi equation

$$\partial_t (S(t, \xi) - S_1(t, \xi)) = V(t, \nabla_\xi S(t, \xi)) - V(t, \nabla_\xi S_1(t, \xi)). \quad (1.9.27)$$

But, by Theorem 1.9.6,

$$\nabla_\xi S(t, \xi) - \nabla_\xi S_1(t, \xi) = \tilde{Y}(t, \xi) - \tilde{Y}_1(t, \xi)$$

is bounded. Therefore the right-hand side of (1.9.27) is integrable. This implies the existence of the limit (1.9.26). \qed

Note that under the assumptions of Proposition 1.9.13, the modified free flow $\phi_1(t)$ is symplectic and $S_1(t, \xi) + \langle x, \xi \rangle$ is its generating function. Hence the
modified wave transformation $\mathcal{F}^+_1$ is also symplectic. The generating function of $\phi(s, 0) \circ \mathcal{F}^+_1$ is given by

$$\lim_{t \to \infty} (S(s, t, x, \xi) - S_1(t, \xi)) =: \Phi^+_1(s, x, \xi).$$

Just as $\Phi^+(s, x, \xi)$, the function $\Phi^+_1(s, x, \xi)$ also solves the eikonal equation

$$\left\{ \begin{array}{l}
-\partial_s \Phi^+_1(s, x, \xi) = \frac{1}{2}(\nabla_x \Phi^+_1(s, x, \xi))^2 + V(s, x), \\
\lim_{s \to \infty} \nabla_x \Phi^+_1(s, x, \xi) = \xi.
\end{array} \right. \quad (1.9.28)$$

We also have

$$\Phi^+(s, x, \xi) - \Phi^+_1(s, x, \xi) = \sigma^+(\xi).$$

### 1.10 Smoothness of Trajectories

In order to prove the differentiability of trajectories with respect to parameters, one needs to make certain assumptions on the differentiability of the forces. Let us state the conditions that we will use in this section:

$$\int_0^\infty \| \partial^\alpha F(t, \cdot) \|_\infty \langle t \rangle^{\alpha+\mu} \, dt < \infty, \quad \alpha \in \mathbb{N}^n. \quad (1.10.1)$$

We will always assume that $\mu \geq 0$ in (1.10.1). The most important cases of (1.10.1) will be $\mu = 0$, which can be called the *slow-decaying smooth condition*, and $\mu = 1$, which can be named the *fast-decaying smooth condition*.

The condition (1.10.1) is akin to the conditions used by specialists in pseudo-differential operators to define “semi-classical symbols” with $t^{-1}$ playing the role of Planck’s constant.

We would like to describe some bounds on the derivatives of the solutions $(\tilde{y}(s, t_1, t_2, x, \xi), \tilde{\eta}(s, t_1, t_2, x, \xi))$, which were constructed in Theorem 1.5.1.

**Theorem 1.10.1**

Assume (1.10.1) with $\mu \geq 0$. Then one has, uniformly for $T \leq t_1 \leq s \leq t_2 \leq \infty$, $(x, \xi) \in X \times X'$, the following estimate:

$$\partial^\beta_\xi (\tilde{y}(s, t_1, t_2, x, \xi) - x - (s - t_1)\xi) \in o(s^0)\langle t_1 \rangle^{-\mu} |s - t_1|. \quad (1.10.2)$$

Moreover, for some functions $f_\beta, f_{\alpha, \beta} \in L^1(du)$, one has

$$|\partial^\beta_\xi (\tilde{y}(s, t_1, t_2, x, \xi) - x - (s - t_1)\xi)| \leq \int_{t_1}^\infty f_\beta(u) \langle u \rangle^{1-\mu} \, du, \quad \mu \geq 1, \quad (1.10.3)$$

$$|\partial_\xi^\alpha \partial^\beta_\xi (\tilde{y}(s, t_1, t_2, x, \xi) - x - (s - t_1)\xi)| \leq \langle t_1 \rangle^{1-|\alpha|} \int_{t_1}^\infty f_{\alpha, \beta}(u) \langle u \rangle^{-\mu} \, du, \quad |\alpha| \geq 1, \quad (1.10.4)$$
1.10 Smoothness of Trajectories

\[
|\partial^\beta_{\xi}(\tilde{\eta}(s, t_1, t_2, x, \xi) - \xi)| \leq \int_s^\infty f_\beta(u) \langle u \rangle^{-\nu} du, \quad (1.10.5)
\]

\[
|\partial^\alpha_x \partial^\beta_{\xi}(\tilde{\eta}(s, t_1, t_2, x, \xi) - \xi)| \leq \langle t_1 \rangle^{1-|\alpha|} \int_s^\infty f_{\alpha, \beta}(u) \langle u \rangle^{-1-\nu} du, \
\]

\[
|\alpha| \geq 1.
\]

Note that the somewhat uncommon right-hand sides of the above estimates will be convenient in applications. To see what they mean, assume that \( f(u) \in L^1(du) \) and set

\[
g(s) := \int_s^\infty f(u) \langle u \rangle^{-\nu} du.
\]

Then it is easy to see that

\[
g(s) \in o(s^{-\nu}) \quad \text{if} \quad \nu \geq 0,
\]

\[
g(s) \in \langle s \rangle^{1-\nu} L^1(ds) \quad \text{if} \quad \nu \geq 1.
\]

**Proof.** The proof of this theorem is a natural continuation of that of Theorem 1.5.1, where we already proved all the estimates with \(|\alpha| + |\beta| \leq 1\) under the assumption (1.5.1). We will use the notation of the proof of Theorem 1.5.1.

We use Faa di Bruno’s formula to compute \( \partial^\alpha_x \partial^\beta_{\xi} \tilde{z}(s) \). We obtain

\[
\partial^\alpha_x \partial^\beta_{\xi} \tilde{z}(s) \\
= - \sum f^2_{t_1} \zeta_{t_1, s}(u) \nabla^\beta_y F(u, \tilde{y}(u)) \partial^\alpha_x \partial^\beta_{\xi} \tilde{y}(u) \ldots \partial^\beta_{\xi} \tilde{y}(u) du. \\
\]  

(1.10.7)

or, equivalently,

\[
\partial^\alpha_x \partial^\beta_{\xi} \tilde{z}(s) + f^2_{t_1} \zeta_{t_1, s}(u) \nabla^\beta_y F(u, \tilde{y}(u)) \partial^\alpha_x \partial^\beta_{\xi} \tilde{z}(u) du \\
= - f^2_{t_1} \zeta_{t_1, s}(u) \nabla^\beta_y F(u, \tilde{y}(u)) \partial^\alpha_x \partial^\beta_{\xi} \tilde{z}(u) du \\
- \sum f^2_{t_1} \zeta_{t_1, s}(u) \nabla^\beta_y F(u, \tilde{y}(u)) \partial^\alpha_x \partial^\beta_{\xi} \tilde{y}(u) \ldots \partial^\beta_{\xi} \tilde{y}(u) du. \\
\]  

(1.10.8)

We rewrite (1.10.8) as

\[
(1 - \nabla^\alpha_{\xi} \mathcal{P}(\tilde{z})) \partial^\alpha_x \partial^\beta_{\xi} \tilde{z} = h_{\alpha, \beta}, \\
\]  

(1.10.9)

where the map \( \mathcal{P} \) was introduced in the proof of Theorem 1.5.1.

Now to prove estimate (1.10.2) for \(|\beta| \geq 1\) we use the induction with respect to \(|\beta|\). The induction hypothesis \( H(n) \) is

\[
\partial^\beta_{\xi} \tilde{z}(s) \in [s - t_1] \langle o(s^0) \rangle^{1-\nu}, \quad 1 \leq |\beta| \leq n. \\
\]  

(1.10.10)

\( H(0) \) is empty, hence true.

We assume that \( H(n - 1) \) is true. Consider \( \beta \) with \(|\beta| = n\). The induction assumption \( H(n - 1) \) implies

\[
\partial^\beta_{\xi} \tilde{y}(u) \in O(u), \quad 1 \leq |\delta| \leq n - 1. \\
\]  

(1.10.11)
Using (1.10.11), we easily see that in that case
\[ |s - t_1|^{-1} h_\beta(s) \in o(s^0) \langle t_1 \rangle^{-\mu}. \] (1.10.12)

We recall from the proof of Theorem 1.5.1 that \( (1 - \nabla_z \mathcal{P}(\tilde{z})) \) is invertible on \( Z_{t_1, \infty}^0 \) for \( t_1 \geq T \). Therefore, we can use the identity
\[ \partial^\beta_x \tilde{z} = (1 - \nabla_z \mathcal{P}(\tilde{z}))^{-1} h_\beta \] (1.10.13)
to show that
\[ |s - t_1|^{-1} \partial^\beta_x \tilde{z}(s) \in o(s^0) \langle t_1 \rangle^{-\mu}. \]

We want now to show by induction the following estimate, which we call \( H'(n) \)
\[ \partial^\alpha_x \partial^\beta_x \tilde{z}(s) \in O(t_1^{1-|\alpha|}), \quad |\alpha| \geq 1, \quad |\alpha| + |\beta| \leq n. \] (1.10.14)

Assume that we know that \( H'(n-1) \) is true. Let \( |\alpha| + |\beta| = n \) and \( |\alpha| \geq 1 \). The induction assumption \( H'(n-1) \) says that
\[ \partial^\gamma_x \partial^\delta_x \tilde{z}(u) \in O(t_1^{1-|\gamma|}), \quad |\gamma| \geq 1, \quad |\gamma| + |\delta| \leq n - 1. \] (1.10.15)

Using (1.10.11) and (1.10.15), we easily see that
\[ h_{\alpha, \beta}(s) \in o(t_1^{1-|\alpha|+1}). \] (1.10.16)

We know from the proof of Theorem 1.5.1 that \( (1 - \nabla_z \mathcal{P}(\tilde{z})) \) is invertible on \( Z_{t_1}^0 \) for \( t_1 \geq T \). Therefore, we can use the identity (1.10.9) to show that
\[ \partial^\alpha_x \partial^\beta_x \tilde{z}(s) \in o(t_1^{1-|\alpha|+1}). \]

This implies (1.10.14).

Now (1.10.3) follows immediately from (1.10.7) and (1.10.14).

To see (1.10.4), let us consider one of the terms on the right-hand side of (1.10.7). Let \( q_1 \) be the number of the derivatives of \( \tilde{y} \) with \( |\gamma| = 0 \). Then by (1.10.14) and (1.10.15)
\[
\left| \int_{t_1}^{t_2} \zeta_{1,n}(u) \nabla^q_y F(u, \tilde{y}(u)) \partial_x^{\gamma_1} \partial_x^{\delta_1} \tilde{y}(u) \cdots \partial_x^{\gamma_q} \partial_x^{\delta_q} \tilde{y}(u) du \right|
\leq C(t_1)^{n-q_1+1} \int_{t_1}^{t_2} \| \nabla^q_y F(u, \cdot) \|_{\infty} \langle u \rangle^{q_1+1} du.
\] (1.10.17)

Now (1.10.4) follows if we take into account that \( |\alpha| \geq 1 \) implies \( q_1 + 1 \leq q \).

To get the estimates on the derivatives of \( \tilde{z} \), we differentiate the identity (1.5.17). Using again Faà di Bruno’s formula, we obtain
\[
\partial^\alpha_x \partial^\beta_x \tilde{z}(s)
= - \sum \int_{t_1}^{t_2} \nabla^q_y F(u, \tilde{y}(u)) \partial_x^{\gamma_1} \partial_x^{\delta_1} \tilde{y}(u) \cdots \partial_x^{\gamma_q} \partial_x^{\delta_q} \tilde{y}(u) du.
\] (1.10.18)

Then we use (1.10.14) and (1.10.15).
The remaining estimates of this section are essentially corollaries of the above theorem.

**Proposition 1.10.2**
Assume the fast-decaying smooth condition, that is, (1.10.1) with \( \mu = 1 \). Then
\[
\partial_x^\alpha \partial_\xi^\beta (z_{\text{ad}}^+(s, x, \xi) - x + s \xi) \in o(s^{-|\alpha|}), \\
\partial_x^\alpha \partial_\xi^\beta (z_{\text{ad}}^+(s, x, \xi) - x + s \xi) \in (s)^{1-|\alpha|}L^1(ds), \quad |\alpha| \geq 1, \\
\partial_x^\alpha \partial_\xi^\beta (\zeta^+(s, x, \xi) - \xi) \in o(s^{-|\alpha|}), \\
\partial_x^\alpha \partial_\xi^\beta (\zeta^+(s, x, \xi) - \xi) \in (s)^{1-|\alpha|}L^1(ds).
\]

**Proof.** We use Theorem 1.10.1. For the first estimate, we use, in addition, (1.7.1).

\[\square\]

**Proposition 1.10.3**
Assume the slow-decaying smooth condition, that is, (1.10.1) with \( \mu = 0 \). Then
\[
z_{\text{ad}}^+(s, x, \xi) - x + Y(s, \xi) \in o(s^0)|x - Y(s, \xi)|, \\
\partial_\xi^\beta (z_{\text{ad}}^+(s, x, \xi) - x + Y(s, \xi)) \in o(s^0)(|x - Y(s, \xi)| + \langle s \rangle), \\
\partial_x^\alpha \partial_\xi^\beta (z_{\text{ad}}^+(s, x, \xi) - x + Y(s, \xi)) \in o(s^{1-|\alpha|}), \quad |\alpha| \geq 1, \\
\partial_x^\alpha \partial_\xi^\beta (\zeta^+(s, x, \xi) - \xi) \in o(s^{-|\alpha|}), \\
\partial_x^\alpha \partial_\xi^\beta (\zeta^+(s, x, \xi) - \xi) \in (s)^{1-|\alpha|}L^1(ds), \quad |\alpha| \geq 1.
\]

**Proof.** We use Theorem 1.10.1. For the first two estimates, we use, in addition, (1.7.3).

\[\square\]

Next we consider various functions defined the conservative case, which we describe in the following proposition.

The following proposition follows immediately from Theorem 1.10.1.

**Proposition 1.10.4**
Assume (1.10.1) with \( \mu \geq 0 \), and that the force is conservative. Suppose that \( |\alpha| + |\beta| \geq 1 \). Then the function \( S(t_1, t_2, x, \xi) \) satisfies, uniformly for \( T \leq t_1 \leq t_2, (x, \xi) \in X \times X' \), the following estimates:
\[
\partial_\xi^\beta \left( S(t_1, t_2, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} (t_2 - t_1) \xi^2 \right) \in |t_2 - t_1| o(t_2^0) \langle t_1 \rangle^{-\mu}, \quad |\beta| \geq 1, \\
\partial_x^\alpha \partial_\xi^\beta \left( S(t_1, t_2, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} (t_2 - t_1) \xi^2 \right) \in o(t_1^{1-|\alpha|-\mu}), \quad |\alpha| + \mu \geq 1, \\
\partial_x^\alpha \partial_\xi^\beta \left( S(t_1, t_2, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} (t_2 - t_1) \xi^2 \right) \in \langle t_1 \rangle^{2-|\alpha|-\mu}L^1(dt_1), \quad |\alpha| + \mu \geq 2.
\]
The following two propositions describe the regularity of the solutions of the eikonal equation associated with the fast- and slow-decaying case. They follow immediately from Propositions 1.10.2 and 1.10.3.

**Proposition 1.10.5**
Assume that the force is conservative and (1.10.1) with \( \mu = 1 \) holds. Then
\[
\begin{align*}
\partial^\alpha_\xi \partial^\beta_\xi (\Phi_{sd}^- (s, x, \xi) - \langle x, \xi \rangle + \frac{1}{2} s \xi^2) & \in o(s^{-|\alpha|}), \quad |\alpha| + |\beta| \geq 1, \\
\partial^\alpha_\xi \partial^\beta_\xi (\Phi_{sd}^+ (s, x, \xi) - \langle x, \xi \rangle + \frac{1}{2} s \xi^2) & \in \langle s \rangle^{1-|\alpha|} L^1(ds), \quad |\alpha| \geq 1.
\end{align*}
\]

**Proposition 1.10.6**
Assume that the force is conservative and (1.10.1) with \( \mu = 0 \) holds. Then
\[
\begin{align*}
\partial^\beta_\xi (\Phi_{sd}^- (s, x, \xi) - \langle x, \xi \rangle + S(s, \xi)) & \in o(s^0) |x - Y(s, \xi)|, \quad |\beta| = 1, \\
\partial^\beta_\xi (\Phi_{sd}^+ (s, x, \xi) - \langle x, \xi \rangle + S(s, \xi)) & \in o(s^0) (|x - Y(s, \xi)| + \langle s \rangle), \quad |\beta| \geq 1, \\
\partial^\alpha_\xi \partial^\beta_\xi (\Phi_{sd}^- (s, x, \xi) - \langle x, \xi \rangle + S(s, \xi)) & \in o(s^{1-|\alpha|}), \quad |\alpha| \geq 1, \\
\partial^\alpha_\xi \partial^\beta_\xi (\Phi_{sd}^+ (s, x, \xi) - \langle x, \xi \rangle + S(s, \xi)) & \in \langle s \rangle^{2-|\alpha|} L^1(ds), \quad |\alpha| \geq 2.
\end{align*}
\]

The proof of the following proposition is an obvious extension of the proof of Proposition 1.9.13.

**Proposition 1.10.7**
Assume the hypotheses of Proposition 1.9.13 (i) and (ii). Suppose also that, for some \( t_1 \),
\[
|\partial^\beta_\xi S_1(t_1, \xi)| \leq C_\beta, \quad |\beta| \geq 2.
\]
Then the function \( S_1(t, \xi) \) constructed in Proposition 1.9.13 satisfies, uniformly for \( t_1 \leq t, \xi \in X' \),
\[
\partial^\beta_\xi \left( S_1(t, \xi) - \frac{1}{2} (t - t_1) \xi^2 - S_1(t_1, \xi) \right) \in o(t), \quad |\beta| \geq 1.
\]

### 1.11 Comparison of Two Dynamics

In this section we compare two different classical dynamics. In the first theorem we give conditions when trajectories of two slow-decaying systems are asymptotic to each other.
Theorem 1.11.1
Suppose that the forces $F_1(t, x), F_2(t, x)$ satisfy
\[
\int_0^\infty \|\partial_x^\alpha F_i(t, \cdot)\|_\infty \langle t \rangle^\alpha \, dt < \infty, \quad |\alpha| = 0, 1, \quad i = 1, 2, \tag{1.11.1}
\]
and
\[
\int_0^\infty \|F_1(t, \cdot) - F_2(t, \cdot)\|_\infty \langle t \rangle \, dt < \infty. \tag{1.11.2}
\]
Let the time $T$ be chosen such that the conditions of Theorem 1.5.1 are satisfied for both $F_1(t, x)$ and $F_2(t, x)$. Let $Y_i(t, \xi)$ and $\bar{Y}_i(t, \xi)$ be defined as in Sects. 1.5 and 1.6, using the force $F_i(t, x)$. Then the following limits exist and are equal:
\[
\lim_{t \to \infty} (Y_1(t, \xi) - Y_2(t, \xi)) = \lim_{t \to \infty} (\bar{Y}_1(t, \xi) - \bar{Y}_2(t, \xi)).
\]

Proof. Let $\tilde{y}_i(s, t_1, t_2, x, \xi)$ be the solution of the boundary value problem constructed in Theorem 1.5.1 for the force $F_i(t, x)$. Let us first show that, for $T \leq t_1 \leq s \leq t_2 \leq \infty$, there exists a uniform bound
\[
|\tilde{y}_1(s, t_1, t_2, x, \xi) - \tilde{y}_2(s, t_1, t_2, x, \xi)| \leq C. \tag{1.11.3}
\]
In fact, we have the following identity:
\[
\begin{align*}
\tilde{y}_1(s) - \tilde{y}_2(s) &= \int_t^s \zeta_{t_1, s}(u)(F_1(u, \tilde{y}_1(u)) - F_2(u, \tilde{y}_2(u))) \, du \\
&= \int_t^s \zeta_{t_1, s}(u)(F_1(u, \tilde{y}_1(u)) - F_2(u, \tilde{y}_1(u))) \, du \\
&\quad + \int_t^s \zeta_{t_1, s}(u)(F_2(u, \tilde{y}_1(u)) - F_2(u, \tilde{y}_2(u))) \, du.
\end{align*}
\]
Hence
\[
|\tilde{y}_1(s) - \tilde{y}_2(s)| \leq \int_t^s |u - t_1| \|F_1(u, \cdot) - F_2(u, \cdot)\|_\infty \, du \\
+ \int_t^s |u - t_1| \|\nabla_y F_2(u, \cdot)\|_\infty |\tilde{y}_1(u) - \tilde{y}_2(u)| \, du.
\]
Therefore, the bound (1.11.3) follows by the Gronwall inequality.
Next recall that
\[
Y_i(t, \xi) = \tilde{y}_i(t, T, \infty, 0, \xi), \quad \bar{Y}_i(t, \xi) = \bar{y}_i(t, T, t, 0, \xi).
\]
Hence,
\[
\begin{align*}
Y_1(t) - Y_2(t) &= \int_T^\infty \zeta_{T, t}(u)(F_1(u, \tilde{y}_1(u, T, \infty, 0, \xi)) - F_2(u, \tilde{y}_2(u, T, \infty, 0, \xi))) \, du, \tag{1.11.4} \\
\bar{Y}_1(t) - \bar{Y}_2(t) &= \int_T^u (u - T)(F_1(u, \tilde{y}_1(u, T, t, 0, \xi)) - F_2(u, \tilde{y}_2(u, T, t, 0, \xi))) \, du. \tag{1.11.5}
\end{align*}
\]
Using the bound (1.11.3) and the assumptions on the potentials (1.11.1) and (1.11.2), we can estimate the integrands in (1.11.4) and (1.11.5) by an integrable function. Thus, by Lebesgue’s theorem, both (1.11.4) and (1.11.5) converge to

$$
\int_{T}^{\infty} (u - T) (F_1(u, \bar{y}_1(u, T, \infty, 0, \xi)) - F_2(u, \bar{y}_2(u, T, \infty, 0, \xi))) du.
$$

(1.11.6)

\[ \square \]

In quantum scattering, it is useful to know when the difference of two solutions of the Hamilton-Jacobi equation converges.

**Theorem 1.11.2**

Suppose that the forces \( F_i(t, x) \) are conservative and \( F_i(t, x) = -\nabla_x V_i(t, x) \). Let \( S_i(t, \xi) \) be the solution of the Hamilton-Jacobi equation

\[
\begin{aligned}
\partial_t S_i(t, \xi) &= \frac{1}{2} \xi^2 + V_i(t, \nabla_\xi S_i(t, \xi)), \\
S_i(T, \xi) &= 0.
\end{aligned}
\]

(1.11.7)

Suppose that

$$
\int_0^\infty \|V_1(t, \cdot) - V_2(t, \cdot)\|_\infty dt < \infty.
$$

(1.11.8)

Assume, in addition, either one of the following hypotheses:

(i) \[ \int_0^\infty \|\partial_x^\alpha F_i(t, \cdot)\|_\infty \langle t \rangle^{|\alpha|} dt < \infty, \quad |\alpha| = 0, 1, \quad i = 1, 2, \]

or

(ii) \[ \int_0^\infty \|F_i(t, \cdot)\|_\infty \langle t \rangle^{1/2} dt < \infty, \quad i = 1, 2, \]

\[ \int_0^\infty \|\partial_x^\alpha F_i(t, \cdot)\|_\infty \langle t \rangle dt < \infty, \quad |\alpha| = 1, \quad i = 1, 2. \]

Then there exists the uniform limit

$$
\lim_{t \to \infty} (S_1(t, \xi) - S_2(t, \xi)).
$$

(1.11.9)

**Proof.** We have

$$
\partial_t (S_1(t, \xi) - S_2(t, \xi)) = V_1(t, \nabla_\xi S_1(t, \xi)) - V_2(t, \nabla_\xi S_2(t, \xi))
$$

(1.11.10)

Hence

$$
|\partial_t (S_1(t, \xi) - S_2(t, \xi))| \leq \|V_1(t, \cdot) - V_2(t, \cdot)\|_\infty
$$

$$
+ \|\nabla_x V_2(t, \cdot)\|_\infty |\nabla_\xi S_1(t, \xi) - \nabla_\xi S_2(t, \xi)|.
$$

(1.11.11)

In the case \( i \), (1.11.11) is integrable, because by Theorem 1.11.1 \( |\tilde{Y}_1(t, \xi) - \tilde{Y}_2(t, \xi)| \) is bounded.
In the case (ii), we first see that

$$|\tilde{Y}_i(t, \xi) - t \xi| \leq C(t)^{1/2}, \quad i = 1, 2.$$  

Hence

$$|\tilde{Y}_1(t, \xi) - \tilde{Y}_2(t, \xi)| \leq C(t)^{1/2}. \quad (1.11.12)$$

Therefore, (1.11.11) is integrable also in this case. \hfill \Box

1.12 More Examples of Modified Free Dynamics

So far, in order to define modified free dynamics, we used the modifiers $\tilde{Y}(t, \xi)$ or, more generally, modifiers $\tilde{Y}_i(t, \xi)$. They have quite special properties, which are expressed in the equations (1.9.13). In the literature on long-range scattering theory, one can find other choices of modified free dynamics of the form

$$\phi_W(t)(x, \xi) := (x + W(t, \xi), \xi),$$

where $W(t, \xi)$ is an appropriately chosen function. Such dynamics $\phi_W(t)$ conserve the momentum and are $(t, \xi)$-dependent translations in the $x$ variable. This is why they are called “free”. The main requirement on $W(t, \xi)$ is the existence of the limit

$$\lim_{t \to \infty} \phi(0, t)\phi_W(t). \quad (1.12.1)$$

Moreover, in the conservative case, one also wants $\phi_W(t)$ to be symplectic.

For a given wave transformation $\mathcal{F}_t^+$, there exist many functions $W(t, \xi)$ that satisfy these requirements. One of them is naturally distinguished: it is the function $\tilde{Y}_1(t, \xi)$ in the notation of Sect. 1.9. One can argue that $\tilde{Y}_1(t)$ is in a sense “the best” modified free dynamics for a given modified wave transformation $\mathcal{F}_t^+$. Nevertheless, in practice, in order to calculate it, one has to solve the equations of motion, which is usually hard. The modified free flows that can be found in the literature are often much easier to calculate.

Clearly, the existence of (1.12.1) is guaranteed by the existence of the limit

$$\lim_{t \to \infty} \phi^{-1}_{\tilde{Y}_1}(t)\phi_W(t), \quad (1.12.2)$$

or, equivalently, by the existence of

$$\lim_{t \to \infty} (\tilde{Y}(t, \xi) - W(t, \xi)). \quad (1.12.3)$$

In the proposition below, we will give a family of examples of $W(t, \xi)$ that have been considered by various authors and we will give the conditions for (1.12.3) to exist.

**Proposition 1.12.1**

Assume that, for some $N \geq 1$, the force $F(t, x)$ satisfies

$$\text{...}$$
\[ f_0^\infty \langle \xi \rangle \langle \alpha \rangle \frac{1}{\| \partial_x F(t, \cdot) \|_\infty} dt < \infty, \quad |\alpha| \leq N - 1, \]
\[ f_0^\infty \langle \xi \rangle \langle \alpha \rangle \frac{1}{\| \partial_x F(t, \cdot) \|_\infty} dt < \infty, \quad |\alpha| = N. \]  

For a function \([0, \infty) \times X \ni (t, \xi) \mapsto W(t, \xi) \in X\), we set (at least formally)
\[ \mathcal{P}(W)(t, \xi) := t \xi - \int_0^t \nabla \xi W(u, \xi) F(u, W(u, \xi)) du. \]

Moreover, we introduce
\[ W_1(t, \xi) := t \xi, \]
\[ W_n(t, \xi) := \mathcal{P}(W_{n-1})(t, \xi). \]

Then for \(1 \leq n \leq N\), the functions \(W_n(t, \xi)\) are well defined and there exists the uniform limit
\[ \lim_{t \to \infty} (\mathcal{Y}(t, \xi) - W_N(t, \xi)). \]

The dynamics \(\phi_{W_1}(t)\) is the ordinary free dynamics \(\phi_0\), which is used in the fast-decaying case.

The dynamics \(\phi_{W_2}(t)\) is usually called the Dollard modified dynamics and goes back to [Do1] in the quantum case. One has
\[ W_2(t, \xi) = t \xi - \int_0^t u F(u, u \xi) du. \]

The dynamics \(\phi_{W_N}(t)\) was first introduced also in the quantum case by Buslaev and Matveev [BuMa]. Its construction for the classical case can be found in [He].

**Proof of Proposition 1.12.1.** We will first show by induction that, for \(n = 1, \ldots, N - 1\),
\[ \partial_{\xi}^\beta (W_n(t, \xi) - \mathcal{Y}(t, \xi)) \in o(t^{1-n} \frac{1}{\| \cdot \|}), \quad |\beta| \leq N - n. \]

Note first that, by arguing exactly as in Sect. 1.10, we obtain that that \(\mathcal{Y}(t, \xi)\) satisfies the following estimates:
\[ \partial_{\xi}^\beta \mathcal{Y}(t, \xi) \in O(t), \quad |\beta| \leq N. \]

Using (1.12.10) and the equation
\[ \partial_t \mathcal{Y}(t, \xi) = \xi - \nabla \xi \mathcal{Y}(t, \xi) F(t, \mathcal{Y}(t, \xi)), \]
we easily obtain
\[ \partial_{\xi}^\beta (\mathcal{Y}(t, \xi) - t \xi) \in o(t^{1-n} \frac{1}{\| \cdot \|}), \quad |\beta| \leq N - 1, \]
which is the estimate (1.12.9) for \( n = 1 \).

Let us prove the induction step for (1.12.9). First note that the functions \( W_n(t, \xi) \) satisfy the following substitute for (1.12.11):

\[
\partial_t W_n(t, \xi) = \xi - \nabla_\xi W_{n-1}(t, \xi) F(t, W_{n-1}(t, \xi)).
\] (1.12.12)

If we subtract (1.12.11) from (1.12.12), then we obtain

\[
\frac{d}{dt} (\bar{Y}(t, \xi) - W_n(t, \xi)) = \nabla_\xi \bar{Y}(t, \xi) F(t, \bar{Y}(t, \xi)) - \nabla_\xi W_{n-1}(t, \xi) F(t, W_{n-1}(t, \xi))
\]

and

\[
\frac{d}{dt} \partial^\beta_\xi (\bar{Y}(t, \xi) - W_n(t, \xi)) = \sum_{\beta_1 + \beta_2 = \beta} C_{\beta_1, \beta_2} \partial^{\beta_1}_\xi \nabla_\xi \bar{Y}(t, \xi) - \partial^{\beta_2}_\xi \nabla W_{n-1}(t, \xi) \partial^{\beta_2}_\xi F(t, \bar{Y}(t, \xi)) + \sum_{\beta_1 + \beta_2 = \beta} C_{\beta_1, \beta_2} \partial^{\beta_1}_\xi \nabla_\xi \bar{Y}(t, \xi) (\partial^{\beta_2}_{\xi} F(t, \bar{Y}(t, \xi)) - \partial^{\beta_2}_{\xi} F(t, W_{n-1}(t, \xi))).
\]

We will use now the induction assumption (1.12.9), which gives, for \( n = 2, \ldots, N-1 \),

\[
\frac{d}{dt} \partial^\beta_\xi (\bar{Y}(t, \xi) - W_n(t, \xi)) \in \sum_{j=0}^{[\beta]+1} o(t^{1+j-\frac{N-1}{2}}) \|\nabla^j_x F(t, \cdot)\|_\infty, \quad |\beta| \leq N - n.
\] (1.12.13)

By integrating (1.12.13), we obtain (1.12.9). If \( n = N, \beta = 0 \), then (1.12.13) becomes

\[
\frac{d}{dt} (\bar{Y}(t, \xi) - W_N(t, \xi)) \in o(t^{\frac{3}{2}}) \|F(t, \cdot)\|_\infty + o(t^{1+\frac{N}{2}}) \|\nabla_x F(t, \cdot)\|_\infty,
\]

which is integrable and proves the existence of the limit (1.12.7). \(\square\)

If the force is conservative, then the modified dynamics from the above propositions are symplectic. Let us describe how one can construct their generating functions and let us compare them with \( S(t, \xi) \), which is a generating function of \( \phi_{sd}(t) \).

**Proposition 1.12.2**

Assume that the force is conservative and, for some \( N \geq 1 \), satisfies

\[
\int_0^\infty \langle t \rangle^{\alpha + \frac{3}{2}} \|\partial^\alpha_x F(t, \cdot)\|_\infty dt < \infty, \quad 0 \leq |\alpha| \leq N - 2,
\]

\[
\int_0^\infty \langle t \rangle^{N-1} - \|\partial^\alpha_x F(t, \cdot)\|_\infty dt < \infty, \quad |\alpha| = N - 1.
\] (1.12.14)

If \( [0, \infty) \times X' \ni (t, \xi) \mapsto Z(t, \xi) \in \mathbb{R} \), then we set

\[
\tilde{\mathcal{P}}(Z)(t, \xi) := \frac{1}{2} t \xi^2 + \int_0^t V(u, \nabla_\xi Z(u, \xi)) du,
\] (1.12.15)
Furthermore, we define
\[
Z_1(t, \xi) := \frac{1}{2} t \xi^2, \\
Z_n(t, \xi) := \mathcal{P}(Z_{n-1})(t, \xi).
\] (1.12.16)

Then for \( 1 \leq n \leq N \), the functions \( Z_n(t, \xi) \) are well defined, \( \nabla_\xi Z_n(t, \xi) = W_n(t, \xi) \) and there exists the uniform limit
\[
\lim_{t \to \infty} (S(t, \xi) - Z_N(t, \xi)).
\] (1.12.17)

Again, for \( N = 2 \), we obtain
\[
Z_2(t, \xi) = \frac{1}{2} t \xi^2 + \int_0^t V(u, u\xi)du.
\]

**Proof.** Note first the following formal identity:
\[
\nabla_\xi \mathcal{P}(Z) = \mathcal{P}(\nabla_\xi Z),
\] (1.12.18)

where \( \mathcal{P} \) was defined in (1.12.5). Using (1.12.18), we obtain by induction on \( n \) that \( \nabla_\xi Z_n(t, \xi) = W_n(t, \xi) \). To prove the existence of the limit (1.12.17), we compute
\[
\partial_t (S(t, \xi) - Z_N(t, \xi)) = V(t, \nabla_\xi S(t, \xi)) - V(t, W_{N-1}(t, \xi)).
\] (1.12.19)

Looking at the proof of Proposition 1.12.1, we see that, under the assumptions (1.12.14), one has
\[
W_{N-1}(t, \xi) - \bar{Y}(t, \xi) = W_{N-1}(t, \xi) - \nabla_\xi S(t, \xi) \in o(t^{\frac{1}{4}}),
\]

which shows that (1.12.19) is integrable in time and that the limit (1.12.17) exists. \( \square \)
2. Classical 2-Body Hamiltonians

2.0 Introduction

In this chapter we study scattering theory for time-independent Hamiltonians of the form

\[ H(x, \xi) = \frac{1}{2} \xi^2 + V(x). \] (2.0.1)

The previous chapter, devoted to time-decaying forces, can be viewed as a kind of an introduction to the present one. Many concepts and properties of scattering theory are more transparent and easier to describe in the time-decaying case. Therefore, it is in the previous chapter where we tried to explain them as thoroughly as possible. In the present chapter we will often use facts proven in the time-decaying framework.

Throughout this chapter we assume that the force is conservative and we use the Hamiltonian formalism, since it allows for some minor simplifications.

Let us briefly describe the content of this chapter.

In Sect. 2.1 we give a couple of definitions and facts about unbounded trajectories in rather general dynamical systems.

Beginning from the second section, we restrict our attention to Hamiltonians of the form (2.0.1). Typical assumptions on the potentials that we have in mind are the following: for some \( \mu > 0 \),

\[ |\partial^\alpha_x V(x)| \leq C(x)^{-\mu-|\alpha|}, \quad |\alpha| = 1, 2. \] (2.0.2)

If \( \mu > 1 \) then we say that the system is short-range; if \( 1 \geq \mu > 0 \) then we say that it is long-range.

In Sect. 2.2 we prove among other things the following bound on the trajectories with zero energy:

\[ |x(t, y, \eta)| \leq C(t)^{2/(2+\mu)}. \]

This bound implies in particular that for zero energy trajectories we have

\[ \lim_{t \to \pm \infty} \frac{x(t)}{t} = 0. \] (2.0.3)

Trajectories with this property that are unbounded for \( \pm t > 0 \) we call almost-bounded trajectories for \( t \to \pm \infty \). These trajectories are not well behaved from the point of view of scattering theory.
Section 2.3 is probably the most important of the whole chapter. In this section we concentrated most new concepts that we did not introduce in the previous chapter.

First of all, if one studies time-independent systems one needs to make clear which trajectories are likely to have good properties from the point of view of scattering theory. The right condition turns out to be the existence of \( C_0 > 0 \) and \( T \) such that

\[
|x(t, y, \eta)| \geq C_0(\pm t - T), \quad \pm t \geq 0.
\]

The trajectories satisfying this condition we call *scattering trajectories* for \( t \to \pm \infty \).

The basic tool in the study of scattering trajectories is the classical counterpart of the so-called *Mourre estimate*. Roughly speaking, this estimate says that a certain observable \( a_0(x, \xi) \), which is equal for large \( x \) to \( \langle x, \xi \rangle \), increases along the trajectories with a positive energy. Using the classical Mourre estimate, one can show that the set of scattering trajectories is equal to the set of unbounded trajectories with a positive energy.

Thus, all the trajectories fall into three disjoint categories: bounded, almost-bounded and scattering trajectories.

Non-trapping energies are those energies for which all the trajectories escape to infinity. Some basic properties of the dynamics for non-trapping energies are described in Sect. 2.4.

The momentum always has a limit as \( t \to \infty \) along scattering trajectories. Nevertheless, for example along bounded trajectories, in general, it does not have a limit. The quantity that has a limit along all trajectories is \( x(t, y, \eta) / t \). We call this limit the *asymptotic velocity* and denote it by \( \xi^+(y, \eta) \). It is a substitute for the asymptotic momentum of the previous chapter. It turns out that the scattering trajectories are exactly the trajectories with a non-zero asymptotic velocity.

The construction of the asymptotic velocity is contained in Sect. 2.5. Section 2.6 is devoted to the short-range case. These two sections are parallel to Sects. 1.3 and 1.4 about time-decaying forces. The main difference consists in the fact that the wave transformation is not well defined for the zero momentum.

Suppose that we want to study trajectories with the absolute value of the asymptotic velocity greater than \( C_0 > 0 \). One way to do this is to choose a function \( J \in C^\infty(X) \) such that \( 0 \not\in \text{supp} J \) and \( J = 1 \) on a neighborhood of \( \{\xi | |\xi| \geq C_0 \} \) and to introduce the "effective time-dependent force"

\[
F_J(t, x) := -J \left( \frac{x}{t} \right) \nabla_x V(x).
\]

It is easy to see that this time-dependent force belongs to the category of forces considered in the previous chapter. Moreover, on any scattering trajectory with \( |\xi^+| > C_0 \), this time-dependent force coincides with \(-\nabla_x V(x)\) for large enough time. Therefore, many statements on time-independent systems, especially from Sects. 2.5 and 2.7, follow easily from Chap. 1 with help of this trick.
In Sect. 2.7 we develop the long-range case. It is parallel to Sects. 1.5, 1.6 and 1.8 about slow-decaying forces. The main new difficulty is due to the fact that the boundary value problem considered in Sect. 1.5, in general, does not have a global solution in the time-independent case. But if we restrict ourselves to an appropriate outgoing region, then we can solve this boundary problem.

Similarly, in general, there does not exist a function $S(t, \xi)$ that solves the Hamilton-Jacobi equation

$$\partial_t S(t, \xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi S(t, \xi)),$$

(2.0.4)

for all $(t, \xi) \in \mathbb{R}^+ \times X'$. Because of this difficulty, it is in general not possible to introduce a modified free dynamics for time-independent systems as cleanly as it was done in the previous chapter. Therefore, we content ourselves with a more complicated and less natural definition of the modified free flow in the time-independent case. The main input into this definition is a function $S(t, \xi)$ that, for any $\epsilon > 0$, solves the Hamilton-Jacobi equation (2.0.4) for $|\xi| > \epsilon$ and $t > T_\epsilon$.

Section 2.9 describes some bounds on the derivatives with respect to parameters of various objects that we constructed. In these bounds, we restrict ourselves to the so-called outgoing region, that is, roughly speaking, to the subset of the phase space in which the momentum is bounded away from zero and the angle between the momentum $\xi$ and the position $x$ is less than $\pi$. For the initial or scattering data in an appropriately chosen outgoing region, time-independent systems behave like time-decaying systems considered in the previous chapter. Therefore, we can use the results of Sect. 1.10.

Sections 2.4 and 2.9 can be skipped by a reader who is interested just in the basic material.

We already described a part of the literature on classical scattering theory in the introduction to the previous chapter. Here we are going to comment just on the work of various authors about the concepts that we introduce in this chapter and that are not direct analogs of concepts that we discussed in Chap. 1.

Proposition 2.1.2 about trapping energies can be found in [GeSj]. Proposition 2.1.4 about the zero measure of trapped but not bounded trajectories is due to Siegel [Sie].

As we mentioned earlier, most of the ideas of this chapter that were not introduced in the previous one are contained in Sect. 2.3. It is in this section where we introduce the classical Mourre estimate. Apparently, it appeared first in [GeMa1]. The Mourre estimate was invented by E. Mourre [Mo1, Mo2]. Other papers devoted to the Mourre estimate include [PSS, FH1]. The original Mourre estimate was devoted to quantum $N$-body systems.

In our version of the classical Mourre estimate, we also use some of the ideas of G.M. Graf [Gr] that suggest how to modify the observable we are constructing so that its Poisson bracket with the Hamiltonian is everywhere positive.
The fact that, for non-zero energies, all the trajectories are either bounded or escape to infinity as $|x(t)| \geq C_0(t - T)$ for some $C_0 > 0$, which we prove in Theorem 2.3.3, was probably first proven in [Hu2].

The name almost-bounded trajectories was introduced in [De7]. In celestial mechanics, they have been usually called parabolic trajectories. The study of almost-bounded trajectories presented in [De7] was a by-product of the proof of asymptotic completeness for $N$-body long-range systems contained in [De8]. In particular, Example 2.2.4 and the a priori bound on almost-bounded trajectories of Lemma 2.2.1 come from [De7].

The idea that trajectories with outgoing initial conditions have good properties from the point of view of scattering theory is probably as old as scattering theory itself, nevertheless it seems to have been first exploited successfully on a larger scale in the quantum problem by V. Enss [E1].

The construction of a function that solves the Hamilton-Jacobi equation in a domain that is large enough for applications in scattering theory, which we give in Theorem 2.7.5, is due to L. Hörmander [Hö2].

2.1 General Facts about Dynamical Systems

In this section we will describe some general results about dynamical systems on a non-compact manifold.

Suppose that $M$ is a non-compact manifold. Let $\phi(t)$ be a continuous flow on $M$, that is, a continuous map $\phi(t) : \mathbb{R} \times M \to M$ such that

$$\phi(t) \circ \phi(s) = \phi(t + s), \quad \phi(0) = \mathbb{I}.$$  

We assume that $H : M \to \mathbb{R}$ is a continuous function invariant with respect to $\phi$ and $d\mu$ is a Borel measure on $M$ invariant with respect to $\phi$. (We can think of $M$ as of a symplectic manifold with the symplectic measure $d\mu$ and of $\phi(t)$ as of the flow generated by a Hamiltonian $H$).

We can now introduce the following definition:

**Definition 2.1.1**

A point $\rho \in M$ belongs to a trajectory bounded at $\pm\infty$ if $\phi(t)(\rho)$ stays in a compact set for $t \in \mathbb{R}^\pm$. We will denote the set of such points by $\mathcal{B}^+$ (respectively $\mathcal{B}^-$). We denote by $\mathcal{B} = \mathcal{B}^+ \cap \mathcal{B}^-$ the union of all bounded trajectories and by $\mathcal{R}^\pm$ the set $M \setminus \mathcal{B}^\pm$, which is the union of all trajectories unbounded at $\pm\infty$.

**Proposition 2.1.2**

The following subsets of $\mathbb{R}$ are equal:

$$H(\mathcal{B}^+), H(\mathcal{B}^-) = H(\mathcal{B}).$$
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Proof. It is enough to show that $H(\mathcal{B}^\ast)$ is contained in $H(\mathcal{B})$. Assume that $\lambda \in H(\mathcal{B}^\ast)$, and pick $\rho \in \mathcal{B}^\ast \cap H^{-1}(\{\lambda\})$. Then $\{\phi(t)(\rho) \mid t \geq 0\}$ is contained in a compact set $K$. Therefore, there exist $\rho_\infty \in H^{-1}(\{\lambda\})$ and a sequence $t_n \to \infty$ such that $\rho_n := \phi(t_n)(\rho) \to \rho_\infty$.

We claim that $\rho_\infty \in \mathcal{B}$. Indeed, given an arbitrary $T \in \mathbb{R}$ and $\epsilon > 0$, the continuity of $\phi(T)$ implies that there exist $n = n(\epsilon, T)$ such that $\text{dist}(\phi(T)(\rho_\infty), \phi(T)(\rho_n)) \leq \epsilon$. We can, moreover, pick $n$ large enough such that $T + t_n \geq 0$, and hence $\phi(T)(\rho_n) = \phi(T + t_n)(\rho) \in K$. Since $\epsilon$ is arbitrary, we obtain that $\phi(T)(\rho_\infty) \in K$. This proves that $\rho_\infty \in \mathcal{B}$. \hfill \Box

Definition 2.1.3

The set $H(\mathcal{B}^\ast)$ described in Proposition 2.1.2 will be called the set of trapping energy levels and it will be denoted by $\sigma$.

The second abstract result is due to Siegel [Sie].

Proposition 2.1.4

The sets $\mathcal{B}^+ \setminus \mathcal{B}$ and $\mathcal{B}^- \setminus \mathcal{B}$ are of measure zero.

Proof. If $K$ is a compact set in $M$, then denote by $\mathcal{B}^+_K$ the set of $\rho \in M$ such that $\phi(t)(\rho) \in K$ for $t \in \mathbb{R}^\pm$. We set $\mathcal{B}_K = \mathcal{B}^+_K \cap \mathcal{B}^-_K$. Using the group property of $\phi(t)$, one sees easily that

$$\bigcap_{n \in \mathbb{N}} \phi(n)(\mathcal{B}^+_K) = \mathcal{B}_K.$$

One also has

$$\phi(n + 1)(\mathcal{B}^+_K) \subset \phi(n)(\mathcal{B}^+_K).$$

Using these two facts, we have

$$\mathcal{B}^+_K \setminus \mathcal{B}_K = \bigcup_{n=0}^\infty (\phi(n)(\mathcal{B}^+_K) \setminus \phi(n + 1)(\mathcal{B}^+_K))$$

$$= \bigcup_{n=0}^\infty \phi(n)(\mathcal{B}^+_K \setminus \phi(1)(\mathcal{B}^+_K)).$$

A little attention shows that the above union is disjoint. Hence, using the invariance of the measure $d\mu$, we get

$$\mu(\mathcal{B}^+_K \setminus \mathcal{B}_K) = \sum_{n=0}^\infty \mu(\mathcal{B}^+_K \setminus \phi(1)(\mathcal{B}^+_K)). \tag{2.1.1}$$

So $\mu(\mathcal{B}^+_K \setminus \mathcal{B}_K)$ is either equal to 0 or to $\infty$. But since $K$ is compact, the measure of $\mathcal{B}^+_K \setminus \mathcal{B}_K$ is finite, hence equal to 0. If we take a sequence $K_n$ of compact sets converging to $M$, then we have

$$\mathcal{B}^+ \setminus \mathcal{B} = \bigcup_{n=1}^\infty \mathcal{B}^+_{K_n} \setminus \bigcup_{n=1}^\infty B_{K_n} \subset \bigcup_{n=1}^\infty \mathcal{B}^+_{K_n} \setminus \mathcal{B}_{K_n}.$$

This clearly implies the desired result. \hfill \Box
2.2 Upper Bounds on Trajectories

From now on we will assume that $M$ is the symplectic manifold $X \times X'$ and that $H$ is a 2–body Hamiltonian of the form

$$H(x, \xi) = \frac{1}{2} \xi^2 + V(x),$$

where for the moment we only assume that the potential $V(x)$ is bounded and that the force

$$F(x) := -\nabla_x V(x)$$

belongs to $C^{0,1}(X)$. The free Hamiltonian will be, as usual,

$$H_0(x, \xi) := \frac{1}{2} \xi^2.$$

We will consider the equations of motion generated by the Hamiltonian $H(x, \xi)$, i.e.

$$\begin{cases} 
  \dot{x}(t) = \xi(t), \\
  \dot{\xi}(t) = -\nabla_x V(x(t)).
\end{cases} \tag{2.2.1}$$

We will denote by $(x(t, y, \eta), \xi(t, y, \eta))$ the solutions of (2.2.1) with the initial conditions

$$\begin{cases} 
  x(0, y, \eta) = y, \\
  \xi(0, y, \eta) = \eta.
\end{cases}$$

We will also use the notation $\phi(t)(y, \eta) = (x(t, y, \eta), \xi(t, y, \eta))$ and $\phi_0(t)(x, \xi) = (x + t\xi, \xi)$. Sometimes we will also use the notation

$$(x(t, s, y, \eta), \xi(t, s, y, \eta)) := (x(t - s, y, \eta), \xi(t - s, y, \eta)) .$$

Note that in the case of our Hamiltonian the local Lipschitz condition of the force together with the boundedness of the potential guarantees not only the local existence and uniqueness of the trajectories, but also the completeness of the flow, that means, no trajectory will escape to infinity in a finite time. In fact, since $V(x)$ is bounded and the energy is conserved, for any initial conditions $(y, \eta)$,

$$|\xi(t)| \leq C.$$

Therefore,

$$|x(t) - y| \leq C|t|.$$ 

Hence, within a finite interval of time, the solution $(x(t), \xi(t))$ stays inside a bounded set, which means that the flow is complete.

Let us remark that, thanks to the conservation of energy, a point $(y, \eta) \in X \times X'$ belongs to $B^+$ if and only if $x(t, y, \eta)$ stays bounded for all $t \in \mathbb{R}^+$. 

Next we would like to give a certain useful a priori upper bound on trajectories with a given value of energy. Of course, it will not restrict the generality if we
assume that the energy is zero, because we may add a constant to the potential 
without changing the equations of motion.

Let
\[ G(r) := \inf_{|x|=r} V(x). \]

If there exists a sequence of \( r_n \to \infty \) such that \( G(r_n) \geq 0 \), then all the trajectories 
with zero energy are bounded, because they cannot cross the spheres \( \{|x|=r_n\} \).

We will say that \( G(r) \) is negative at infinity if there exists \( R_0 \) such that, for 
\( r \geq R_0 \), we have \( G(r) < 0 \). In such a case, we define
\[ R = \inf\{r \mid G(s) < 0, \quad s \geq r\}, \]

fix \( r_0 > R \) and set
\[ T := \int_R^{r_0} (-2G(r_1))^{\frac{1}{2}} dr_1. \]

We denote by \([-T, \infty) \ni t \mapsto \omega(t)\) the unique solution of
\[
\begin{align*}
\frac{1}{2} (\dot{\omega}(t))^2 + G(\omega(t)) &= 0, \\
\omega(0) &= r_0, \quad \dot{\omega}(0) > 0.
\end{align*}
\]

The solution \( \omega(t) \) can be computed as follows. For \( r > r_0 \), we set
\[ K(r) = \int_{r_0}^{r} (-2G(r_1))^{-\frac{1}{2}} dr_1. \]

Then \( \omega(t) \) is the inverse function of
\[ [r_0, \infty) \ni r \mapsto K(r). \]

We have the following result.

**Proposition 2.2.1**

Let \( G(r) \) be negative at infinity. Then for every \((y, \eta) \in H^{-1}(\{0\})\), there exists 
t_0 such that, for all \( t \geq 0 \),
\[ |x(t, y, \eta)| \leq \omega(t - t_0). \]

**Proof.** The trajectory \( x(t) \) cannot cross the sphere \( \{x \mid |x| = R\} \). Therefore, it 
is enough to consider the case when \( |x(t)| > R \) for all times. We have
\[ \frac{d|x(t)|}{dt} \leq \frac{dx(t)}{dt} \leq (-2V(x(t)))^{\frac{1}{2}} \leq (-2G(|x(t)|))^{\frac{1}{2}}. \]

Therefore,
\[ \frac{dK(|x(t)|)}{dt} \leq 1. \]
Hence, for \( t_0 := -K(|x(0)|) \), we obtain
\[
K(|x(t)|) \leq t - t_0,
\]
from which we deduce directly that
\[
|x(t)| \leq \omega(t - t_0).
\]

\[\square\]

**Remark.** If the potential \( V(x) \) is spherically symmetric and \( G(r) \) is negative at infinity, then for any unit vector \( \mathbf{v} \), there are zero-energy trajectories of the form
\[
x(t) = \omega(t - t_0)\mathbf{v}.
\]

Therefore, the bound of Proposition 2.2.1 is optimal for such potentials.

From now on, will assume that
\[
\lim_{|x| \to \infty} V(x) = 0. \tag{2.2.2}
\]

Under this assumption, zero-energy trajectories have special properties that we describe below.

**Proposition 2.2.2**

Assume (2.2.2). Let \((y, \eta) \in H^{-1}(\{0\})\). Then
\[
\lim_{t \to \pm \infty} \frac{x(t, y, \eta)}{t} = 0. \tag{2.2.3}
\]

**Proof.** \( \lim_{r \to \infty} G(r) = 0 \) implies \( \lim_{r \to \infty} K(r)/r = \infty \). Therefore, \( \lim_{t \to \infty} \omega(t)/t = 0 \). Hence (2.2.3) follows from Proposition 2.2.1. \[\square\]

Motivated by the above proposition we introduce the following definition.

**Definition 2.2.3**

The trajectory \( x(t) \) is called almost-bound at \( \infty \) if and only if
\[
\lim_{t \to \infty} \frac{x(t)}{t} = 0
\]
and \( x(t) \) is not bounded for \( t \geq 0 \).

Analogously, we define trajectories almost-bound at \(-\infty\).

Proposition 2.2.2 says that all the zero-energy trajectories are either bounded or almost-bound at \( \pm \infty \).
Now let us give an example of almost-bounded trajectories.

**Example 2.2.4** If \( \mu > 0 \) and \( V(x) = C_0|x|^{-\mu} \) is a one-dimensional potential, then there are trajectories in \( H^{-1}(\{0\}) \) of the form \( x(t) = C_1 t^\delta \), for \( \delta = 2/(2+\mu) \) and \( C_1 = (\frac{C_0}{2}(2 + \mu)^{2})^{1/(2+\mu)} \). More generally, in any dimension, if \( \mu > 0 \) and \( |V(x)| \leq C \langle x \rangle^{-\mu} \), then we have the bound

\[
|\varphi(t)| \leq C \langle t \rangle^\delta.
\]

with the same \( \delta \).

### 2.3 The Mourre Estimate and Scattering Trajectories

In this section we strengthen our assumptions on the potentials. In addition to (2.2.2), we will assume that

\[
\lim_{|x| \to \infty} x \nabla_x V(x) = 0. \tag{2.3.1}
\]

The following class of trajectories will be the main object of investigations throughout this whole chapter.

**Definition 2.3.1**

The trajectory \( x(t, y, \eta) \) is called a scattering trajectory for \( t \to \infty \) if there exists some \( T \) and \( C_0 > 0 \) such that, for \( t \geq 0 \),

\[
|x(t, y, \eta)| \geq C_0(t - T).
\]

Scattering trajectories for \( t \to -\infty \) are defined in an analogous way.

Note that almost-bounded trajectories and scattering trajectories are two disjoint categories of unbounded trajectories. As we will see below, if we assume (2.2.2) and (2.3.1), then every point in \( \mathcal{R}^+ \) belongs either to an almost-bounded trajectory (if the energy is zero) or to a scattering trajectory (if the energy is positive).

Along a scattering trajectory, we can translate a spatial decay of the force \( -\nabla_x V(x) \) into its time decay along a scattering trajectory. Therefore, as we will see in the following sections, scattering trajectories are better behaved than general unbounded trajectories from the point of view of scattering theory.

Let us now introduce some special observables that are useful in the study of scattering trajectories.

Let \( f \in C^\infty(\mathbb{R}^+) \), \( f' \geq 0 \), \( f = 0 \) on \( [0, 1/2] \) and \( f = 1 \) on \( [1, \infty] \). For \( r > 0 \), we set

\[
F(r) := 1 + \int_{r_1}^r f(r_1) dr_1.
\]
For any $Q > 0$, we define

$$R_Q(x) := \frac{1}{2} Q^2 F \left( \frac{x^2}{Q^2} \right),$$

$$a_Q(x, \xi) := \langle \xi, x \rangle f \left( \frac{x^2}{Q^2} \right) = \frac{1}{2} \{ \xi^2, R_Q \},$$

where $\{ \cdot, \cdot \}$ denotes the Poisson bracket.

Note that $|x| \geq Q$ if and only if $R_Q(x) \geq \frac{1}{2} Q^2$, and in that case

$$R_Q(x) = \frac{1}{2} x^2.$$

\[ \begin{array}{c}
\text{Fig. 2.1. Graph of the function } R_Q. \\
\end{array} \]

The following proposition can be considered as a classical version of the celebrated Moure estimate for the quantum problem.

**Proposition 2.3.2**

We assume that the potential $V(x)$ satisfies (2.2.2) and (2.3.1). Then, for any $\gamma > 0$, there exists $Q$ such that

$$\{H, a_Q\}(x, \xi) \geq 0 \text{ if } 2H(x, \xi) \geq \gamma, \quad (2.3.2)$$

$$\{H, a_Q\}(x, \xi) \geq 2H(x, \xi) - \gamma \text{ if } |x| \geq Q. \quad (2.3.3)$$

**Proof.** We compute:

$$\{H, a_Q\} = \frac{\langle \xi, x \rangle^2}{Q^2} f' \left( \frac{x^2}{Q^2} \right) + \xi^2 f \left( \frac{x^2}{Q^2} \right) - \langle x, \nabla_x V(x) \rangle f \left( \frac{x^2}{Q^2} \right)$$
\[ \geq (2H(x, \xi) - 2V(x) - \langle x, \nabla_x V(x) \rangle) f \left( \frac{x^2}{Q^2} \right). \]

Since \( V(x) \) and \( \langle x, \nabla_x V(x) \rangle \) go to 0 when \( |x| \) goes to \( \infty \), this proves the proposition. \( \square \)

It will be useful to fix notation for some special subsets of the phase space \( X \times X' \). Let \( R \geq 0 \), \( \epsilon \geq 0 \) and \( -1 \leq \sigma \leq 1 \). Then we define
\[
\Gamma_{\epsilon, \sigma}^+ := \{(x, \xi) \in X \times X' \mid |\xi| \geq \epsilon, \langle x, \xi \rangle \geq \sigma |x||\xi|\}, \\
\Gamma_{R, \epsilon, \sigma}^+ := \Gamma_{\epsilon, \sigma}^+ \setminus \{(x, \xi) \in X \times X' \mid |x| \leq R.\}
\]

An easy geometric argument shows that if \( \epsilon > 0 \) and \( \sigma > -1 \), then there exists \( C_0 > 0 \) such that, for any \( (x, \xi) \in \Gamma_{\epsilon, \sigma}^+ \), we have
\[
|x + s\xi| \geq C_0(s + |x|), \quad s \geq 0.
\]

As we will see below, a similar estimate is true for the full flow if \( \epsilon > 0 \), \( \sigma > -1 \), \( R \) is big enough and the initial conditions belong to \( \Gamma_{R, \epsilon, \sigma}^+ \). One usually says that \( \Gamma_{\epsilon, \sigma}^+ \) is outgoing for the free flow \( \phi_0(t) \) and \( \Gamma_{R, \epsilon, \sigma}^+ \) is outgoing for the full flow \( \phi(t) \).

The most important consequence of Proposition 2.3.2 is the following theorem.

**Theorem 2.3.3**

Assume (2.2.2) and (2.3.1). Then the following statements are true:

(i) If \( (y, \eta) \in H^{-1}(0, \infty] \cap \mathcal{R}^+ \), then \( (y, \eta) \) belongs to a scattering trajectory.

(ii) The set \( H^{-1}(0, \infty) \cap \mathcal{R}^+ \) is open.

(iii) If \( \epsilon > 0 \) and \( -1 < \sigma \), then there exists \( R > 0 \) such that \( \Gamma_{R, \epsilon, \sigma}^+ \subset H^{-1}(0, \infty] \cap \mathcal{R}^+ \); moreover, there exists \( C_0 > 0 \) such that, for any \( (y, \eta) \in \Gamma_{R, \epsilon, \sigma}^+ \) and \( t > 0 \),
\[
|x(t, y, \eta)| \geq C_0(t + |y|).
\]

(iv) If \( K \) is a compact subset of \( H^{-1}(0, \infty] \cap \mathcal{R}^+ \), then there exist \( C_0 > 0 \) and \( T \) such that, for any \( (y, \eta) \in K \) and \( t > T \),
\[
|x(t, y, \eta)| \geq C_0(t - T).
\]

(v) For any \( \lambda_0 > 0 \), there exists \( Q \) such that if \( (y, \eta) \in B^+ \cap H^{-1}(|\lambda_0, \infty[) \), then
\[
\limsup_{t \to \infty} |x(t, y, \eta)| \leq Q.
\]

**Proof.** We will first prove (i).

Fix \( 2\lambda_0 > \gamma > 0 \). Choose \( Q \) such that \( a_Q \) satisfies (2.3.2) and (2.3.3) for this \( \gamma \).

Let \( (y, \eta) \in \mathcal{R}^+ \cap H^{-1}(0, \infty) \) and let \( (x(t), \xi(t)) \) be the trajectory starting at \( (y, \eta) \). Set
\[ Q(t) := a_Q(x(t), \xi(t)), \quad R_Q(t) := R_Q(x(t)) \]

Note the following properties of the functions \( a_Q(t) \) and \( R_Q(t) \), which we will use in our proof.

\[
\begin{aligned}
& \frac{d}{dt} R_Q(t) = a_Q(t), \\
& \frac{d}{dt} a_Q(t) \geq 0, \\
& \text{if } R_Q(t) \geq \frac{1}{2} Q^2, \text{ then } \frac{d}{dt} a_Q(t) \geq 2 \lambda_0 - \gamma.
\end{aligned}
\]

The first equality follows from the equations of motion, the second and third are consequences of (2.3.2) and (2.3.3).

Since \( a_Q(t) \) is an increasing function, there exists \( a_Q^+ := \lim_{t \to \infty} a_Q(t) \). Consider two cases.

**Case (1) \( a_Q^+ > 0 \)**. Then for sufficiently big \( t \),

\[
\begin{aligned}
a_Q(t) &= \frac{d}{dt} R_Q(t) \geq c > 0.
\end{aligned}
\]

Hence, for \( t > t_0 \) where \( t_0 \) is sufficiently big, we have \( R_Q(t) \geq \frac{1}{2} Q^2 \). Therefore, for \( t \geq t_0 \),

\[
\begin{aligned}
\frac{1}{2}|x(t)|^2 &= R_Q(t) \geq a + bt + \frac{t^2}{2}(2 \lambda_0 - \gamma).
\end{aligned}
\]  

Therefore \((y, \eta)\) belongs to a scattering trajectory.

**Case (2) \( a_Q^+ \leq 0 \)**. Then for all \( t \),

\[
\frac{d}{dt} R_Q(t) \leq 0. \tag{2.3.5}
\]

Thus, clearly, \( R_Q(t) \) is bounded and hence \((y, \eta)\) belongs to a bounded trajectory. This ends the proof of \((i)\).

Clearly, in **Case (2)** there exists \( \lim_{t \to \infty} R_Q(t) \). If this limit was greater than \( \frac{1}{2} Q^2 \), then (2.3.4) would be true for \( t \geq t_0 \) with \( t_0 \) sufficiently big and we would be back in **Case (1)**. Therefore, this limit is less than \( \frac{1}{2} Q^2 \). Therefore, \(|x(t)| \leq Q\) for \( t \) sufficiently big. This proves \((v)\).

Next note that \((y, \eta) \mapsto a^+_Q(y, \eta)\) is the limit of an increasing family of continuous functions \( a_Q(t) \) on the open set \( H^{-1}(]0, \infty[) \). Hence \( a^+_Q \) is a lower semi-continuous function. Thus the set \( \{(y, \eta) \mid a^+_Q(y, \eta) > 0, \ H(y, \eta) > \lambda_0\} \) is open. But \((i)\) says that this set equals \( H^{-1}(]0, \infty[) \cap \mathcal{R}^+ \). This implies \((ii)\).

Now let us prove \((iii)\). Let us first fix some constants \( \epsilon_0 > 0, c_0 > 0 \) such that

\[
1 - 2c_0 - |\sigma_-| > \epsilon_0,
\]

where \( \sigma_- = \min \{\sigma, 0\} \). By Proposition 2.3.2, we can choose \( Q \) such that, for \(|x| > Q\),

\[
\{a_Q, h\}(x, \xi) \geq 2H(x, \xi)(1 - c_0) \geq \xi^2(1 - 2c_0). \tag{2.3.6}
\]

Let \( R \) satisfy
\[ R^2(1 - |\sigma_-|) > Q^2, \]
and let \((y, \eta) \in \Gamma_{R, \epsilon, \sigma}^+\). Since \(R > Q\), we have, by (2.3.6), for small enough time \(t\),
\[
\frac{d^2}{dt^2} R_Q(t) \geq 2H(x(t), \xi(t))(1 - c_0) \\
\geq 2H(y, \eta)(1 - c_0) \geq \eta^2(1 - 2c_0).
\]
Moreover,
\[
R_Q(0) = \frac{1}{2}y^2, \\
a_Q(0) = \langle y, \eta \rangle \geq -|y||\eta||\sigma_-|.
\]
Hence as long as \(|x(t)| > Q\) we have
\[
R_Q(t) = \frac{1}{2}y^2 + t \langle y, \eta \rangle + \frac{1}{2}t^2 \eta^2(1 - 2c_0) \\
\geq \frac{1}{2}y^2 - t|y||\eta||\sigma_-| + \frac{1}{2}t^2 \eta^2(1 - 2c_0) \\
\geq \frac{1}{2}y^2(1 - |\sigma_-|) + \frac{1}{2}t^2 \eta^2(1 - 2c_0 - |\sigma_-|) + \frac{1}{2}|\sigma_-|||y| - t|\eta||^2 \\
\geq \frac{1}{2}R^2(1 - |\sigma_-|) + \frac{1}{2}t^2 \epsilon_0 \epsilon^2.
\]
Since \(R^2(1 - |\sigma_-|) > Q^2\), we deduce from (2.3.7) that \(|x(t)|\) is greater than \(Q\) for all times and, consequently, (2.3.7) holds for all times, which proves (iii).

Let us now prove (iv). Fix any \(R, \epsilon, \sigma\) are such as in (iii). From the proof of (i) we see that if \((y_0, \eta_0) \in K \subset \mathcal{R}^+ \cap H^{-1}(|\lambda_0, \infty|)\), then we will find \(T_0\) such that
\[
(x(T_0, y_0, \eta_0), \xi(T_0, y_0, \eta_0)) \in \Gamma_{R, \epsilon, \sigma}^+.
\]
It follows by the continuity of the flow that we can find an open neighborhood \(U\) of \((y_0, \eta_0)\) such that if \((y, \eta) \in U\) then \((x(T_0, y, \eta), \xi(T_0, y, \eta)) \in \Gamma_{R, \epsilon, \sigma}^+\). If we now apply (iii), then we see that
\[
|x(t, y, \eta)| \geq C_0(t - T),
\]
for some \(C_0 > 0\) and \(T\), uniformly for \((y, \eta) \in U\). To extend this onto the whole compact set \(K\), we use the standard covering argument. This completes the proof of the theorem. \(\square\)

### 2.4 Non-Trapping Energies

In this section we would like to study the trajectories for non-trapping energies. Results of this section will not be used in this chapter.

We start with the following simple proposition about the set of trapping energies introduced in Definition 2.1.2.

**Proposition 2.4.1**

*The set \([0, \infty] \setminus \sigma\) is open.*
**Proof.** Let $0 < \lambda_0 < \lambda$. Let $\lambda_n \in ]\lambda_0, \infty[ \cap H(B^+)$ such that $\lambda_n \to \lambda$. Then, by Theorem 2.3.3 (v), there exist

$$(x_n, \xi_n) \in H^{-1}(\{\lambda_n\}) \cap B^+ \cap \{(x, \xi) | |x| \leq Q\}.$$ 

Next we use the compactness argument, and we see that, by taking a subsequence, we can guarantee that there exists

$$\lim_{n \to \infty} (x_n, \xi_n) =: (x_0, \xi_0).$$

Now since we know by Theorem 2.3.3 (ii) that the set $H^{-1}(\{\lambda_0, \infty[) \cap R^+$ is open, $(x_0, \xi_0) \in B^+$. Therefore, $\lambda \in H(B^+)$, which implies the closedness of $H(B^+)$ in $R^+$.

For non-trapping energies, one can strengthen the classical Mourre estimate. By modifying the observable $a_Q$, one can make its Poisson bracket bounded below by a positive constant in any interval of non-trapping energies.

**Proposition 2.4.2**

Assume that the potential satisfies (2.2.2) and (2.3.1). If $I$ is a compact subset of $\mathbb{R}^+ \setminus \sigma$ and $\gamma > 0$, then there exists a function $\tilde{a}(\cdot, \cdot)$ on $X \times X'$ such that, for $|x|$ large enough,

$$\tilde{a}(x, \xi) = \langle x, \xi \rangle$$

and, for all $(x, \xi) \in H^{-1}(I)$,

$$\{H, \tilde{a}\}(x, \xi) \geq 2H(x, \xi) - \gamma. \tag{2.4.1}$$

**Proof.** Let $Q$ and $a_Q$ satisfy the Mourre estimate as in Proposition 2.3.2 with $\gamma$ replaced with $\gamma/2$. Let $G \in C_0^\infty(X)$ such that $G \geq 0$ and $G = 1$ for $|x| < Q$. Set

$$r(y, \eta) := - \int_0^\infty G(x(t, y, \eta))dt.$$ 

Let $I_1 \subset \mathbb{R}^+ \setminus \sigma$ be a compact set that contains $I$ in its interior. By the compactness of $H^{-1}(I_1) \cap \{x | |x| < Q\}$ and Theorem 2.3.3 (iv), we see that $r$ is a bounded function on $H^{-1}(I_1)$. Moreover, $\{H, r\} = G(x)$. Let $g \in C_0^\infty(\mathbb{R})$ be such that $g \geq 0$, $g = 0$ outside $I_1$ and $g(\lambda) = \lambda$ on $I$. We put

$$r_R(x, \xi) = G\left(R^{-1}x\right) r(x, \xi) g(H(x, \xi)).$$

We have

$$\{H, r_R\}(x, \xi) = R^{-1} \langle \xi, \nabla G\left(R^{-1}x\right) \rangle r(x, \xi) g(H(x, \xi))$$

$$+ G\left(R^{-1}x\right) G(x) g(H(x, \xi)).$$
By picking \( R \) large enough, we can make the first term smaller than \( \gamma/2 \) and we can guarantee that \( G(R^{-1} x)G(x) = G(x) \). For such \( R \), we set

\[
\tilde{a}(x, \xi) := a_Q(x, \xi) + r_R(x, \xi).
\]

We obtain

\[
\{ H, \tilde{a} \}(x, \xi) \geq \{ H, a_Q \}(x, \xi) + G(x)g(H(x, \xi)) - \frac{\gamma}{2},
\]

from which the estimate (2.4.1) follows at once. \( \square \)

The variant of the classical Mourre estimate contained in Proposition 2.4.2 allows one to estimate the time that is needed for a trajectory with a non-trapping energy to become outgoing.

**Theorem 2.4.3**

Assume that the potential satisfies (2.2.2) and (2.3.1). Let \( I \) be a compact subset of \( \mathbb{R}^+ \setminus \sigma \). Then there exists \( C_0 > 0 \) with the following property. For any \( (y, \eta) \in H^{-1}(I) \), we will find \( T \) such that

\[
\langle y \rangle \geq C_0 T,
\]

and if \( t \in \mathbb{R} \), then

\[
\langle x(t, y, \eta) \rangle \geq C_0 |t - T|.
\] (2.4.2)

**Proof.** We will use the observable \( \tilde{a}(x, \xi) \) constructed in Proposition 2.4.2 that, for \( (x, \xi) \in H^{-1}(I) \), satisfies

\[
\{ H, \tilde{a} \}(x, \xi) \geq C_1 > 0.
\] (2.4.3)

It is easy to see that, for \( (x, \xi) \in H^{-1}(I) \),

\[
C_2 \langle x \rangle \geq |\tilde{a}(x, \xi)|.
\] (2.4.4)

Set \( \tilde{a}(t) := \tilde{a}(x(t, y, \eta), \xi(t, y, \eta)) \). By (2.4.3), for any \( (y, \eta) \in H^{-1}(I) \),

\[
\frac{d}{dt} \tilde{a}(t) \geq C_1.
\] (2.4.5)

Let \( T \) be defined by the equality \( \tilde{a}(T) = 0 \). Then, by integrating (2.4.5) and using (2.4.4), we obtain

\[
C_2 \langle y \rangle \geq |\tilde{a}(0)| = \left| \int_0^T \frac{d}{ds} \tilde{a}(s) ds \right| \geq C_1 T,
\]

\[
C_2 \langle x(t, y, \eta) \rangle \geq |\tilde{a}(t)| = \left| \int_T^t \frac{d}{ds} \tilde{a}(s) ds \right| \geq C_1 |t - T|.
\] \( \square \)
2.5 Asymptotic Velocity

The aim of this section is to introduce the basic asymptotic quantity – the asymptotic velocity. It will be the analog of the asymptotic momentum constructed in Theorem 1.3.1 in the time-decaying case.

We will need the following additional condition on the force:

$$\int_0^\infty \sup_{|x| \geq R} |F(x)| \, dR < \infty. \quad (2.5.1)$$

Actually, as we will see from the proposition below, this condition implies (2.3.1) and “almost implies” (2.2.2), which are the assumptions that we used before.

**Proposition 2.5.1**
Assume (2.5.1).
(i) If the dimension of $X$ is greater than 1 then there exists

$$\lim_{|x| \to \infty} V(x). \quad (2.5.2)$$

If the dimension is equal to 1 then there exist both $\lim_{x \to \pm \infty} V(x)$.
(ii)

$$\lim_{|x| \to \infty} |x| |F(x)| = 0.$$  

**Proof.** (ii) follows from Lemma A.1.3. Let us show (i).

Clearly, for any unit vector $v$, there exists

$$\lim_{t \to \infty} V(tv).$$

If the dimension is bigger than 1, then we can connect two unit vectors $v(0)$ and $v(1)$ with a curve $[0,1] \ni \tau \mapsto v(\tau)$ such that $|v(\tau)| = 1$. Now,

$$\lim_{t \to \infty} |V(tv(0)) - V(tv(1))| \leq C \lim_{t \to \infty} \left( \sup_{\tau \in [0,1]} t |F(tv(\tau))| \right) = 0,$$

where in the last step we used (ii). \hfill \Box

Now we can show the existence of the asymptotic velocity. This result is the first step of the classification of all the scattering trajectories, which is the main goal of this chapter.

**Theorem 2.5.2**
Assume the hypotheses (2.2.2) and (2.5.1). Then for any $(y, \eta) \in X \times X'$, the following limit exists:

$$\lim_{t \to \infty} \frac{x(t, y, \eta)}{t} = : \xi^+(y, \eta). \quad (2.5.3)$$
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The function $\xi^+(\cdot, \cdot)$ has the following properties.
(i) If $\xi^+(y, \eta) \neq 0$, then
\[ \lim_{t \to \infty} \xi(t, y, \eta) = \xi^+(y, \eta). \] (2.5.4)

(ii) The set $(\xi^+)^{-1}(X^\prime \setminus \{0\})$ is open and is equal to
\[ H^{-1}([0, \infty]) \cap R^+ \]
and also to the union of all scattering trajectories.
(iii) The map
\[ (\xi^+)^{-1}(X^\prime \setminus \{0\}) \ni (y, \eta) \mapsto \xi^+(y, \eta) \in X^\prime \]
is continuous.
(iv) If $\epsilon > 0$ and $-1 < \sigma$, then there exists $R$ such that on $I^{+}_{R, \epsilon, \sigma}$
\[ \xi^+(y, \eta) - \eta \in o(|y|^0). \] (2.5.5)

**Proof.** If $(y, \eta) \in B^+$, then, obviously,
\[ \lim_{t \to \infty} \frac{x(t, y, \eta)}{t} = 0. \]
Using Proposition 2.2.2, we get that if $(y, \eta) \in H^{-1}([0, \infty])$, then we also have
\[ \lim_{t \to \infty} \frac{x(t, y, \eta)}{t} = 0. \]

Clearly, $H^{-1}([\lambda, \infty])$ is a compact set if $\lambda < 0$. Hence $H^{-1}([-\infty, 0]) \subset B$. Therefore it remains to consider the set $R^+ \cap H^{-1}([0, \infty])$.

Let $K$ be a compact set contained in $R^+ \cap H^{-1}([0, \infty])$. Then, by Theorem 2.3.3 (iv), for all $(y, \eta) \in K$, we will find $T$ and $C_0 > 0$ such that
\[ |x(t, y, \eta)| \geq C_0(t - T). \]

Now choose $J \in C^\infty(X)$ such that $0 \notin \text{supp} J$ and $J = 1$ on a neighborhood of $\{x \mid |x| > C_0\}$. Note that all the trajectories starting in $K$ are, for $t > T_1$, also trajectories for the following time-dependent force:
\[ F_J(t, x) := J\left(\frac{x}{t}\right)F(x). \] (2.5.6)

The force (2.5.6) satisfies the assumptions of Theorem 1.3.1. Hence the existence of (2.5.3) for scattering trajectories as well as the statements (i), (ii) and (iii) follow from Theorem 1.3.1.

Clearly,
\[ \xi^+(y, \eta) - \eta = - \int_0^\infty F(x(u, y, \eta)) du. \] (2.5.7)

Now \((iv)\) follows from (2.5.7) and the estimates on \(x(t, y, \eta)\) of Theorem 2.3.3 \((iii)\). This completes the proof of the theorem. \(\square\)

We will use the trick of replacing the time-independent force \(F(x)\) with a time-dependent one \(J \left( \frac{\varepsilon}{\xi} \right) F(x)\) many times. We will refer to it in the sequel as “introducing an effective time-dependent force”.

The function \(\xi^+ (\cdot, \cdot)\) will be called the asymptotic velocity. (In the previous chapter the analogous function was called the asymptotic momentum, but now the same asymptotic velocity seems more justified, since, for bounded trajectories, it is the limit (2.5.3) that always exists, and (2.5.4) does not have to be true).

We will sometimes write \(\xi(\infty, y, \eta)\) instead of \(\xi^+(y, \eta)\).

Example 2.5.3 below shows that in general the asymptotic velocity is not continuous on \((\xi^+)^{-1}\{0\}\).

Example 2.5.3
Consider a one-dimensional potential \(V(x)\) that satisfies the assumptions of Theorem 2.5.2, has a global maximum at \(x = 0\) and goes to zero as \(|x| \to \infty\). Then \((x(t), \xi(t)) = (0, 0)\) is a bounded trajectory, hence \(\xi^+(0, 0) = 0\). On the other hand, if \(\eta = \pm \sqrt{2(V(0) - V(y))}\) and \(\pm y > 0\), then \(\xi^+(y, \eta) = \pm \sqrt{2V(0)}\).

2.6 Short-Range Case

We are now going to study scattering theory for short-range time-independent potentials. The short-range case means roughly that the force \(F(x)\) decays like \(\langle x \rangle^{-\mu}\) for some \(\mu > 1\).

The first result is analogous to Theorem 1.4.1. It says that one can define the asymptotic position exactly as in the previous chapter. Essentially, the only difference is that now one has to assume that the asymptotic momentum is non-zero.

Theorem 2.6.1
Assume that
\[ \int_0^\infty \sup_{|x| \geq R} |F(x)| \langle R \rangle dR < \infty. \] (2.6.1)

Let \(\xi^+(y, \eta) \neq 0\). Then there exists
\[ \lim_{t \to \infty} (x(t, y, \eta) - t\xi^+(y, \eta)) =: x^+_sr(y, \eta). \] (2.6.2)

Moreover, the following statements are true.
(i) The function
\[ (\xi^+)^{-1}(X \setminus \{0\}) \ni (y, \eta) \mapsto x^+_sr(y, \eta) \in X \]
is continuous.

(ii) If $\epsilon > 0$ and $-1 < \sigma$, then there exists $R$ such that on $\Gamma_{R, \epsilon, \sigma}^+$

$$x_{\sigma}^+(y, \eta) - y \in o(|y|^0).$$

**Proof.** We introduce an effective time-dependent force as in the proof of Theorem 2.5.2, and then apply Theorem 1.4.1. By the equality

$$x_{\sigma}^+(y, \eta) - y = \int_0^\infty t F(x(t, y, \eta)) dt,$$

the property (ii) follows from the estimates on $x(t, y, \eta)$ of Theorem 2.3.3 (iii).

\[ \square \]

We will call $x_{\sigma}^+(y, \eta)$ the asymptotic position.

As in Sect. 1.4, for $t \in [0, \infty]$ and $(x, \xi) \in X \times X'$, we denote by $[0, t] \ni s \mapsto (y_{hr}(s, t, x, \xi), \eta_{hr}(s, t, x, \xi))$ the solution of

\[
\begin{align*}
\partial_s y_{hr}(s, t, x, \xi) &= \eta_{hr}(s, t, x, \xi), \\
\partial_s \eta_{hr}(s, t, x, \xi) &= F(y_{hr}(s, t, x, \xi)), \\
y_{hr}(t, t, x, \xi) &= x + t \xi, \\
\eta_{hr}(t, t, x, \xi) &= \xi.
\end{align*}
\]

(2.63)

Note that, for every $r \in \mathbb{R}$,

\[
(y_{hr}(s, t, x, \xi), \eta_{hr}(s, t, x, \xi)) = (y_{hr}(s - r, t - r, x + r\xi, \xi), \eta_{hr}(s - r, t - r, x + r\xi, \xi)).
\]

(2.64)

The following theorem is an analog of Theorem 1.4.2 of the previous chapter. The main difference is that, this time, one has to restrict oneself to the case $\xi \neq 0$.

**Theorem 2.6.2**

Assume that the force satisfies (2.6.1) and, in addition,

\[
\int_0^\infty \sup_{|\alpha| \geq R} |\partial_{x}^2 F(x)| (R) dR < \infty, \quad |\alpha| = 1.
\]

(2.65)

Then the trajectory $(y_{hr}(s, t, x, \xi), \eta_{hr}(s, t, x, \xi))$ converges as $t \to \infty$ uniformly for $(s, x, \xi)$ in compact sets of $\mathbb{R} \times X \times (X' \setminus \{0\})$ to a trajectory

$$s \mapsto (y_{hr}(s, \infty, x, \xi), \eta_{hr}(s, \infty, x, \xi)),$$

which satisfies

\[
\begin{align*}
\lim_{s \to \infty} (y_{hr}(s, \infty, x, \xi) - x - s \xi) &= 0, \\
\lim_{s \to \infty} (\eta_{hr}(s, \infty, x, \xi) - \xi) &= 0.
\end{align*}
\]

(2.66)

Moreover, the following facts are true:

(i) The trajectory $(y_{hr}(s, \infty, x, \xi), \eta_{hr}(s, \infty, x, \xi))$ is the only one that satisfies
\[(2.6.6)\]

(ii) The mapping

\[ [0, \infty] \times X \times (X' \setminus \{0\}) \ni (t, x, \xi) \]

\[ \mapsto (y_{hr}(s, t, x, \xi) - x - s\xi, \quad \eta_{hr}(s, t, x, \xi) - \xi) \in C_{\infty}(\mathbb{R}_s, X \times X') \]

is continuous.

**Proof.** Let \( \Theta \) be a compact subset of \( X \times (X' \setminus \{0\}) \). We can find \( \epsilon > 0, -1 < \sigma \) and \( r \) such that if \( (x, \xi) \in \Theta \), then \( (x + r\xi, \xi) \in \Gamma^{+}_{\epsilon, \sigma} \). Therefore, using (2.6.4), we see that it is enough to prove the theorem for \( (x, \xi) \in \Gamma^{+}_{\epsilon, \sigma} \).

Clearly, there exists \( C_0 > 0 \) such that if \( (x, \xi) \in \Gamma^{+}_{\epsilon, \sigma} \) and \( s \geq 0 \), then

\[ |x + s\xi| \geq C_0 s. \tag{2.6.7} \]

Introduce a cut-off function \( J(x) \) and a time-dependent effective force \( F_J(t, x) \) as we did in the proof of Theorem 2.5.2. Clearly, the force \( F_J(t, x) \) satisfies the assumptions of Theorem 1.4.2.

Let \( y_{kd,J}(s, t, x, \xi) \) be the trajectory constructed in Theorem 1.4.2 with the force \( F_J(t, x) \). We know from this theorem that it satisfies

\[ y_{kd,J}(s, t, x, \xi) - x - s\xi \in o(s^0). \tag{2.6.8} \]

uniformly in \( (t, x, \xi) \). Therefore, if we put together (2.6.7) and (2.6.8), we see that if \( T_1 \) is large enough, then this trajectory is also a solution of (2.2.1) for \( s > T_1 \).

The fact that the trajectory \( (y_{hr}(s, \infty, x, \xi), \eta_{hr}(s, \infty, x, \xi)) \) constructed in this way is the only solution of (2.6.6) can be seen by the following argument. If there exist two solutions \( (y_{hr,1}(s), \eta_{hr,1}(s)) \) and \( (y_{hr,2}(s), \eta_{hr,2}(s)) \) that satisfy (2.6.6) then, for \( s \) big enough, they both are solutions of the problem considered in Theorem 1.4.2 with the time-dependent force \( F_J(t, x) \). By the uniqueness of the problem considered in Theorem 1.4.2, they coincide for \( s > T \), hence for all \( s \).

The following identities are true:

\[ \phi(s-t)\phi_0(t)(x, \xi) = (y_{hr}(s, t, x, \xi), \eta_{hr}(s, t, x, \xi)), \]

\[ \phi_0(-t)\phi(t)(y, \eta) = (x(t, y, \eta) - t\xi(t, y, \eta), \xi(t, y, \eta)). \]

As in Sect. 1.4, we will now summarize the results obtained so far by introducing the wave transformations.

**Theorem 2.6.3**

(i) Assume (2.6.1). Then there exists the limit

\[ \lim_{t \to \infty} \phi_0^{-1}(t)\phi(t) \tag{2.6.9} \]
uniformly on compact sets in \((\xi^+)^{-1}(X'\setminus\{0\})\). The limit is a continuous map from \((\xi^+)^{-1}(X'\setminus\{0\})\) into \(X \times (X'\setminus\{0\})\).

(ii) Assume, in addition, that (2.6.5). Then there exists the limit

\[
\lim_{t \to \infty} \phi(-t)\phi_0(t) =: \mathcal{F}_{\text{fr}}^+
\]

uniformly on compact sets in \(X \times (X'\setminus\{0\})\). The map

\[
\mathcal{F}_{\text{fr}}^+ : X \times (X'\setminus\{0\}) \to (\xi^+)^{-1}(X'\setminus\{0\})
\]

defined by (2.6.10) is continuous and bijective. Moreover, (2.6.9) is equal to \((\mathcal{F}_{\text{fr}}^+)^{-1}\).

(iii) If \((y, \eta) = \mathcal{F}_{\text{fr}}^+(x, \xi)\), one has

\[
\lim_{t \to \infty} (\phi(t)(y, \eta) - \phi_0(t)(x, \xi)) = 0.
\]

(iv) The mapping \(\mathcal{F}_{\text{fr}}^+\) is symplectic.

(v) The wave transformation intertwines the full and the free dynamics:

\[
H \circ \mathcal{F}_{\text{fr}}^+ = H_0,
\]

\[
\phi(t) \circ \mathcal{F}_{\text{fr}}^+ = \mathcal{F}_{\text{fr}}^+ \circ \phi_0(t).
\]

Note also that

\[
(\mathcal{F}_{\text{fr}}^+)^{-1}(y, \eta) = (x_{\text{fr}}^+(y, \eta), \xi^+(y, \eta)).
\]

2.7 Long-Range Case

In this section we consider the case of long-range time-independent potentials. This means roughly that \(F(x)\) decays at infinity like \(\langle x \rangle^{-1-\mu}\) for some \(0 < \mu \leq 1\). In particular, the physically important Coulomb potential is of the long-range type. Our main assumption on the potentials in the long-range case will be

\[
\int_0^\infty \sup_{|x| \geq R} |\partial_x^\alpha F(x)| \langle R \rangle^{|\alpha|} dR < \infty, \quad |\alpha| \leq 1.
\]

As in Sect. 1.5, we start by a study of a mixed problem where boundary conditions are the initial position and the final momentum.

**Theorem 2.7.1**

Assume (2.7.1). Then for any \(\epsilon > 0, \sigma > -1\), there exist \(R\) and \(e_0\) such that, for any \(t \geq 0\), \((x, \xi) \in I_{\epsilon, \sigma}^+,\) there exists a unique trajectory
\[ [0, t] \ni s \mapsto (\tilde{y}(s, t, x, \xi), \tilde{\eta}(s, t, x, \xi)) \]

such that
\[
\begin{align*}
\partial_s \tilde{y}(s, t, x, \xi) &= \tilde{\eta}(s, t, x, \xi), \\
\partial_s \tilde{\eta}(s, t, x, \xi) &= F(\tilde{y}(s, t, x, \xi)), \\
\tilde{y}(0, t, x, \xi) &= x, \quad \tilde{\eta}(t, t, x, \xi) = \xi,
\end{align*}
\] (2.7.2)

and
\[ |\tilde{y}(s, t, x, \xi) - x - s\xi| \leq \epsilon_0 s. \] (2.7.3)

Moreover, the following estimates hold uniformly for \(0 \leq s \leq t \leq \infty, (x, \xi) \in \Gamma^+_{R, \epsilon, \sigma}\):
\[
\begin{aligned}
\partial_\xi^\beta (\tilde{y}(s, t, x, \xi) - x - s\xi) &\in o((\langle x \rangle + \langle s \rangle)^0)s, \quad |\beta| \leq 1, \\
\partial_x^\alpha (\tilde{y}(s, t, x, \xi) - x - s\xi) &\in o(\langle x \rangle^0), \quad |\alpha| = 1, \\
\partial_x^\alpha \partial_\xi^\beta (\tilde{\eta}(s, t, x, \xi) - \xi) &\in o((\langle x \rangle + \langle s \rangle)^{-|\alpha|}), \quad |\alpha| + |\beta| \leq 1, \\
\sup_{\{(s, t, x, \xi) \mid 0 \leq s \leq t, r \leq s + |x|, (x, \xi) \in \Gamma^+_{R, \epsilon, \sigma}\}} |\partial_x^\alpha (\tilde{\eta}(s, t, x, \xi) - \xi)| &\in L^1(dr), \quad |\alpha| = 1.
\end{aligned}
\]

**Proof.** We will reduce ourselves to the proof of Theorem 1.5.1 by introducing an effective time-dependent force. For \(\epsilon, \sigma\) as in the theorem, there exists \(C_0 > 0\) such that if \((x, \xi) \in \Gamma^+_{R, \epsilon, \sigma}\), then
\[ |x + (s - t_1)\xi| \geq C_0(|s - t_1| + |x|). \] (2.7.4)

We fix \(0 < \epsilon_0 < C_0\) and we introduce a cut-off function \(J \in C^\infty(X)\) such that \(0 \not\in \text{supp} J\) and \(J = 1\) on a neighborhood of \(\{x \mid |x| > C_0 - \epsilon_0\}\). Using \(J\), we define the effective time-dependent force \(F_J(t, x)\) as in the proof of Theorem 2.5.2. It follows from (2.7.1) that \(F_J(t, x)\) satisfies the hypotheses of Theorem 1.5.1. Therefore, we can find \(T\) such that the boundary value problem considered in Theorem 1.5.1 possesses a unique solution for any \(T \leq t_1 \leq t_2\) and any \(x, \xi\). Let us denote it by \((\tilde{y}_J(s, t_1, t_2, x, \xi), \tilde{\eta}_J(s, t_1, t_2, x, \xi))\). By enlarging \(T\) if needed, we can guarantee that
\[ |\tilde{y}_J(s, t_1, t_2, x, \xi) - x - (s - t_1)\xi| \leq \epsilon_0 |s - t_1|. \] (2.7.5)

From (2.7.4) and (2.7.5) we see that we see that
\[ |\tilde{y}_J(s, t_1, t_2, x, \xi)| \geq (C_0 - \epsilon_0)|s - t_1| + C_0|x|. \] (2.7.6)

We claim that if \(R = T(C_0 - \epsilon_0)/C_0\) and \((x, \xi) \in \Gamma^+_{R, \epsilon, \sigma}\), then we can solve our boundary value problem by putting
\[
(\tilde{y}(s, t, x, \xi), \tilde{\eta}(s, t, x, \xi)) := (\tilde{y}_J(s + r, r, t + r, x, \xi), \tilde{\eta}_J(s + r, r, t + r, x, \xi)),
\] (2.7.7)
where \( r = |x|C_0/(C_0 - \epsilon_0) \). In fact, obviously we have

\[
(\breve{y}(s, t, x, \xi), \breve{\eta}(s, t, x, \xi)) := (\breve{y}(s + r, r + r, x, \xi), \breve{\eta}(s + r, r + r, x, \xi)).
\]

Moreover, by (2.7.6) we have

\[ |\breve{y}_J(s + r, r + r, x, \xi)| \geq (C_0 - \epsilon_0)|s + r|. \]

Hence,

\[ F_J(s + r, \breve{y}_J(s + r, r + r, x, \xi)) = F(\breve{y}_J(s + r, r + r, x, \xi)). \]

Therefore the function (2.7.7) solves the boundary value problem (2.7.2) with the initial time-independent force.

The uniqueness of the solution comes from the fact that any solution of (2.7.2) with \( |\breve{y}(s) - x - s\xi| \leq \epsilon_0 s \) is also a solution of the problem considered in Theorem 1.5.1 for the force \( F_J(t, x) \) if time is large enough. Finally, the estimates on \( (\breve{y}(s, t, x, \xi), \breve{\eta}(s, t, x, \xi)) \) are obtained directly from those of Theorem 1.5.1 using the identity (2.7.7) and replacing \( s, t_1, t_2 \) there by \( s + \langle x \rangle, \langle x \rangle, t + \langle x \rangle \). \( \Box \)

It is easy to see that in general there is no global uniqueness for the solution of (2.7.2).

We will now study scattering trajectories in a way that is parallel to that of the previous chapter. We start with a discussion of the comparison of trajectories, which is an obvious analog of Theorem 1.5.2.

**Theorem 2.7.2**

Assume that the potential \( V(x) \) satisfies the estimates (2.7.1).

(i) Let \((y_1(s), \eta_1(s))\) and \((y_2(s), \eta_2(s))\) be two trajectories such that

\[
\lim_{s \to \infty} \frac{y_1(s)}{s} = \lim_{s \to \infty} \frac{y_2(s)}{s} \neq 0.
\]

Then there exists

\[
\lim_{s \to \infty} (y_1(s) - y_2(s)).
\]

(ii) Let \((y_1(s), \eta_1(s))\) be a trajectory such that

\[
\lim_{s \to \infty} \frac{y_1(s)}{s} \neq 0,
\]

and let \( x \in X \). Then there exists a unique trajectory \((y_2(s), \eta_2(s))\) such that

\[
\lim_{s \to \infty} \eta_1(s) = \lim_{s \to \infty} \eta_2(s),
\]

\[
\lim_{s \to \infty} (y_1(s) - y_2(s)) = x.
\]
Proposition 2.7.3
Assume (2.7.1). Let $\epsilon$, $\sigma$, $R$ be as in Theorem 2.7.1. For $(t, x, \xi) \in [0, \infty] \times \Gamma^+_R, \epsilon, \sigma$ we set

$$S(t, x, \xi) = \langle \xi, \tilde{y}(t, t, x, \xi) \rangle - \int_0^t \left( \frac{\partial}{\partial s} (s, t, x, \xi) - V(\tilde{y}(s, t, x, \xi)) \right) ds.$$ 

(i) The function $S(t, x, \xi)$ is the only $C^{1,1}(X')$ solution on $[0, \infty] \times \Gamma^+_R, \epsilon, \sigma$ of the problem

$$\begin{cases}
\partial_t S(t, x, \xi) = \frac{1}{2} \xi^2 + V(\nabla_x S(t, x, \xi)), \\
S(0, x, \xi) = \langle x, \xi \rangle.
\end{cases}$$

(ii) The function $S(t, x, \xi)$ is the only $C^{1,1}(X)$ solution on $[0, \infty] \times \Gamma^+_R, \epsilon, \sigma$ of the problem

$$\begin{cases}
\partial_t S(t, x, \xi) = \frac{1}{2} (\nabla_x S(t, x, \xi))^2 + V(x), \\
S(0, x, \xi) = \langle x, \xi \rangle.
\end{cases}$$

(iii) $\nabla_x S(t, x, \xi) = \tilde{\eta}(0, t, x, \xi)$ and $\nabla_x S(t, x, \xi) = \tilde{y}(t, t, x, \xi)$.

(iv) The following estimates are true uniformly for $0 \leq t, (x, \xi) \in \Gamma^+_R, \epsilon, \sigma$:

$$\partial^\beta_x \left( S(t, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} t \xi^2 \right) \in o\left((t + |x|)^0 |t|, \ |\beta| \leq 2; \right.$$ 

$$\partial^\alpha_x \partial^\beta_x \left( S(t, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} t \xi^2 \right) \in o\left(|x|^{-1-|\alpha|}, \ |\alpha| \geq 1, \ |\alpha| + |\beta| \leq 2; \right.$$
\[
\sup_{(t,x) \in \mathbb{R}^+ \times T_{n,\sigma}} \left| \partial_x^\alpha \left( S(t,x,\xi) - \langle x,\xi \rangle - \frac{1}{2} t \xi^2 \right) \right| \in L^1(\mathcal{O}), \quad |\alpha| = 2.
\]

Next we would like to give a simple condition for the solvability of the Hamilton-Jacobi equation with given initial conditions. This criterion can be viewed as a time-independent analog of Proposition 1.9.13, from which it easily follows.

**Proposition 2.7.4**

(i) Assume (2.7.1). Suppose that a function \([0, \infty] \times X' \ni (t, \eta) \mapsto S(t, \eta)\) satisfies the following condition: for any \(\epsilon > 0\), uniformly for \(|\eta| > \epsilon\), we have

\[
\partial_{\eta}^\beta \left( S_1(t, \eta) - \frac{1}{2} t \eta^2 \right) \in o(t), \quad |\beta| \leq 2.
\]

Then for any \(\epsilon_1 > 0\), there exists \(T_1\) such that, for \(T_1 \leq t_1 < t_2 \leq \infty\) and \(|\xi| > \epsilon_1\), there exists a unique family of trajectories depending continuously on \(\xi\)

\[
s \mapsto (Y_1(s, t_1, t_2, \xi), E_1(s, t_1, t_2, \xi))
\]

satisfying the following conditions:

\[
Y_1(t_1, t_1, t_2, \xi) = \nabla_\eta S_1(t_1, E_1(t_1, t_1, t_2, \xi)), \quad E_1(t_2, t_1, t_2, \xi) = \xi.
\]

They satisfy, uniformly for \(T_1 \leq t_1 \leq s \leq t_2\) and \(|\xi| > \epsilon_1\), the following estimates:

\[
\partial_{\xi}^\beta (Y_1(s, t_1, t_2, \xi) - s \xi) \in o(s), \quad |\beta| \leq 1.
\]

If \(\epsilon \geq \epsilon_1\), then let us denote

\[
\Omega_{\epsilon, T} := \{(s, E_1(s,T,\xi)) \mid s > T, \quad |\xi| > \epsilon\},
\]

\[
\Xi_{\epsilon, T} := [T, \infty[ \times \{\xi \mid |\xi| > \epsilon\}.
\]

If \(0 < \epsilon_0 < \epsilon_1 < \epsilon_2\), then by choosing \(t_1\) big enough we can guarantee that

\[
\Xi_{\epsilon_0, t_1} \subset \Omega_{\epsilon_1, t_1} \subset \Xi_{\epsilon_0, t_1}.
\]

(ii) Suppose that \(\epsilon_1, t_1\) are chosen as in (i). Then, on \(\Omega_{\epsilon_1, t_1}\), there exists a unique \(C^{1,1}(X')\) solution of the Hamilton-Jacobi equation

\[
\begin{cases}
\partial_t S_1(t_1, t_1, \xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi S_1(t_1, t_1, \xi)), \\
S_1(t_1, t_1, \xi) = S_1(t_1, \xi) = S_1(t_1, \xi).
\end{cases} \tag{2.7.8}
\]

This solution satisfies

\[
\partial_{\xi}^\beta \left( S_1(t_1, t_1, \xi) - \frac{1}{2} (t - t_1) \xi^2 - S_1(t_1, \xi) \right) \in o(t), \quad |\beta| \leq 2. \tag{2.7.9}
\]
(iii) If, on $\Omega_{\epsilon_1,t_1}$,
\[ \partial_\epsilon S_1(t,\xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi S_1(t,\xi)) , \]
then, for $(t,\xi) \in \Omega_{\epsilon_1,t_1}$, we have
\[ S_1(t,t_1,\xi) = S_1(t,\xi) . \]

**Proof.** Suppose that $\epsilon_0 < \epsilon_1$. We will find $T_1$ and $C_0 > 0$ such that, for $t \geq T_1$ and $|\eta| \geq \epsilon_0$,
\[ |x(t, \nabla_\eta S_1(t,\eta))| \geq C_0 t . \]
We choose a cut-off $J$ and define the effective force $F_J(t,x)$ as we did in the proof of Theorem 2.5.2. By Proposition 1.9.12, for all $t_1 \leq t_2$ big enough and $|\xi| > \epsilon$, we will find families of trajectories
\[ s \mapsto (Y_j(s,t_1,t_2,\xi), E_j(s,t_1,t_2,\xi)) \]
satisfying the conditions
\[ Y_j(t_1,t_1,t_2,\xi) = \nabla_\eta S_1(t_1,E_j(t_1,t_2,\xi)), \quad E_j(t_2,t_1,t_2,\xi) = \xi . \]

They satisfy the estimates
\[ \partial_\epsilon^\beta (Y_j(s,t_1,t_2,\xi)) - (s-t_1)\xi - \nabla_\xi S_1(t_1,\xi) \in o(s), \quad |\beta| \leq 1. \quad (2.7.10) \]

If $t_1$ is big enough, then $F(x)$ coincides with $F_J(t,x)$ along those trajectories. Therefore, we can write $(Y_j(s), E_j(s))$ instead of $(Y_j(s), E_j(s))$. This ends the proof of (i).

To show (ii), we define
\[ \tilde{S}_1(t,t_1,\xi) := S_1(t_1,E_1(t_1)) \]
\[ + \int_{t_1}^t (\frac{1}{2} E_j^2(s) + V(Y_j(s)) - \langle Y_j(s), \nabla V(Y_j(s)) \rangle) ds , \]
where $(Y_j(s), E_j(s)) = (Y_j(s,t_1,t_2,\xi), E_j(s,t_1,t_2,\xi))$.

It follows from (2.7.10) that (2.7.9) is true for $|\beta| = 1,2$. Next we note that
\[ S_1(t,t_1,\xi) - \frac{1}{2} t \xi^2 = \tilde{S}_1(t_1,\xi) + \int_{t_1}^t V(\nabla_\xi S_1(s,t_1,\xi)) ds . \]

But by (2.2.2)
\[ V(\nabla_\xi S_1(s,t_1,\xi)) \in o(s^0) . \]
Therefore, (2.7.9) is true also for $|\beta| = 0$.

(iii) follows from the uniqueness of the solution of (2.7.8). \qed
In the time-decaying case, in order to construct a global solution of the Hamilton-Jacobi equation, it was enough to fix an origin in position and in time for time large enough. In the time-independent case, one has to make a more complicated construction. Moreover, in general, we cannot demand that the function $S(t, \xi)$ be a solution of the Hamilton-Jacobi equation for all $t \geq T$, uniformly in $\xi$.

Proposition 2.7.4 can be used to construct solutions of the Hamilton-Jacobi equation for the momenta outside of an arbitrarily small neighborhood of zero. Below we construct a function $S(t, \xi)$ that solves the Hamilton-Jacobi equation only for large enough time and non uniformly in the momentum, but at least is defined everywhere.

We will also construct the family $Y(t, \xi)$ of trajectories with the asymptotic momentum $\xi$ related to the function $S(t, \xi)$ similarly as in the previous chapter. Both $Y(t, \xi)$ and $S(t, \xi)$ will be used afterwards to define the modified free flow and the modified wave transformations.

**Theorem 2.7.5**

Under the hypothesis (2.7.1), there exists a function $S(t, \xi)$ that has the following property: for any $\epsilon > 0$, there exists $T_\epsilon$ such that

$$\partial_t S(t, \xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi S(t, \xi)), \text{ for } |\xi| \geq \epsilon, \; t \geq T_\epsilon.$$ 

The function $S(t, \xi)$ satisfies, uniformly for $|\xi| \geq \epsilon$,

$$\partial^\beta_\xi \left( S(t, \xi) - \frac{1}{2} t \xi^2 \right) \in o(t), \quad |\beta| \leq 2.$$

Moreover, there exists a family of trajectories $(Y(t, \xi), E(t, \xi))$ for $\xi \neq 0$ such that

$$\lim_{t \to \infty} E(t, \xi) = \xi, \quad \partial^\beta_\xi (Y(t, \xi) - t \xi) \in o(t), \quad |\beta| \leq 1,$$

and that is related to $S(t, \xi)$ by the following property: for any $\epsilon > 0$, there exists $T_\epsilon$ such that if $t \geq T_\epsilon$ and $|\xi| \geq \epsilon$, then

$$\nabla_\eta S(t, E(t, \xi)) = Y(t, \xi).$$

**Proof.** Our construction of the function $S(t, \xi)$ is inspired by a similar construction of Hörmander [Hö2, Thm 30.3.3].

The trajectories $(Y(t, \xi), E(t, \xi))$ will be constructed consecutively for $|\xi| > 2^{-n}$. For any $\epsilon > 0$, $T$ it will be useful to have the notation

$$\Omega_{\epsilon, T} := \{(t, E(t, \xi)) \mid t > T, \; |\xi| > \epsilon\}.$$ 

We will also use the sets $\Xi_{\epsilon, T}$, which were defined in Proposition 2.7.4.
Apart from trajectories, we will define an increasing sequence of times $t_n \in \mathbb{R}^+$ and functions $[0, \infty[ \times \mathcal{X} \ni (t, \eta) \mapsto S_n(t, \eta)$ that satisfy the following conditions:

(i) $\partial_t^2 \left( S_n(t, \xi) - \frac{1}{2} t \xi^2 \right) \in \mathcal{O}(t), \quad |\beta| \leq 2$,

(ii) $\partial_t S_n(t, \xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi S_n(t, \xi)), \quad n \geq 1, \quad (t, \xi) \in \Omega_{2-n, t_n}$,

(iii) $S_n(t, \xi) = S_{n-1}(t, \xi), \quad n \geq 1, \quad t \leq t_n$,

(iv) $Y(t, \xi) = \nabla_\eta S_n(t, E(t, \xi)), \quad n \geq 1, \quad (t, \xi) \in \Xi_{2-n, t_n}$.

We start the induction by setting

$$S_0(t, \xi) := \frac{1}{2} \xi^2.$$ 

Suppose that we defined $S_{n-1}(t, \xi)$. Besides, suppose that we defined the trajectories $(Y(t, \xi), E(t, \xi))$ for $|\xi| > 2^{-n}$. By Proposition 2.7.4 (i), we will find $t_n$ such that there exists a family of trajectories $(Y_n(t, \xi), E_n(t, \xi))$ for $|\xi| > 2^{-n-3}$ satisfying

$$Y_n(t, \xi) = \nabla_\eta S_{n-1}(t_n, E_n(t_n, \xi)), \quad E_n(\infty, \xi) = \xi.$$ 

For $\epsilon > 2^{-n-3}$, we set

$$\Omega^n_{\epsilon, T} := \{(t, E_n(t, \xi)) \mid t > T, \ |\xi| > \epsilon\}.$$ 

By enlarging $t_n$ if needed, we can guarantee that

$$\Omega^n_{2-n, t_n} \subset \Xi_{2-n-1, t_n}, \quad \Xi_{2-n-1, t_n} \subset \Omega^n_{2-n, t_n}.$$ 

Clearly, for $|\xi| > 2^{-n+1}$, the new trajectories $(Y_n(t, \xi), E_n(t, \xi))$ coincide with $(Y(t, \xi), E(t, \xi))$. For $2^{-n} \leq |\xi| < 2^{-n+1}$, we set

$$((Y(t, \xi), E(t, \xi)) := (Y_n(t, \xi), E_n(t, \xi)).$$

From Proposition 2.7.4 (ii) we obtain the existence on $\Omega^n_{2-n, t_n}$ of the solution of the problem

$$\begin{cases} 
\partial_t \tilde{S}_n(t, \xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi \tilde{S}_n(t, \xi)), \\
\tilde{S}_n(t_n, \xi) = S_{n-1}(t_n, \xi).
\end{cases}$$

Note that, on $\Omega^n_{2-n+1, t_n} = \Omega^n_{2-n, t_n}$, we have

$$S_{n-1}(t, \xi) = \tilde{S}_n(t, \xi).$$

Then we set

$$S_n(t, \xi) := \begin{cases} 
S_{n-1}(t, \xi), & \text{for } t \leq t_n, \\
\tilde{S}_n(t, \xi)(1 - \chi_n(\xi)) + \frac{1}{2} t_\xi^2 \chi_n(\xi) & \text{otherwise},
\end{cases}$$

where $\chi_n(\xi) = 1$ for $|\xi| \leq 2^{-n}$ and $\chi_n(\xi) = 0$ for $|\xi| > 2^{-n+1}$.
where \( \chi_n \in C_0^\infty (X') \) such that \( \chi_n (\xi) = 1 \) for \( |\xi| < 2^{-n-2} \) and \( \chi_n (\xi) = 0 \) for \( |\xi| > 2^{-n-3} \). Eventually, we set

\[
S(t, \xi) := \lim_{n \to \infty} S_n(t, \xi).
\]

The above limit exists trivially: for any \( t, \xi \), the number \( S_n(t, \xi) \) does not depend on \( n \) for big enough \( n \). This completes the proof of the theorem. \( \square \)

Now we are prepared to define the asymptotic position and the modified wave operator in the long-range case. As in Sects. 1.5, 1.6 and 1.8, we have the choice of using, in these definitions, either the family of trajectories \( Y(t, \xi) \) or the generating function \( S(t, \xi) \) (both introduced in Theorem 2.7.5).

We start with an analog of Theorem 1.5.3. It follows e.g. by introducing an effective time-dependent force.

**Theorem 2.7.6**
Assume (2.7.1). Let \( \xi^+(y, \eta) \not= 0 \). Then there exists

\[
\lim_{t \to \infty} (x(t, y, \eta) - Y(t, \xi^+(y, \eta))) =: \tilde{x}_t^+(y, \eta) . \tag{2.7.11}
\]

Moreover, the following statements are true:

(i) The function

\[
(\xi^+)^{-1}(X' \setminus \{0\}) \ni (y, \eta) \mapsto \tilde{x}_t^+(y, \eta) \in X
\]

is continuous.

(ii) If \( \epsilon > 0 \) and \( -1 < \sigma \), then there exists \( R \) such that, on \( \Gamma_{R, \epsilon, \sigma}^+ \), we have

\[
x_{t, R}^+(y, \eta) - y \in o(\langle y \rangle).
\]

(iii) The convergence of \( \langle 2.7.11 \rangle \) is uniform on compact subsets of \( \xi^{-1}(X' \setminus \{0\}) \).

(iv) The map

\[
\xi^{-1}(X' \setminus \{0\}) \ni (y, \eta) \mapsto (x_{t, R}^+(y, \eta), \xi^+(y, \eta)) \in X \times (X' \setminus \{0\}) \tag{2.7.12}
\]

is bijective.

**Definition 2.7.7**
We denote the inverse of \( \langle 2.7.12 \rangle \) by \( \mathcal{F}_{t, R}^+ \) and call it the modified wave transformation.

This completes the construction of the modified wave transformation that is parallel to that of Sect. 1.5.

Next we would like to present a construction of \( \mathcal{F}_{t, R}^+ \) that is parallel to that of Sect. 1.6. We start with an analog of Theorem 1.6.1.
Theorem 2.7.8
Assume (2.7.1). Let $\xi^+(y, \eta) \neq 0$. Then

$$x^+_\xi(y, \eta) = \lim_{t \to \infty} (x(t, y, \eta) - \nabla S(t, \xi(t, y, \eta))).$$

The convergence of (2.7.11) is uniform on compact subsets of $\xi^{-1}(X' \setminus \{0\})$.

The next result is similar to Theorem 1.6.2.

For any $(x, \xi) \in X \times (X' \setminus \{0\})$, $t \in [0, \infty[$, we will denote by $s \mapsto (y_{\xi}(s, t, x, \xi), \eta_{\xi}(s, t, x, \xi))$ the unique trajectory such that

$$\begin{cases}
y_{\xi}(t, t, x, \xi) = x + \nabla S(t, \xi)(t, \xi), \\
\eta_{\xi}(t, t, x, \xi) = \xi.
\end{cases}$$

Theorem 2.7.9
Assume (2.7.1). Then the trajectory

$$\mathbb{R}^+ \ni s \mapsto (y_{\xi}(s, t, x, \xi), \eta_{\xi}(s, t, x, \xi))$$

converges uniformly on compact sets of $\mathbb{R} \times X \times (X' \setminus \{0\})$ as $t \to \infty$ to a trajectory

$$\mathbb{R}^+ \ni s \mapsto (y_{\xi}(s, \infty, x, \xi), \eta_{\xi}(s, \infty, x, \xi)),$$

which satisfies

$$\begin{cases}
\lim_{s \to \infty} (y_{\xi}(s, \infty, x, \xi) - x - \nabla S(s, \xi)) = 0, \\
\lim_{s \to \infty} (\eta_{\xi}(s, \infty, x, \xi) - \xi) = 0.
\end{cases} \tag{2.7.13}$$

Moreover, the following statements are true:

(i) The trajectory $(y_{\xi}(s, \infty, x, \xi), \eta_{\xi}(s, \infty, x, \xi))$ is the only one that satisfies (2.7.13).

(ii) The map

$$[0, \infty] \times X \times (X' \setminus \{0\}) \ni (t, x, \xi)$$

$$\mapsto (y_{\xi}(s, t, x, \xi) - x - y_{\xi}(s, t, 0, \xi), \eta_{\xi}(s, \infty, x, \xi) - \xi) \in C_\infty(\mathbb{R}_s, X \times X')$$

is continuous.

Proof. Fix a compact set $K \subset X \times (X' \setminus \{0\})$. If $(x, \xi) \in K$, there exist $C_0 > 0$ and $T_0$ such that, for $s \geq T_0$,

$$|x + s\xi| \geq C_0 s. \tag{2.7.14}$$

Let us introduce a cutoff function $J$ and a time-dependent force $F_J(t, x)$ as in the proof of Theorem 2.5.2. We claim that we can find a unique trajectory

$$(y_{\eta_{\xi}J}(s, t, x, \xi), \eta_{\eta_{\xi}J}(s, t, x, \xi))$$
for the force \( F_j(t, x) \) such that

\[
\begin{align*}
y_{hd,j}(t, t, x, \xi) &= x + \nabla_\xi S(t, \xi), \\
\eta_{hd,j}(t, t, x, \xi) &= \xi,
\end{align*}
\]

(2.7.15)

and this trajectory converges as \( t \to \infty \) to a trajectory

\[
s \mapsto (y_{hd,j}(s, \infty, x, \xi), \eta_{hd,j}(s, \infty, x, \xi)).
\]

In fact, the force \( F_j(t, x) \) satisfies the conditions of Theorem 1.6.2. Moreover, for \( t \geq T_1 \) and \( |\xi| > \epsilon \), there exists a family of trajectories \((Y(t, \xi), E(t, \xi))\) that satisfies

\[
\nabla_\eta S(t, E(t, \xi)) = Y(t, \xi).
\]

This family of trajectories clearly solves (2.7.15) with \( x = 0 \). Now the existence of \((y_{hd,j}(s, t, x, \xi), \eta_{hd,j}(s, t, x, \xi))\) follows from the arguments of Theorem 1.6.2.

To be exact, the trajectories \( Y(t, \xi) \) and the modifier \( \nabla_\xi S(t, \xi) \) that we are now using differ from those used in Theorem 1.6.2, where they were fixed by the condition \( Y(T, \xi) = 0 \). The reader will easily convince himself that, as long as \( |\xi| \geq \epsilon \), we can use the arguments of Theorem 1.6.2.

We also note the following estimate:

\[
y_{hd,j}(s, t, x, \xi) - x - s\xi \in o(s^0 \langle x \rangle).
\]

(2.7.16)

Therefore, from (2.7.14) and (2.7.16) we infer that there exists \( T_2 \) such that, for \( s > T_2 \),

\[
F_j(s, y_{hr,j}(s, t, x, \xi)) = F(j(s, t, x, \xi)).
\]

Hence, for \( s > T_2 \), the trajectory \( y_{hr,j}(s, t, x, \xi) \) is also a trajectory for the original force \( F(x) \). By setting \( y_{hr}(s) := y_{hd,j}(s) \) for \( s \geq T_1 \) and extending it for \( s \leq T_1 \) by the flow, we obtain the trajectory \( y_{hr}(s) \) satisfying (2.7.13). The statements \((i)\) and \((ii)\) of the theorem are direct consequences of Theorem 1.6.2.

We can now formulate the results obtained so far in the now familiar language of wave transformations.

**Definition 2.7.10**

We define the modified free flow by

\[
X \times X' \ni (x, \xi) \mapsto \phi_{hr}(t)(x, \xi) := (x + \nabla_\xi S(t, \xi), \xi) \in X \times X'.
\]

One has the following corollary of Theorems 2.7.8 and 2.7.9.

**Theorem 2.7.11**

\((i)\) Assume that the hypothesis (2.7.1) holds. Then the following limit exists uniformly on compact sets \( X \times (X' \setminus \{0\}) \):

\[
\]
\[ \mathcal{F}_{ir}^+ := \lim_{t \to \infty} \phi(-t) \phi_{ir}(t) \] (2.7.17)

and the following limit exists uniformly on compact sets of \((\xi^+)^{-1}(X^t \cup \{0\})\):
\[ \lim_{t \to \infty} \phi_{ir}^{-1}(t) \phi(t). \] (2.7.18)

The limit in (2.7.18) is equal to \((\mathcal{F}_{ir}^+)^{-1}\).

(ii) If \((y, \eta) = \mathcal{F}_{ir}^+(x, \xi)\), then one has
\[ \lim_{t \to \infty} (\phi(t, 0)(y, \eta) - (x + Y(t, \xi), \xi)) = 0. \]

(iii) The mapping \(\mathcal{F}_{ir}^+\) is symplectic.

(iv) The modified wave transformation intertwines the full and the free dynamics:
\[ H \circ \mathcal{F}_{ir}^+ = H_0, \]
\[ \phi(t) \circ \mathcal{F}_{ir}^+ = \mathcal{F}_{ir}^+ \circ \phi_0(t). \]

2.8 The Eikonal Equation

The eikonal equation is especially interesting in the time-independent case, because it does not involve the time variable.

First let us describe the solution of the eikonal equation that is natural in the short-range case.

**Proposition 2.8.1**

Assume (2.6.1) and (2.6.5). Let \(R, \varepsilon, \sigma\) be as in Theorem 2.7.1. Then, for \((x, \xi) \in \Gamma_{R, \varepsilon, \sigma}^+\), the following limit exists:
\[ \lim_{t \to \infty} \left( S(t, x, \xi) - \frac{1}{2} t \xi^2 \right) =: \Phi_{ir}^+(x, \xi). \]

It satisfies the eikonal equation
\[ \frac{1}{2} \xi^2 = \frac{1}{2} (\nabla_x \Phi_{ir}^+(x, \xi))^2 + V(x). \]

It is a generating function of \(\mathcal{F}_{ir}^+\), that is
\[ (x, \nabla_x \Phi_{ir}^+(x, \xi)) = \mathcal{F}_{ir}^+(\nabla_{\xi} \Phi_{ir}^+(x, \xi), \xi). \]

We have the identities
\[ \nabla_x \Phi_{ir}^+(x, \xi) = \tilde{\eta}(0, \infty, x, \xi), \]
\[ \nabla_t \Phi_{\gamma r}^+(x, \xi) = \lim_{t \to \infty} (\tilde{y}(t, \infty, x, \xi) - t \xi) \\
= \lim_{t \to \infty} (\tilde{y}(t, t, x, \xi) - t \xi). \]

Next we describe the solution of the eikonal equation that, in the long-range case, is naturally associated to the function \( S(t, \xi) \).

**Proposition 2.8.2**

Assume (2.7.1). Let \( R, \epsilon, \sigma \) be as in Theorem 2.7.1. Then, for \((x, \xi) \in \Gamma_{\epsilon, \sigma}^+\), there exists

\[ \lim_{t \to \infty} (S(t, x, \xi) - S(t, \xi)) =: \Phi_{\gamma r}^+(x, \xi). \]

It solves the eikonal equation

\[ \frac{1}{2} \xi^2 = \frac{1}{2} (\nabla_x \Phi_{\gamma r}^+(x, \xi))^2 + V(x). \]

It is a generating function of \( F_{\gamma r}^+ \), that is

\[ (x, \nabla_x \Phi_{\gamma r}^+(x, \xi)) = F_{\gamma r}^+(\nabla_t \Phi_{\gamma r}^+(x, \xi), \xi). \]

We have the identities

\[ \nabla_x \Phi_{\gamma r}^+(x, \xi) = \tilde{\eta}(0, \infty, x, \xi), \quad (2.8.1) \]

\[ \nabla_t \Phi_{\gamma r}^+(x, \xi) = \lim_{t \to \infty} (\tilde{y}(t, \infty, x, \xi) - Y(t, \xi)) \\
= \lim_{t \to \infty} (\tilde{y}(t, t, x, \xi) - \tilde{Y}(t, \xi)). \quad (2.8.2) \]

The following estimates hold uniformly for \((x, \xi) \in \Gamma_{\epsilon, \sigma}^+\):

\[ \partial_x^{|\alpha|} \partial_t^{|\beta|} (\Phi_{\gamma r}^+(x, \xi) - \langle x, \xi \rangle) \in o(|x|^{3-|\alpha|}), \quad |\alpha| + |\beta| \leq 2, \quad (2.8.3) \]

\[ \sup_{(x, \xi) \in \Gamma_{\epsilon, \sigma}^+} |\partial_x^{|\alpha|} (\Phi_{\gamma r}^+(x, \xi) - \langle x, \xi \rangle)| \in L^1(\text{d}r), \quad |\alpha| = 2. \]

**Proof.** The proof is analogous to that of Proposition 1.8.3 and left to the reader. The estimate (2.8.3) for \(|\alpha| = 0\) is proven as in the proof of Proposition 2.9.5. \( \square \)

### 2.9 Smoothness of Trajectories

Now we are going to study the smoothness with respect to parameters of various functions constructed in the previous section. We will use the following assumptions on the forces:
\[
\int_0^\infty \sup_{|x| \geq R} |\partial_x^\alpha F(x)|\langle R \rangle^{\alpha_1+\mu} dR < \infty, \quad \alpha \in \mathbb{N}^n.
\] (2.9.1)

We will always assume that \( \mu \geq 0 \) in (2.9.1). The case \( \mu = 0 \) will be called the “smooth long-range condition”, and the case \( \mu = 1 \) will go under the name of the “smooth short-range condition”.

Note that (2.9.1) is akin to the conditions used in the theory of pseudo-differential operators to define “symbols of order \(-\mu\)”.

We begin with some estimates on the derivatives of the solutions \((\bar{y}(s,t,x,\xi), \bar{\eta}(s,t,x,\xi))\) to the boundary value problem considered in Theorem 2.7.1. It will be an analog of Theorem 1.10.1.

**Theorem 2.9.1**

Assume that the force \( F(x) \) satisfies (2.9.1) with \( \mu \geq 0 \). Let \( R, \epsilon > 0 \) and \( \sigma \) be as in Theorem 2.7.1. Then one has, uniformly for \((x,\xi) \in \Gamma^{R,\epsilon,\sigma}_R\), \(0 \leq s \leq t\),

\[
\partial_x^\beta \bar{y}(s,t,x,\xi) - x - s\xi \in o((\langle x \rangle + s)^0)\langle x \rangle^{-\mu}|s|.
\] (2.9.2)

Moreover, for some \( f_\beta, f_{\alpha,\beta} \in L^1(du) \), we have

\[
|\partial_x^\beta \bar{y}(s,t,x,\xi) - x - s\xi| \leq \int_{\langle x \rangle}^\infty f_\beta(u)\langle u \rangle^{-\mu} du,
\] (2.9.3)

\[
|\partial_x^\beta \bar{y}(s,t,x,\xi) - x - s\xi| \leq \int_{\langle x \rangle}^\infty f_{\alpha,\beta}(u)\langle u \rangle^{-\mu} du,
\] (2.9.4)

\[
|\partial_x^\beta (\bar{\eta}(s,t,x,\xi) - \xi) \leq \int_{\langle x \rangle + s}^\infty f_\beta(u)\langle u \rangle^{-\mu} du,
\] (2.9.5)

\[
|\partial_x^\beta (\bar{\eta}(s,t,x,\xi) - \xi) \leq \int_{\langle x \rangle + s}^\infty f_{\alpha,\beta}(u)\langle u \rangle^{-\mu} du,
\] (2.9.6)

for \( |\alpha| \geq 1 \).

**Proof.** Applying the trick used in the proof of Theorem 2.7.1, we see that these estimates are obtained from those of Theorem 1.10.1 by replacing \((s,t_1, t_2)\) by \((s + \langle x \rangle, \langle x \rangle, t + \langle x \rangle)\). \[\Box\]

Let us now state some estimates on solutions of the Hamilton-Jacobi and eikonal equations.

**Proposition 2.9.2**

Assume (2.9.1) with \( \mu \geq 0 \). Let \( R, \epsilon \) and \( \sigma \) be as in Theorem 2.7.1. Then the function \( S(t,x,\xi) \) satisfies, uniformly for \((t,x,\xi) \in [0,\infty] \times \Gamma^{R,\epsilon,\sigma}_R\), the following estimates:
\[
\frac{\partial^\alpha}{\partial t^\alpha} \left( S(t, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} \xi^2 \right) \in o(\langle x \rangle^0 |\xi|^0 |t|^0),
\]

\[
\frac{\partial^\alpha}{\partial x^\alpha} \frac{\partial^\beta}{\partial t^\beta} \left( S(t, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} \xi^2 \right) \in o(\langle x \rangle^{-|\alpha|} |\xi|^0 |t|^0), \quad |\alpha| + \mu \geq 1,
\]

\[
\sup_{(t, x, \xi) \in \mathbb{R}^+ \times \Gamma_{R, \varepsilon, \sigma}} \left| \frac{\partial^\alpha}{\partial x^\alpha} \frac{\partial^\beta}{\partial t^\beta} \left( S(t, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} \xi^2 \right) \right| \in r^{2-|\alpha|-\mu} L^1(\text{d}r), \quad |\alpha| + \mu \geq 2.
\]

Next we consider the smoothness properties of the solution of the eikonal equation associated with the short-range wave transformation.

**Proposition 2.9.3**
Assume (2.9.1) with \( \mu \geq 1 \). Let \( R, \varepsilon \) and \( \sigma \) be such as in Theorem 2.7.1. Then uniformly for \( (x, \xi) \in \Gamma_{R, \varepsilon, \sigma}^+ \), we have

\[
|\frac{\partial^\alpha}{\partial x^\alpha} \frac{\partial^\beta}{\partial t^\beta} (\Phi_{sr}^+(x, \xi) - \langle x, \xi \rangle)| \in o(\langle x \rangle^{-|\alpha|}),
\]

\[
\sup_{(x, \xi) \in \Gamma_{R, \varepsilon, \sigma}^+} |\frac{\partial^\alpha}{\partial x^\alpha} \frac{\partial^\beta}{\partial t^\beta} (\Phi_{sr}^+(x, \xi) - \langle x, \xi \rangle)| \in r^{-|\alpha|} L^1(\text{d}r), \quad |\alpha| \geq 1.
\]

Next we study the regularity of functions that we defined in the long-range case.

**Proposition 2.9.4**
Assume (2.9.1) with \( \mu = 0 \). Then the function \( S(t, \xi) \) and the trajectories \( Y(t, \xi) \) constructed in Theorem 2.7.5 for \( \varepsilon > 0 \), uniformly for \( |\xi| \geq \varepsilon \), satisfy the estimates

\[
\frac{\partial^\beta}{\partial t^\beta} \left( S(t, \xi) - \frac{1}{2} \xi^2 \right) \in o(t),
\]

\[
\frac{\partial^\beta}{\partial t^\beta} (Y(t, \xi) - t \xi) \in o(t).
\]

**Proposition 2.9.5**
Assume (2.9.1) with \( \mu = 0 \). Let \( R, \varepsilon \) and \( \sigma \) be as in Theorem 2.7.1. Then, uniformly for \( (x, \xi) \in \Gamma_{R, \varepsilon, \sigma}^+ \), we have

\[
\frac{\partial^\alpha}{\partial x^\alpha} \frac{\partial^\beta}{\partial t^\beta} (\Phi_{sr}^+(x, \xi) - \langle x, \xi \rangle) \in o(\langle x \rangle^{-|\alpha|}),
\]

\[
\sup_{(x, \xi) \in \Gamma_{R, \varepsilon, \sigma}^+} |\frac{\partial^\alpha}{\partial x^\alpha} \frac{\partial^\beta}{\partial t^\beta} (\Phi_{sr}^+(x, \xi) - \langle x, \xi \rangle)| \in r^{2-|\alpha|} L^1(\text{d}r), \quad |\alpha| \geq 2.
\]

**Proof.** The case \( |\alpha| \geq 1 \) follows immediately from (2.8.1) and Theorem 2.9.1. Let us show the estimates for \( |\alpha| = 0, |\beta| \geq 1 \). We use the first identity of (2.8.2):
2. Classical 2-Body Hamiltonians

\[
\nabla_\xi \Phi_{1t}^+(x_0, \xi) = \lim_{t \to \infty} (\bar{y}(t, \infty, x_0, \xi) - Y(t, \xi)) \\
= \lim_{t \to \infty} (\bar{y}(t, \infty, \bar{y}(s, \infty, x_0, \xi), \xi) - \bar{y}(t, \infty, Y(s, \xi), \xi)) \\
= \bar{y}(s, \infty, x_0, \xi) - Y(s, \xi) \\
+ \int_0^\infty (\bar{n}(t, \infty, \bar{y}(s, \infty, x_0, \xi), \xi) - \bar{n}(t, \infty, Y(s, \xi), \xi)) \, dt.
\]

where we chose \( s \) big enough so that \( (Y(s, \xi), \xi) \in \Gamma_{R, \epsilon, \sigma}^+ \) and \( (\bar{y}(s, \infty, x_0, \xi), \xi) \in \Gamma_{R, \epsilon, \sigma}^+ \) for appropriate \( R, \epsilon, \sigma \). Then we can write

\[
\bar{n}(t, \infty, \bar{y}(s, \infty, x_0, \xi), \xi) - \bar{n}(t, \infty, Y(s, \xi), \xi) \\
= \int_0^1 \nabla_\xi \bar{n}(t, \infty, \tau \bar{y}(s, \infty, x_0, \xi) + (1 - \tau)Y(s, \xi), \xi)(\bar{y}(s, \infty, x_0, \xi) - Y(s, \xi)) \, d\tau.
\]

and use the estimates of Theorem 2.9.1.

The case \( |\alpha| = |\beta| = 0 \) will not be used later on and is left to the reader. \( \square \)
3. Quantum Time-Decaying Hamiltonians

3.0 Introduction

Our presentation of classical 2-body scattering was divided into two chapters. In the first chapter we studied scattering in the presence of forces that decay in time. In the second chapter we investigated potentials that are time-independent but decay in space. In the quantum case, we will also consider separately two analogous classes of 2-body systems.

In this chapter we will treat time-dependent Hamiltonians of the form

\[ H(t) = \frac{1}{2}D^2 + V(t, x). \] (3.0.1)

We will make assumptions on the temporal decay of \( \partial_x^n V(t, x) \) that are uniform in \( x \). We will study various objects that describe the asymptotics of the evolution defined by (3.0.1) for \( t \to \infty \).

In the literature, scattering theory for time-dependent Hamiltonians of the form (3.0.1) is rarely studied as the end in itself. They appear usually as auxiliary objects useful in the study of time-independent Hamiltonians

\[ H = \frac{1}{2}D^2 + V(x) \] (3.0.2)

with a potential that decays in space. As a matter of fact, results obtained in this chapter will be used in the next chapter devoted to scattering theory for Hamiltonians of the form (3.0.2). Nevertheless, we think that time-dependent Hamiltonians deserve our attention. As we will see throughout this chapter, under suitable conditions on \( V(t, x) \), scattering theory for such Hamiltonians has very good mathematical properties and can serve as an excellent “training ground” to learn some of the concepts of scattering theory for time-independent Hamiltonians.

Let us briefly describe the contents of this chapter.

In Sect. 3.1 we fix the notation and discuss the relation between the evolution \( U(t, s) \) and the time-dependent Hamiltonian \( H(t) \) that generates this evolution. This question is studied in an abstract setting in Appendix B.3.

In Sect. 3.2 we introduce the asymptotic momentum, that is, the self-adjoint operator defined by

\[ D^+ := \lim_{t \to \infty} U(0, t)DU(t, 0), \] (3.0.3)
where the limit (3.0.3) has to be understood in a special sense described in Appendix B.2. The existence of (3.0.3) is true under quite general assumptions on the potential, e.g. if \( V(t, x) = V_0(t, x) + V_1(t, x) \), where

\[
|V_0(t, x)| \leq C \langle t \rangle^{-\mu_0}, \quad \mu_0 > 1,
\]
\[
|\nabla_x V_1(t, x)| \leq C \langle t \rangle^{-1-\mu_1}, \quad \mu_1 > 0.
\]

Another, equivalent definition of \( D^+ \) is possible:

\[
D^+ = \lim_{t \to \infty} U(0, t) \frac{d}{dt} U(t, 0). \tag{3.0.4}
\]

A large part of Sect. 3.1 is devoted to a proof of (3.0.4). This part of Sect. 3.1 essentially will not be used in this chapter.

Sect. 3.3 is devoted to the fast-decaying scattering theory. In the fast-decaying case, one can compare the dynamics with the evolution generated by the free Hamiltonian

\[
H_0 := \frac{1}{2} D^2.
\]

We prove that if we assume, for instance, that

\[
|V(t, x)| \leq C \langle t \rangle^{-\mu}, \quad \mu > 1,
\]

then the wave operator for the fast-decaying case

\[
\lim_{t \to \infty} U(0, t) e^{-i t H_0} =: \Omega^+_{\text{fd}} \tag{3.0.5}
\]

exists and is unitary. The unitarity of the wave operator goes under the name of asymptotic completeness.

The wave operator implements the unitary equivalence of \( D^+ \) and \( D \):

\[
D^+ = \Omega^+_{\text{fd}} D \Omega^+_{\text{fd}}. \tag{3.0.6}
\]

In the slow-decaying case, the limit (3.0.5), in general, does not exist. We need to replace in (3.0.5) the free dynamics \( e^{-i t H_0} \) with a modified one \( e^{-i S(t, D)} \). It turns out that if we chose appropriately the function \( S(t, \xi) \), then the modified wave operator

\[
\lim_{t \to \infty} U(0, t) e^{-i S(t, D)} =: \Omega^+_{\text{sd}} \tag{3.0.7}
\]

exists and is unitary. It satisfies

\[
D^+ = \Omega^+_{\text{sd}} D \Omega^+_{\text{sd}}. \tag{3.0.8}
\]

The function \( S(t, \xi) \) is not uniquely defined. The choice that we usually make is a solution of the Hamilton-Jacobi equation with a certain potential that is close to the potential \( V(t, x) \).

The construction of the modified wave operator and the proof of its unitarity are described in Sects. 3.4 and 3.5. In Sect. 3.4 we impose very weak conditions on the potential, roughly speaking, we demand that
\[ |\partial_x^\alpha V(t, x)| \leq C(t)^{-\mu - |\alpha|}, \quad \mu > 0, \quad |\alpha| = 1, 2. \] \hspace{1cm} (3.0.9)

In Sect. 3.5 we develop slow-decaying scattering theory under more restrictive hypotheses
\[ |\partial_x^\alpha V(t, x)| \leq C_\alpha(t)^{-\mu - |\alpha|}, \quad \mu > 0, \quad |\alpha| \geq 1. \] \hspace{1cm} (3.0.10)

The proofs in Sect. 3.4 are quite technical. Therefore we decided for the convenience of the reader to give an independent treatment of this subject in Sect. 3.5. We recommend the reader to skip Sect. 3.4 on the first reading (the results of this section are not used in the remaining part of this chapter).

In practice, it is useful to know how to construct a modified free dynamics that can be put in (3.0.7) without solving the Hamilton-Jacobi equation. If the potential satisfies
\[ |\partial_x^\alpha V(t, x)| \leq C(t)^{-\mu - |\alpha|}, \quad \mu > \frac{1}{2}, \quad |\alpha| = 1, \]
then one can define wave operators using the so-called Dollard dynamics. Beside its simplicity, the Dollard dynamics has the advantage of being applicable if the system has some “internal degrees of freedom”. Dollard wave operators are described in Sect. 3.6.

In Sect. 3.7 we present a construction of the modified wave operator that is an adaptation to the time-dependent case of a construction ofIsozaki-Kitada [IK1]. This construction uses a Fourier integral operator
\[ J_{sd}^+(s)\phi(x) := (2\pi)^{-n} \int \int e^{i\Phi_{sd}(s, x, \xi) - i|y, \xi|} \phi(y) dy d\xi, \] \hspace{1cm} (3.0.11)
where \( \Phi_{sd}^+(s, x, \xi) \) is a solution of the eikonal equation. We show that
\[ \Omega_{sd}^+ = \lim_{s \to \infty} U(0, s) J_{sd}^+(s). \] \hspace{1cm} (3.0.12)

Note that (3.0.7) was the strong limit, whereas (3.0.12), under the hypotheses on potentials that we use, is the norm limit. If the choices of \( S(t, \xi) \) and \( \Phi_{sd}^+(s, x, \xi) \) are related to one another in the way described in Chap. 1, then the modified wave operators defined by (3.0.7) and (3.0.12) are equal.

In Sect. 3.8 we describe examples of time-dependent potentials for which the asymptotic velocity \( D^+ \) and the wave operator \( \Omega_{sd}^+ \) exist but asymptotic completeness fails, that is, \( \text{Ran} \Omega_{sd}^+ \neq L^2(X) \). Moreover, \( D^+ \) has some pure point spectrum, therefore \( D^+ \) cannot be unitarily equivalent to \( D \). The first class of examples, due to Yafaev [Yaf1], is given in Subsect. 3.8.2. It is based on the adiabatic approximation described in Subsect. 3.8.1. In these counterexamples, \( \partial_x^\alpha V(t, x), \quad |\alpha| = 2, \) decays a little bit slower than \( O(t^{-2}) \). In Subsect. 3.8.3 we give sharper counterexamples, with \( \partial_x^\alpha V(t, x) \in O(t^{-2}), \quad |\alpha| = 2, \) which is the borderline for asymptotic completeness.

Similarly as in the classical case, if we assume the following version of the fast-decaying condition:
\[ |\partial_x^\alpha V(t, x)| \leq C_\alpha(t)^{-\mu - |\alpha|}, \quad \mu > 1, \quad |\alpha| \geq 1, \] \hspace{1cm} (3.0.13)
then wave operators have especially good properties. It turns out that (3.0.13) implies that \( \Omega^+_{\text{sd}} \) is a bounded pseudo-differential operator in the following sense: there exists a function \( a^+(x, \xi) \) such that
\[
\Omega^+_{\text{sd}} \phi(x) = (2\pi)^{-n} \int a^+(x, \xi) e^{i(x-y)\xi} \phi(y) dy d\xi,
\]
\[
|\partial_x^\alpha \partial_\xi^\beta a^+(x, \xi)| \leq C_{\alpha, \beta}.
\]
These properties of fast-decaying scattering theory are proven in Sect. 3.9.

It turns out that the condition (3.0.10) does not imply that \( \Omega^+_{\text{sd}} \) is a pseudo-differential operator in the sense of (3.0.14). Instead, we show in Sect. 3.0.15 that the time-translated modified wave operator is a Fourier integral operator in the following sense: for \( s \) big enough, there exists an amplitude \( a^+(s, x, \xi) \) such that
\[
U(s, 0) \Omega^+_{\text{sd}} \phi(x) = (2\pi)^{-n} \int a^+(s, x, \xi) e^{i\Phi^+_{\text{sd}}(s, x, \xi) - i(y, \xi)} \phi(y) dy d\xi,
\]
\[
|\partial_x^\alpha \partial_\xi^\beta (a^+(s, x, \xi) - 1) | \in o(s^{-|s|}).
\]

A reader who needs just a short introduction to the basic construction of modified wave operators can restrict himself to the first part of Sect. 3.2 and Sect. 3.5. On the first reading, it is also a good idea to learn the alternative constructions of modified wave operators given in Sects. 3.6 and 3.7.

The existence of the asymptotic momentum and fast-decaying scattering theory are very easy in the case of Hamiltonians considered in this chapter. The most difficult subject of this chapter is slow-decaying scattering theory. The results about scattering in the slow-decaying case will be used in the next chapter, where we will study the long-range problem. In fact, a desire to give a clear exposition of the main technical difficulties of the long-range problem led us to write a separate chapter on time-dependent Hamiltonians.

Let us sketch the history of long-range scattering theory. The definition of a modified wave operator in the case of the Coulomb potential was first given by Dollard in [Dol1]. It was extended to a much larger class of potentials in [BuMa]. Other early papers on the subject include [AlKa, AMM]. In [Hör1], Hörmander introduced modified free dynamics defined by exact solutions of the Hamilton-Jacobi equation.

Asymptotic completeness for long-range two-body systems was first proven by Saito [Sai1, Sai2] and Kitada [Kit1, Kit2, Kit3]. Their proofs used the stationary approach.

A fully time-dependent proof was first given in [E5] and later in [Pe1] in the case \( \mu > 1/2 \) (see (3.0.10)). A time-dependent proof for potentials with a slower decay was given in [KiYa1, KiYa2]. Let us note that this proof allowed for time-dependent potentials.

A different construction of modified wave operators, which uses a Fourier integral modifier whose phase is a solution of the eikonal equation, was given in [Kako, IK1].

It is possible to give other constructions of modified wave operators. One of them, which instead of the modified free dynamics \( e^{-iS(t, p)} \) uses a dynamics of the form

\[
\]
3.1 Time-Dependent Schrödinger Hamiltonians

Let us start with describing notation and facts concerning time-dependent Schrödinger Hamiltonians. The basic notation concerning Hilbert spaces is given in Appendix B.1.

Most of the time, we will work with the Hilbert space $L^2(X)$ where $X = \mathbb{R}^n$. $X$ is equipped with a scalar product. $|x|$ will denote the length of $x \in X$.

$D := i^{-1} \nabla$ will denote the momentum operator (which is a vector of commuting self-adjoint operators). The free Hamiltonian is defined as

$$H_0 := \frac{1}{2}D^2 = -\frac{1}{2}\Delta.$$ 

We will sometimes use the scale of Sobolev spaces

$$H^m(X) := \{ \phi \in D'(X) \mid (1 - \Delta)^{\frac{m}{2}}\phi \in L^2(X) \}.$$ 

A time-dependent Schrödinger operator is a function $\mathbb{R}^+ \ni t \mapsto H(t)$ with values in self-adjoint operators of the form

$$H(t) = \frac{1}{2}D^2 + V(t, x),$$ (3.1.1)

where $\mathbb{R}^+ \times X \ni (t, x) \mapsto V(t, x) \in \mathbb{R}$ is a measurable function satisfying certain conditions that permit to define a unitary dynamics $U(t, s)$ generated by $H(t)$.
There are many different conditions that one can impose on \( V(t, x) \) for this purpose. One set of conditions that we can use in this chapter, which will be sufficient for applications in the following chapter, is as follows:

\[
\begin{align*}
    t \mapsto \|V(t, \cdot)\|_\infty & \quad \text{belongs to} \quad L^1_{\text{loc}}(dt), \\
    t \mapsto \|(1 + D^2)^{-\frac{1}{2}}[D^2, V(t, x)](1 + D^2)^{-\frac{1}{2}}\| & \quad \text{belongs to} \quad L^1_{\text{loc}}(dt).
\end{align*}
\]  

(3.1.2)

Then we define \( U(t, s) \) by the following convergent expansion:

\[
U(t, s) = \sum_{n=0}^{\infty} \int_{t \geq u_1 \geq \ldots \geq u_n \geq s} e^{i(t-u_n)H_0}V(u_n, x) \cdots V(u_1, x)e^{i(u_1-s)H_0}du_n \cdots du_1.
\]

By Proposition B.3.6, it follows from Hypothesis (3.1.2) that the unitary dynamics \( U(t, s) \) is \( D^2 \)-regularly generated by \( H(t) \) in the sense of Definition B.3.2. Note also that \( U(t, s) \) preserves \( H^1(X) \).

The hypothesis (3.1.2) has the following disadvantage. It implies that, for almost all times, the potential \( V(t, x) \) has to be bounded. This is somewhat disappointing, because in most of this chapter the boundedness of \( V(t, x) \) does not play a role, it is the boundedness of \( \nabla_x V(t, x) \) that is important. Alternatively, instead of (3.1.2), we can assume a much more general hypothesis, which, unfortunately, is not explicit. We can just suppose that \( U(t, s) \) is a unitary dynamics in the sense of Definition B.3.1 that is \( B \)-regularly generated by \( H(t) \) in the sense of Definition B.3.2 with \( B = D^2 + x^2 \).

We will denote by \( \nabla_x V(t, x) \) the distributional derivative of \( V(t, x) \), which is equal to the (possibly unbounded) operator \( [D, iV(t, x)] \). Note that \( [D, iV(x)] \) is bounded iff the distributional derivative \( \nabla_x V(x) \) is in \( L^\infty(X) \), and then \( [D, iV(x)] = \nabla_x V(x) \).

We define the Heisenberg derivative associated with \( H(t) \):

\[
D := \frac{d}{dt} + i[H(t), \cdot].
\]

3.2 Asymptotic Momentum

As in the classical case, we will start our exposition of scattering theory for time-dependent potentials with a construction of the asymptotic momentum, which is a basic asymptotic quantity common to the fast- and slow-decaying cases. Our first result will be the quantum analog of Theorem 1.3.1.

**Theorem 3.2.1**

Suppose that

\[
\int_0^\infty \|[1 + D^2]^{-1}, V(t, x)\|dt < \infty.
\]  

(3.2.1)
Then there exists the limit
\[ s-C_{\infty} \lim_{t \to \infty} U(0,t)DU(t,0) =: D^+ . \] (3.2.2)

\( D^+ \) is a vector of commuting self-adjoint operators. If we assume, in addition, that
\[ V(t, x) = V_0(t, x) + V_1(t, x) \]
such that
\[ \int_0^\infty \|V_0(t, x)\| dt < \infty , \] (3.2.3)
\[ \lim_{\epsilon \to 0} \int_0^\infty \|[(1 + \epsilon D^2)^{-1}, V_1(t, x)]\| dt = 0 , \] (3.2.4)
then \( D^+ \) is densely defined.

Remark. Let us note that the conditions (3.2.3) and (3.2.4) imply (3.2.1). Moreover, (3.2.4) follows from the following condition: for some \( \sigma < 1/2 , \)
\[ \int_0^\infty \| (D)^{-\sigma} \partial_x^\alpha V_1(t, x) (D)^{-\sigma} \| dt < \infty , \ |\alpha| = 1 . \] (3.2.5)

**Proof of Theorem 3.2.1.** Let us first prove the existence of the limit in (3.2.2). By a density argument, it is enough to show the existence of
\[ s- \lim_{t \to \infty} U(0, t) g(D) U(t, 0) \] (3.2.6)
for \( g \in C^\infty_0 (X) . \) Now,
\[ \frac{d}{dt} U(0, t) g(D) U(t, 0) = U(0, t) [iV(t, x), g(D)] U(t, 0) . \]
By Lemma C.1.2,
\[ \| [iV(t, x), g(D)] \| \leq C \| [(1 + D^2)^{-1}, V(t, x)] \| . \]
This is integrable. So the existence of (3.2.6) follows by integration.

Next let us prove that \( D^+ \) has a dense domain. Let \( U_1(t, s) \) denote the dynamics generated by the Hamiltonian
\[ H_1(t) := \frac{1}{2} D^2 + V_1(t, x) . \]
Then it is very easy to see that there exists
\[ \lim_{t \to \infty} U(0, t) U_1(t, 0) . \]
Now,
\[ s- \lim_{t \to \infty} U_1(0, t) (1 + \epsilon D^2)^{-1} U_1(t, 0) - (1 + \epsilon D^2)^{-1} \]
\[ = \int_0^\infty U_1(0, t) [(1 + \epsilon D^2)^{-1}, V_1(t, x)] U_1(t, 0) dt . \] (3.2.7)
This converges to zero as $\epsilon \to 0$. Therefore

$$s - \lim_{\epsilon \to 0} (1 + \epsilon(D^+)^2)^{-1}$$

$$= s - \lim_{t \to \infty} \left(s - \lim_{t \to \infty} U_1(0, t) \left(1 + \epsilon D^2\right)^{-1} U_1(t, 0)\right) = 1$$

By (B.2.2), this implies that the self-adjoint operator $D^+$ has a dense domain.

The observable $D^+$ classifies the states in $L^2(X)$ according to their asymptotic behavior in momentum space. It turns out that there exists an alternative method of constructing $D^+$ using the operator $\frac{\epsilon}{\delta}$ instead of $D$. Consequently, $D^+$ describes also the asymptotic behavior of states in position space.

**Theorem 3.2.2**

Assume (3.2.3) and (3.2.4). Then

$$D^+ = s - C_{\infty} - \lim_{t \to \infty} U(0, t) \frac{x}{t} U(t, 0).$$

(3.2.8)

To prove this theorem, we will need some additional techniques, which will be further developed in a somewhat different situation in the next chapter. Note that the remaining part of this section will not be used in this chapter except for Sect. 3.8.

**Proposition 3.2.3**

Assume (3.2.1). Suppose that $j, g \in C_0^\infty(X)$ and $\text{supp}j \cap \text{supp}g = \emptyset$. Then

$$\int_1^\infty \left\| j \left(\frac{x}{t}\right) g(D)U(t, 0)\phi\right\|^2 \frac{dt}{t} \leq C\|\phi\|^2, \phi \in L^2(X).$$

(3.2.9)

If, moreover, $J \in C_0^\infty(X)$ such that $J = 1$ on a neighborhood of $\text{supp}g$ then

$$s - \lim_{t \to \infty} U(0, t) J \left(\frac{x}{t}\right) g(D)U(t, 0) = g(D^+).$$

(3.2.10)

**Proof.** We will prove the proposition by constructing a suitable propagation observable and applying Lemma B.4.1 of the Appendix B.4. By a covering argument, we may assume that the support of $g$ and $j$ are very close respectively to $\xi_0 \in X'$ and $x_0 \in X$, with $\xi_0 \neq x_0$. We can then find $v \in X'$ and $\theta_1 < \theta_2$ such that

$$\text{supp}g \subset \{x \mid \langle v, x \rangle > \theta_1\}, \quad \text{supp}j \subset \{x \mid \langle v, x \rangle < \theta_2\}.$$ 

Choose a function $\tilde{J} \in C^\infty(\mathbb{R})$ such that $\tilde{J} \in C_0^\infty(\mathbb{R})$ and

$$\nabla_x \tilde{J}(\langle v, x \rangle) \geq j^2(x).$$
Set \( J(x) := \tilde{J}(\langle v, x \rangle) \).

We consider the following propagation observable:

\[
\Phi(t) := g(D)J \left( \frac{x}{t} \right) g(D),
\]

which is uniformly bounded in \( t \). We compute its Heisenberg derivative. We obtain

\[
\begin{align*}
D\Phi(t) &= [V(t, x), ig(D)]J(\frac{x}{t})g(D) + \text{hc} \\
&+ \frac{i}{2} g(D)(D - \frac{1}{t})\nabla_x J(\frac{x}{t})g(D) + \text{hc}.
\end{align*}
\]

(3.2.11)

We claim that, for some \( C_0 > 0 \), the second term on the right-hand side of (3.2.11) is greater than or equal to

\[
C_0 \frac{1}{t} g(D)j^2 \left( \frac{x}{t} \right) g(D) + O(t^{-2}).
\]

(3.2.12)

One way to prove (3.2.12) is to use the pseudo-differential calculus. In fact, by Proposition D.5.3 we can rewrite the left-hand side of (3.2.12) as

\[
\frac{1}{t} r^w(t, x, D) + O(t^{-2}), \quad \text{where} \quad r(t, x, \xi) = g^2(\xi) \left( \xi - \frac{x}{t} \right) \nabla_x J \left( \frac{x}{t} \right).
\]

The right-hand side of (3.2.12) can be rewritten as

\[
\frac{1}{t} p^w(t, x, D) + O(t^{-2}), \quad \text{where} \quad p(t, x, \xi) = g^2(\xi)j^2 \left( \frac{x}{t} \right).
\]

Both \( r(t, x, \xi) \) and \( p(t, x, \xi) \) are symbols of the class \( S(1, g_0(t)) \) (see Appendix D.5). We clearly have

\[
r(t, x, \xi) \geq (\theta_2 - \theta_1)p(t, x, \xi).
\]

(3.2.13)

Using (3.2.13) and the sharp G\( \langle R \rangle \)arding inequality (see Proposition D.5.4), we get

\[
\frac{1}{t} r^w(t, x, D) \geq \frac{1}{t} (\theta_2 - \theta_1)p^w(t, x, D) + O(t^{-2}), \quad \text{which proves} \ (3.2.12).
\]

Applying Lemma B.4.1, we see that (3.2.12) implies (3.2.9). Let us now consider \( J \in C^\infty(X) \) such that \( \nabla_x J \in C_0^\infty(X) \) and \( \text{supp} \nabla_x J \cap \text{suppg} = \emptyset \). We will prove now that there exists

\[
s-\lim_{t \to \infty} U(0, t) J \left( \frac{x}{t} \right) g(D) U(t, 0).
\]

(3.2.14)

In fact, take \( \tilde{J}, \tilde{g} \in C_0^\infty(X) \) such that \( \tilde{J} \nabla_x J = \nabla_x J, \tilde{g} g = g \) and \( \text{supp} \tilde{J} \cap \text{suppg} = \emptyset \). Then we can estimate

\[
\left| \left( \phi \left( D J \left( \frac{x}{t} \right) g(D) \right) \phi \right) \right| \leq C t^{-1} \left\| \tilde{J} \left( \frac{x}{t} \right) \tilde{g}(D) \phi \right\|^2 + O(t^{-2}).
\]

(3.2.15)

This is integrable along the evolution by (3.2.9). Hence (3.2.14) exists.
If we assume, in addition, that \( J \in C_0^\infty(X) \) and \( \text{supp} J \cap \text{supp} g = \emptyset \), then we know by (3.2.9) that
\[
\int_1^\infty \left\| J \left( \frac{x}{t} \right) g(D) U(t, 0) \phi \right\|^2 \frac{dt}{t} < \infty. \tag{3.2.16}
\]

Clearly, if a function \( f(t) \) satisfies
\[
\lim_{t \to \infty} f(t) \text{ exists, } \int_1^\infty f^2(t) \frac{dt}{t} < \infty,
\]
then \( \lim_{t \to \infty} f(t) = 0 \). Hence (3.2.16) and the existence of (3.2.14) imply that (3.2.14) is zero if \( J \in C_0^\infty(X) \), \( \text{supp} J \cap \text{supp} g = \emptyset \).

Unfortunately, this is not the end of the proof of (3.2.10), since we need to show that there is no propagation for large \( |x|/t \). To this end, take functions \( F \in C^\infty(\mathbb{R}) \), \( f \in C_0^\infty(\mathbb{R}) \) such that \( F = 0 \) on a neighborhood of 0, \( F = 1 \) on a neighborhood of \( \infty \), and \( F' = f^2 \). Set
\[
\Phi_R(t) := g(D) F \left( \frac{|x|}{Rt} \right) g(D).
\]

\[
-\mathbf{D} \Phi_R(t) = [V(t, x), g(D)] F \left( \frac{|x|}{Rt} \right) g(D) + \hbar c
+ \frac{1}{t} g(D) f^2 \left( \frac{|x|}{Rt} \right) \left( \frac{|x|}{Rt} \right) g(D)
+ \frac{1}{2R} g(D) D \frac{|x|}{Rt} f^2 \left( \frac{|x|}{Rt} \right) g(D) + \hbar c. \tag{3.2.17}
\]

Let \( \tilde{g} \in C_0^\infty(X) \) such that \( \tilde{g} g = g \). The third term on the right-hand side of (3.2.17) equals
\[
\frac{1}{t R} g(D) f \left( \frac{|x|}{Rt} \right) \left( \tilde{g}(D) D \frac{|x|}{Rt} + \hbar c \right) f \left( \frac{|x|}{Rt} \right) g(D) + O(t^{-2} R^{-2})
\geq - \frac{C_0}{t R} g(D) f \left( \frac{|x|}{Rt} \right) g(D) + O(t^{-2} R^{-2}).
\]

Hence, for \( R \geq C_0 \),
\[
-\mathbf{D} \Phi_R(t) \geq -C \|[V(t, x), g(D)]\| + O(t^{-2} R^{-2}). \tag{3.2.18}
\]

Therefore, for \( R > C_0 \) and any \( t_0 \geq 0 \),
\[
\lim_{t \to \infty} U(0, t) \Phi_R(t) U(t, 0) \leq U(0, t_0) \Phi_R(t_0) U(t_0, 0)
+ C \int_{t_0}^\infty \|[V(t, x), g(D)]\| dt + O(t_0^{-1} R^{-2}). \tag{3.2.19}
\]

By choosing \( t_0 \) big enough, we can make the integral on the right-hand side of (3.2.19) as small as we wish. For a fixed \( t_0 \), the first and third terms on the right-hand side of (3.2.19) go to zero as \( R \to \infty \). Hence
\[
\lim_{R \to \infty} \left( \lim_{t \to \infty} \left( s- \lim_{R \to \infty} U(0, t) \Phi_R(t) g(D) U(t, 0) \right) \right) = 0. \tag{3.2.20}
\]
But we already know that, for big enough $R_1, R_2$,
\[
\lim_{t \to \infty} U(0, t) (\Phi_{R_2}(t) - \Phi_{R_1}(t)) U(t, 0) = 0,
\]
using the fact that the function
\[
F \left( \frac{|x|}{R_2} \right) - F \left( \frac{|x|}{R_1} \right)
\]
has a compact support. Therefore, for big $R$,
\[
\lim_{t \to \infty} U(0, t)\Phi_R(t) U(t, 0) = 0.
\]
This ends the proof of (3.2.10).

**Proposition 3.2.4**

Assume (3.2.1). Suppose that $g, J \in C_0^\infty(X)$ and $\text{supp} g \cap \text{supp} \nabla J = \emptyset$. Then
\[
\int_1^\infty \left\| \frac{x}{t} - D \right\| J \left( \frac{x}{t} \right) g(D) U(t, 0) \phi^2 \frac{dt}{t} \leq C \|\phi\|^2, \; \phi \in L^2(X), \tag{3.2.21}
\]
\[
\lim_{t \to \infty} \left\| \frac{x}{t} - D \right\| J \left( \frac{x}{t} \right) g(D) U(t, 0) = 0. \tag{3.2.22}
\]

**Proof.** We consider the following propagation observable
\[
\Phi(t) := -g(D) J \left( \frac{x}{t} \right) \left( \frac{x}{t} - D \right)^2 J \left( \frac{x}{t} \right) g(D),
\]
which is bounded uniformly in $t$, and compute its Heisenberg derivative. We obtain
\[
\begin{align*}
D\Phi(t) &= -\frac{1}{t} g(D) (D J \left( \frac{x}{t} \right)) (\frac{x}{t} - D)^2 J \left( \frac{x}{t} \right) g(D) + \text{hc} \\
&\quad - [V(t, x), i g(D)] J \left( \frac{x}{t} \right) (\frac{x}{t} - D)^2 J \left( \frac{x}{t} \right) g(D) + \text{hc} \\
&\quad + \frac{1}{t} g(D) J \left( \frac{x}{t} \right) (\frac{x}{t} - D)^2 J \left( \frac{x}{t} \right) g(D) + \text{hc} \\
&\quad + g(D) J \left( \frac{x}{t} \right) (\frac{x}{t} - D) [V(t, x), iD] J \left( \frac{x}{t} \right) g(D) + \text{hc}.
\end{align*} \tag{3.2.23}
\]
Using Lemma C.1.2, we see that the terms in the second and fourth line of the right-hand side of (3.2.23) are integrable in norm. Let $\tilde{j} \in C_0^\infty(X)$ such that $\tilde{j} = 1$ on $\text{supp} \nabla_x J$ and $\text{supp} \tilde{j} \cap \text{supp} j = \emptyset$. Then the first line of the right-hand side of (3.2.23) can be written as
\[
\frac{1}{2t} g(D) \nabla J \left( \frac{x}{t} \right) \left( \frac{x}{t} - D \right)^3 \tilde{j} \left( \frac{x}{t} \right) g(D) + \text{hc} + O(t^{-3}).
\]
This is integrable along the evolution by Proposition 3.2.3. Now by Lemma B.4.1 we obtain (3.2.21).

To prove (3.2.22), we observe that there exists

\[
s = \lim_{t \to \infty} U(0, t) \Phi(t) U(t, 0),
\]

(3.2.24)

because the Heisenberg derivative of \( \Phi(t) \) is integrable by Proposition 3.2.3. Moreover, \( \Phi(t) \leq 0 \) and, by (3.2.21), we have

\[
\int_1^\infty (\phi, U(0, t) \Phi(t) U(t, 0) \phi) \frac{dt}{t} < \infty.
\]

(3.2.25)

Therefore,

\[
\lim_{t \to \infty} U(0, t) \Phi(t) U(t, 0) = 0,
\]

which proves (3.2.22). \( \square \)

**Proof of Theorem 3.2.2.** Let \( f, g \in C_0^\infty(X) \) and \( \phi \in L^2(X) \). Since the domain of \( D^+ \) is dense, it suffices to show that

\[
\lim_{t \to \infty} U(0, t) f \left( \frac{x}{t} \right) U(t, 0) g(D^+) \phi = (D^+) g(D^+) \phi
\]

(3.2.26)

Choose \( J \in C_0^\infty(X) \) such that \( J = 1 \) on a neighborhood of \( \text{supp} g \). Then, by (3.2.10), the difference between the two sides of (3.2.26) is equal to

\[
\lim_{t \to \infty} U(0, t) \left( f \left( \frac{x}{t} \right) - f(D) \right) J \left( \frac{x}{t} \right) g(D) U(t, 0) \phi.
\]

(3.2.27)

By the Baker-Campbell-Hausdorff formula, we have

\[
f(D) - f \left( \frac{x}{t} \right) = \int_0^1 \nabla f \left( \tau D + \left( 1 - \tau \right) \frac{x}{t} \right) \left( D - \frac{x}{t} \right) d\tau
\]

(3.2.28)

\[
\text{with} \quad \int_0^1 \int_0^1 \Delta f \left( \tau D + \left( 1 - \tau \right) \frac{x}{t} \right) d\tau.
\]

Therefore (3.2.27) equals

\[
\lim_{t \to \infty} B(t) \left( \frac{x}{t} - D \right) J \left( \frac{x}{t} \right) g(D) U(t, 0) \phi + O(t^{-1}),
\]

where \( B(t) \) is bounded. This equals zero by (3.2.22). \( \square \)

### 3.3 Fast-Decaying Case

The asymptotic momentum constructed in Theorem 3.2.1 gives a classification of the states in \( L^2(X) \) according to their behavior under the dynamics \( U(t, 0) \). We would like to know whether the asymptotic momentum \( D^+ \) is unitarily equivalent to the momentum. The answer is positive only if we assume some additional conditions on the potential. In the fast-decaying case, one can construct a unitary
operator that intertwines the momentum and the asymptotic momentum in a particularly simple way.

**Theorem 3.3.1**

*Suppose that the potential can be written as*

\[ V(t, x) = V_0(t, x) + V_1(t, x), \]

*such that*

\[ \int_0^\infty \|V_0(t, \cdot)\|_\infty dt < \infty, \quad (3.3.1) \]

\[ \int_0^\infty \|\nabla_x V_1(t, x \cdot \|_\infty (t) dt < \infty, \quad (3.3.2) \]

*and* \( V_1(t, 0) \in L^1_{\text{loc}}(dt) \). *Set*

\[ \theta(t) := \int_0^t V_1(s, 0) ds. \]

*Then there exist*

\[ s- \lim_{t \to \infty} U(0, t)e^{-itH_0-i\theta(t)}, \quad (3.3.3) \]

\[ s- \lim_{t \to \infty} e^{itH_0+i\theta(t)}U(t, 0). \quad (3.3.4) \]

*If we denote (3.3.3) by* \( \Omega^{+}_{\text{fd}, \theta} \) *then (3.3.4) equals* \( \Omega^{++}_{\text{fd}, \theta} \). *Moreover,* \( \Omega^{++}_{\text{fd}, \theta} \) *is unitary. The conditions of Theorem 3.2.1 are satisfied. Hence* \( D^+ \) *exists and*

\[ D^+ = \Omega^{+}_{\text{fd}, \theta} D \Omega^{++}_{\text{fd}, \theta}. \quad (3.3.5) \]

**Proof.** It is enough to assume that \( V_1(t, 0) = 0 \) and \( \theta(t) = 0 \). Let us prove the existence of (3.3.4), the case of (3.3.3) being simpler.

We introduce an auxiliary dynamics \( U_1(s, t) \) generated by

\[ H_1(t) := \frac{1}{2} D^2 + V_1(t, x). \]

First we see that there exists

\[ \lim_{t \to \infty} U_1(0, t)U(t, 0). \quad (3.3.6) \]

Next we note that the following identity is true:

\[ U_1(0, t)xU(t, 0) = x + tD + \int_0^t U_1(0, s)\nabla_x V_1(s, x)U_1(s, 0)(t - s)ds. \quad (3.3.7) \]

Hence

\[ \|xU_1(t, 0)\langle D\rangle^{-1}\langle x\rangle^{-1}\| \leq C\langle t\rangle. \quad (3.3.8) \]

Let us now prove the existence of
Consider a vector $\phi = \langle D \rangle^{-1}(x)^{-1}\psi$. Then
\[
\frac{d}{dt} e^{itH_0} U_i(t, 0) \phi = e^{itH_0} \int_0^1 \nabla V_i(t, \tau x) x d\tau U_i(t, 0) \langle D \rangle^{-1}(x)^{-1}\psi,
\]
which is integrable by (3.3.2) and (3.3.8). Hence (3.3.9) exists.
Now the existence of (3.3.6) and (3.3.9) imply the existence of (3.3.4). □

3.4 Slow-Decaying Case – Hörmander Potentials

In this section we begin our study of scattering theory in the slow-decaying case. In this case, the asymptotic momentum is well defined, although the usual wave operators, characteristic of the fast-decaying case, in general do not exist. Nevertheless, for a very large class of potentials, one can show the existence and completeness of modified wave operators that have almost the same properties as the usual wave operators. They are defined using a modified free evolution – a unitary evolution that conserves the momentum and resembles the free evolution but takes into account the shape of the slow-decaying potential. Modified wave operators intertwine the momentum and the asymptotic momentum.

In this section we prove that modified wave operators exist and are unitary under quite general assumptions on the potential. This proof is unfortunately rather involved. The reader who prefers an easier exposition of the slow-decaying case under more restrictive hypotheses should go directly to Sect. 3.5.

For slow-decaying potentials satisfying only the hypotheses of Sect. 3.2, the asymptotic momentum $D^+$ can have a spectral measure that is different from the one of $D$. In fact, we will give in Sect. 3.8 examples of a time-dependent slow-decaying potential for which $\mathbb{P}_0(D^+)$ is an infinite dimensional projection.

The main result of this section is the following theorem.

**Theorem 3.4.1**

Assume that

$$V(t, x) = V_i(t, x) + V_i(t, x)$$

such that

\[
\int_0^\infty \|V_i(t, \cdot)\|_\infty dt < \infty, \\
\int_0^\infty \langle t \rangle^{1-}|\alpha| \|\partial_x^\alpha V_i(t, \cdot)\|_\infty dt < \infty, \quad |\alpha| = 1, 2.
\]

Then there exists a $C^\infty$ function $S(t, \xi)$ such that

$$\lim_{t \to \infty} U(0, t) e^{-itS(t, D)}.$$
\[ s- \lim_{t \to \infty} e^{iS(t, D)} U(t, 0). \] (3.4.3)

Exist. If we denote (3.4.2) by \( D_{sd}^+ \), then (3.4.3) equals \( \Omega_{sd}^{+*} \). Moreover, \( \Omega_{sd}^{+*} \) is unitary and

\[ D^+ = \Omega_{sd}^+ D \Omega_{sd}^{+*}. \] (3.4.4)

**Remark.** Note that by Lemma 3.4.5 (i) if

\[ \int_0^\infty \langle t \rangle^{1/2} \| \partial_x^\alpha V_i(t, \cdot) \|_\infty dt < \infty, \ |\alpha| = 1, \]

then the hypotheses of Theorem 3.4.1 are satisfied. Under the above conditions, one can also use the Dollard construction of modified wave operators (see Sect. 3.6).

One might want to know what is the relationship of the function \( S(t, \xi) \) and the potentials that appear in the statement of the theorem. It is natural to ask whether, as this function, we can take a solution of the Hamilton-Jacobi equation with the potential \( V_i(t, x) \). It turns out that this is possible if we strengthen the assumptions of the theorem, as we describe in the following proposition.

**Proposition 3.4.2**
If instead of (3.4.1) the potential \( V_i(t, x) \) satisfies one of the following two hypotheses:

\[ \int_0^\infty \langle t \rangle^{1/2} \| \partial_x^\alpha V_i(t, \cdot) \|_\infty dt < \infty, \ |\alpha| = 1, 2, 3, \] (3.4.5)

or

\[ \int_0^\infty \langle t \rangle^{1/2} \| \partial_x^\alpha V_i(t, \cdot) \|_\infty dt < \infty, \ |\alpha| = 1, \]
\[ \int_0^\infty \langle t \rangle \| \partial_x^\alpha V_i(t, \cdot) \|_\infty dt < \infty, \ |\alpha| = 2, \] (3.4.6)

then, as the function \( S(t, \xi) \) in Theorem 3.4.1, we can take the solution of the Hamilton-Jacobi equation

\[
\begin{align*}
\partial_t S(t, \xi) &= \frac{1}{2} \xi^2 + V_i(t, \nabla_\xi S(t, \xi)), \\
S(T, \xi) &= 0,
\end{align*}
\] (3.4.7)

which exists for large enough \( T \).

**Proof.** The proposition follows from Lemma 3.4.5 (iii), Theorems 3.4.1 and 1.11.2.

The proof of Theorem 3.4.1 will be divided into a series of lemmas. First we need some additional analysis of classical scattering that was not contained in Sect. 1.10.

Recall that, under the assumption
\[ \int_0^\infty \| \partial_x^{\alpha} F(t, \cdot) \|_\infty \langle t \rangle^{\alpha} |t|^{\alpha} dt < \infty, \quad |\alpha| = 0, 1, \tag{3.4.8} \]

for \( T \leq t_1 \leq s \leq t_2 \), we constructed in Theorem 1.5.1 the solutions \( \tilde{y}(s, t_1, t_2, x, \xi) \) of the classical boundary problem, where we fixed the initial position and the final momentum. In Theorem 1.10.1, assuming the so-called smooth slow-decaying condition, we showed some estimates on the derivatives of these solutions. Unfortunately, in this section, we will deal with a much wider class of potentials and we need to generalize a part of Theorem 1.10.1.

Note that, in the following proposition, we do not assume the force to be conservative.

**Proposition 3.4.3**

Suppose that, for \( n = 0, 1, \ldots \), we fix positive numbers \( \kappa(n) \) that satisfy

\[ \kappa(n) + \kappa(m) \leq \kappa(n + m). \tag{3.4.9} \]

(Note that this implies \( \kappa(0) = 0 \)). Assume that

\[ \int_0^\infty \| \partial_x^{\alpha} F(t, \cdot) \|_\infty \langle t \rangle^{\alpha} |t|^{\alpha} |t|^{-1} dt < \infty, \quad |\alpha| \geq 1. \tag{3.4.10} \]

Then, uniformly for \( T \leq t_1 \leq s \leq t_2 < \infty \), we have the estimate

\[ \partial_\xi^{\beta} (\tilde{y}(s, t_1, t_2, x, \xi) - x - (s - t_1)\xi) \in o(t_1^0) |s - t_1| \langle t_2 \rangle^{\kappa(|\beta| - 1)}. \tag{3.4.11} \]

**Proof.** Recall from the proof of Theorem 1.5.1 that

\[ \tilde{z}(s) := \tilde{y}(s) - x - (s - t_1)\xi \]

satisfies

\[ \tilde{z}(s) = - \int_{t_1}^{t_2} \zeta_{t_1, s}(u) F(u, \tilde{y}(u)) du. \tag{3.4.12} \]

We will prove our proposition by induction with respect to \( |\beta| \). The induction hypothesis \( H(n) \) will be

\[ \partial_\xi^{\beta} \tilde{z}(s) \in o(t_1^0) |s - t_1| \langle t_2 \rangle^{\kappa(|\beta| - 1)}, \quad 1 \leq |\beta| \leq n. \tag{3.4.13} \]

Let us assume that \( H(n - 1) \) is true. Consider \( \beta \) such that \( |\beta| = n \). We use the Faa di Bruno formula to compute \( \partial_\xi^{\beta} \tilde{z}(s) \), and we obtain

\[ \partial_\xi^{\beta} \tilde{z}(s) + \int_{t_1}^{t_2} \zeta_{t_1, s}(u) \nabla_y F(u, \tilde{y}(u)) \partial_\xi^{\beta} \tilde{z}(u) du \\
= \int_{t_1}^{t_2} \zeta_{t_1, s}(u) \nabla_y F(u, \tilde{y}(u)) \partial_\xi^{\beta} (x + (u - t_1)\xi) du \\
- \sum_{\theta \in \Delta} \int_{t_1}^{t_2} \zeta_{t_1, s}(u) \nabla_y F(u, \tilde{y}(u)) \partial_\xi^{\theta_1} \tilde{y}(u) \cdots \partial_\xi^{\theta_s} \tilde{y}(u) du. \tag{3.4.14} \]

(3.4.14) can be rewritten as
\[
\partial^\beta_{\xi} \bar{z} - \nabla_{\bar{z}} \mathcal{P}(\bar{z}) \partial^\beta_{\xi} \bar{z} = \sum g_\delta,
\]

(3.4.15)

where the map $\mathcal{P}$ was introduced in the proof of Theorem 1.5.1. The induction hypothesis $H(n - 1)$ implies

\[
|\partial^\beta_{\xi} \bar{y}(u)| \leq C|u - t_1| \langle t_2 \rangle^{\kappa(|\delta| - 1)} , \quad 1 \leq |\delta| \leq n - 1.
\]

Therefore,

\[
|g_\delta(s)| \leq C \langle t_2 \rangle^{\kappa(|\delta| - 1) + \cdots + \kappa(|\delta_n| - 1)} \int_{t_1}^{t_2} \zeta_{t_1,s}(u) \|\nabla^q_{\bar{y}} F(u, \cdot)\|_{\infty} \langle u \rangle^q du
\]

\[
\leq C \langle t_2 \rangle^{\kappa(q - 1) + \cdots + \kappa(|\delta| - 1)} |s - t_1| \int_{t_1}^{t_2} \|\nabla^q_{\bar{y}} F(u, \cdot)\|_{\infty} \langle u \rangle^{q - \kappa(q - 1)} du
\]

\[
\leq C \langle t_2 \rangle^{\kappa(|\delta| - 1)} |s - t_1| o(t_1^0).
\]

Moreover, we know that $(1 - \nabla_{\bar{z}} \mathcal{P}(\bar{z}))$ is uniformly invertible on $Z_{t_1}^T$ for $T \leq t_1 \leq t_2 \leq \infty$. Therefore, we can use the identity

\[
\partial^\beta_{\xi} \bar{z} = (1 - \nabla_{\bar{z}} \mathcal{P}(\bar{z}))^{-1} \sum g_\delta
\]

to show that (3.4.13) is true. 

From now on we assume that the force is conservative and $F(t, x) = -\nabla_x V(t, x)$. Recall that the functions $\bar{y}(s, t_1, t_2, x, \xi)$ are used to define the function $S(t, \xi)$, which is the solution of the problem

\[
\begin{aligned}
\partial_t S(t, \xi) &= \frac{1}{2} \xi^2 + V(t, \nabla_\xi S(t, \xi)), \\
S(T, \xi) &= 0.
\end{aligned}
\]

(3.4.16)

Below we give estimates on $S(t, \xi)$ that follow from Proposition 3.4.3.

**Corollary 3.4.4**

Suppose that

\[
\int_0^\infty \|\partial^\alpha_{\xi} V(t, \cdot)\|_{\infty} \langle t \rangle^{\kappa|\alpha| - 1} dt < \infty, \quad |\alpha| = 1, 2,
\]

(3.4.17)

\[
\int_0^\infty \|\partial^\alpha_{\xi} V(t, \cdot)\|_{\infty} \langle t \rangle^{\kappa|\alpha| - 1 - \kappa|\alpha| - 2} dt < \infty, \quad |\alpha| \geq 2.
\]

Then

\[
\partial^\beta_{\xi} \left( S(t, \xi) - \frac{1}{2} t \xi^2 \right) \in o(t), \quad |\beta| = 1, 2,
\]

\[
\partial^\beta_{\xi} \left( S(t, \xi) - \frac{1}{2} t \xi^2 \right) \in o(t^{1 + \kappa(|\beta| - 2)}), \quad |\beta| \geq 2.
\]

(3.4.18)

Below we will show how we can change the splitting of the potential into a slow-decaying and a fast-decaying part such that the results of Proposition 3.4.3 will be applicable to $V(t, x)$.

**Lemma 3.4.5**

(i) Suppose that $V_1(t, x)$ satisfies
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\[ \int_0^\infty \langle t \rangle^{1/2} \| \partial_x \alpha V(t, \cdot) \|_\infty \, dt < \infty, \quad |\alpha| = 1. \]

Then there exists a splitting

\[ V(t, x) = \bar{V}_s(t, x) + \bar{V}_1(t, x) \]

such that

\[ \int_0^\infty \| \bar{V}_s(t, \cdot) \|_\infty \, dt < \infty, \]
\[ \int_0^\infty \langle t \rangle^{1/2} \| \partial_x \alpha \bar{V}_1(t, \cdot) \|_\infty \, dt < \infty, \quad |\alpha| \geq 1. \]

(ii) Suppose that \( V_1(t, x) \) satisfies

\[ \int_0^\infty \langle t \rangle^{1/2} \| \partial_x \alpha V_1(t, \cdot) \|_\infty \, dt < \infty, \quad |\alpha| = 1, 2. \]

Then there exists a splitting

\[ V(t, x) = \bar{V}_s(t, x) + \bar{V}_1(t, x) \]

such that

\[ \int_0^\infty \| \bar{V}_s(t, \cdot) \|_\infty \, dt < \infty, \quad (3.4.19) \]
\[ \int_0^\infty \| \partial_x \alpha \bar{V}_1(t, \cdot) \|_\infty \langle t \rangle^{1/2} \, dt < \infty, \quad |\alpha| = 1, 2 \quad (3.4.20) \]
\[ \int_0^\infty \| \partial_x \alpha \bar{V}_1(t, \cdot) \|_\infty \langle t \rangle^{1/2} \, dt < \infty, \quad |\alpha| \geq 2. \quad (3.4.21) \]

(iii) Suppose that \( V_1(t, x) \) satisfies

\[ \int_0^\infty \langle t \rangle^{1/2} \| \partial_x \alpha \bar{V}_1(t, \cdot) \|_\infty \, dt < \infty, \quad |\alpha| = 1, 2, 3. \]

Then, in addition to (3.4.19), the potential \( \bar{V}_s(t, x) \) satisfies

\[ \int_0^\infty \langle t \rangle^{1/2} \| \partial_x \alpha \bar{V}_s(t, \cdot) \|_\infty \, dt < \infty, \quad |\alpha| = 1. \quad (3.4.22) \]

Proof. Consider first (i). Choose \( j \in C_0^\infty (X) \) such that \( \int j(x) \, dx = 1 \). Set

\[ \bar{V}_1(t, x) := \int V_1(t, x + t^{1/2} y) j(y) \, dy, \]
\[ \bar{V}_s(t, x) := V_1(t, x) - \bar{V}_1(t, x). \]

Now,

\[ \bar{V}_s(t, x) = \int (V_1(t, x) - V_1(t, x + t^{1/2} y)) j(y) \, dy \]
\[ = \int_0^1 \nabla V_1(t, x + t^{1/2} y) t^{1/2} j(y) \, dr \, dy. \]
Moreover,
\[ \nabla_x^k \tilde{V}_1(t, x) = (-1)^{k-1} t^{-\frac{1}{2}(k-1)} \int \nabla V(t, x + t^\frac{1}{2} y) \nabla^k y_j(y) dy. \]

Let us now prove (iii). This time we assume additionally that \( \int j(x) x dx = 0 \). We define \( \tilde{V}_i(t, x) \) and \( V_i(t, x) \) as above. Now,
\[ \tilde{V}_i(t, x) = \int \nabla V_i(t, x) t^\frac{1}{2} y j(y) dy + O(t^{-1})\| \nabla^2 \tilde{V}_i(t, \cdot) \|_{\infty}, \quad (3.4.23) \]
The first term on the right-hand side of (3.4.23) is zero. Hence (3.4.19) is true.
Moreover,
\[ \nabla^k x \tilde{V}_1(t, x) = (-1)^{k-2} t^{-\frac{1}{2}(k-2)} \int \nabla^2 V(t, x + t^\frac{1}{2} y) \nabla^k y_j(y) dy. \]
This implies (3.4.21).

The proof of (iii) is similar. \( \square \)

**Corollary 3.4.6**

Suppose that we are given a potential \( V(t, x) \) satisfying the assumptions of Theorem 3.4.1. Then we can introduce a new splitting
\[ V(t, x) = V_i(t, x) + V_i(t, x) \]
such that
\[ \int_0^\infty \| V_i(t, \cdot) \|_{\infty} dt < \infty, \]
\[ \int_0^\infty \| \partial^\alpha V_i(t, \cdot) \|_{\infty} \| t \|^{\alpha - 1} dt < \infty, \quad |\alpha| = 1, 2 \]
\[ \int_0^\infty \| \partial^\alpha V_i(t, \cdot) \|_{\infty} \| t \|^{\alpha} dt < \infty, \quad |\alpha| \geq 2. \]

For \( T \) big enough, let \( S(t, \xi) \) be the solution of the Hamilton-Jacobi equation (3.4.16) with this new \( \tilde{V}_i(t, x) \). Then
\[ \partial_\xi^\beta \left( S(t, \xi) - \frac{1}{2} t \xi^2 \right) \in o(t), \quad |\beta| = 1, 2, \]
\[ \partial_\xi^\beta \left( S(t, \xi) - \frac{1}{2} t \xi^2 \right) \in o(t^{\frac{1}{2} |\beta|}), \quad |\beta| \geq 2. \quad (3.4.24) \]

Finally, if we set
\[ g(t, x, \xi) := \int_0^t F_i(t, \tau x + (1 - \tau) \nabla \xi S(t, \xi)) d\tau, \]
where \( F_i(t, x) = -\nabla_x \tilde{V}_i(t, x) \), then
\[ \int_0^\infty \| g(t, \cdot, \cdot) \|_{\infty} dt < \infty, \]
\[ \int_0^\infty \| \partial^\alpha_x \partial^\beta_\xi g(t, \cdot, \cdot) \|_{\infty} \| t \|^{\beta - |\beta| - (|\alpha| - 1)} dt < \infty, \quad |\alpha| + |\beta| \geq 1. \quad (3.4.25) \]

**Proof.** Lemma 3.4.5 (iii) implies immediately that we can change the splitting of \( V(t, x) \).
The estimates on $S(t, \xi)$ follow immediately from Corollary 3.4.4 with $\kappa(n) = n/2$.

It remains to show the estimates on $g(t,x,\xi)$. By the Faa di Bruno formula,
\[
\frac{\partial^\alpha}{\partial x^\alpha} \frac{\partial^\beta}{\partial \xi^\beta} F_i(t, \tau x + (1 - \tau) \nabla_\xi S(t, \xi))
= \sum \frac{\partial^\alpha}{\partial x^\alpha} \nabla^\mu F_i(t, \tau x + (1 - \tau) \nabla_\xi S(t, \xi)) \frac{\partial^\beta}{\partial \xi^\beta} \nabla^\nu S(t, \xi) \cdots \frac{\partial^\beta}{\partial \xi^\beta} \nabla^\delta S(t, \xi)
= \sum f_\delta(t, x, \xi).
\]

Now,
\[
|f_\delta(t, x, \xi)| \leq C \|\nabla^{|\alpha|+q+1}_x V_i(t, \cdot)\|_{\infty} \int_0^t \frac{1}{\gamma([\theta_1]+1)} \cdots \frac{1}{\gamma([\theta_k]+1)}
= C \|\nabla^{|\alpha|+q+1}_x V_i(t, \cdot)\|_{\infty} \int_0^t \frac{1}{\gamma([\beta]+q)}.
\]

This implies (3.4.25). \hfill \Box

Now let
\[
r(t,x,\xi) := \text{div}_\xi g(t, x, \xi).
\]

Set
\[
G(t) := g(t, x, D), \quad R(t) := r(t, x, D).
\]

**Lemma 3.4.7**

One has
\[
V_i(t, x) - V_i(t, \nabla_\xi S(t, D)) = G(t)(x - \nabla_\xi S(t, D)) + R(t). \tag{3.4.26}
\]

Moreover
\[
\|G(t)\|, \|[x, G(t)]\|, \|[\nabla_\xi S(t, D), G(t)]\|, \|R(t)\| \in L^1(dt).
\]

**Proof.** First note that
\[
V_i(t, x) - V_i(t, \nabla_\xi S(t, D)) = xG(t) - G(t)\nabla_\xi S(t, D)
= G(t)(x - \nabla_\xi S(t, D)) + \sum_{i=1}^n [x_i, G_i(t)].
\]

This implies (3.4.26).

Then we note that
\[
g(t, x, \xi), \nabla_\xi g(t, x, \xi) \in L^1(dt, S(\langle t \rangle^{-1}dx^2 + \langle t \rangle d\xi^2)),
\]

where we used the notations of Appendix D.1. Hence
\[
G(t), R(t), [x, G(t)] \in L^1(dt, \Psi(\langle t \rangle^{-1}dx^2 + \langle t \rangle d\xi^2)).
\]

Finally, note that
\[
\nabla_x g(t, x, \xi) \in L^1(\langle t \rangle dt, S(\langle t \rangle^{-1}dx^2 + \langle t \rangle d\xi^2)),
\]
\( \nabla^2 \xi S(t, \xi) \in S(\langle t \rangle, \langle t \rangle^{-1}dx^2 + \langle t \rangle d\xi^2). \)

Hence, by Proposition D.5.2,
\[
[\nabla_\xi S(t, D), G(t)] \in L^1(dt, \Psi(\langle t \rangle^{-1}dx^2 + \langle t \rangle d\xi^2)).
\]

We define
\[
H_i(t) := \frac{i}{2} D^2 + V_i(t, x),
\]
\[
\tilde{H}_i(t) := \frac{i}{2} D^2 + V_i(t, x) + R(t)
= \frac{i}{2} D^2 + V_i(t, \nabla_\xi S(t, D)) + G(t)(x - \nabla_\xi S(t, D)),
\]
\[
\tilde{D}_i := \frac{d}{dt} + i[\tilde{H}_i(t), \cdot].
\]

We also define \( U_i(t, s) \) to be the dynamics generated by \( H_i(t) \).
Note that the operator \( \tilde{H}_i(t) \) is not, in general, self-adjoint.

**Lemma 3.4.8**
There exists a two-parameter family of uniformly bounded operators \( \tilde{U}_i(t, s) \) defined by
\[
\begin{align*}
\{ i\partial_t \tilde{U}_i(t, s) & = \tilde{H}_i(t) \tilde{U}_i(t, s) \\
\tilde{U}_i(t, t) & = 1.
\end{align*}
\]
We also have
\[
i\partial_s \tilde{U}_i(t, s) = \tilde{U}_i(t, s) \tilde{H}_i(s).
\]

**Proof.** Let
\[
W(t, s) := U_i(s, t) \tilde{U}_i(t, s).
\]
It satisfies
\[
\begin{align*}
\{ i\partial_t W(t, s) & = Z(t, s) W(t, s), \\
W(t, t) & = 1,
\end{align*}
\]
where \( Z(t, s) := U_i(s, t) R(t) U_i(t, s) \). We observe that \( \|Z(\cdot, s)\| \in L^1(dt) \), which by Proposition B.3.6 implies the lemma.

**Lemma 3.4.9**
\[
(x - \nabla_\xi S(t, D)) \tilde{U}_i(t, T) \langle x \rangle^{-1}
\]
is uniformly bounded.

**Proof.** We compute:
\[ \mathbf{D}_1(x - \nabla_S(t, D)) = D + \nabla_x V_1(t, \nabla_S(t, D)) \nabla_S^2(t, D) - \partial t \nabla_S(t, D) \]

\[ + i[G(t), (x - \nabla_S(t, D))(x - \nabla_S(t, D)) = i[G(t), (x - \nabla_S(t, D))(x - \nabla_S(t, D))]. \]

Let

\[ f(t) := \|\tilde{U}_1(T, t)(x - \nabla_S(t, D))\tilde{U}_1(t, T)\langle x \rangle^{-1}\|. \]

Then

\[ \frac{\partial}{\partial t} f(t) \leq \|\frac{\partial}{\partial t} \tilde{U}_1(T, t)(x - \nabla_S(t, D))\tilde{U}_1(t, T)\langle x \rangle^{-1}\|
\]

\[ = \|\tilde{U}_1(T, t)(\mathbf{D}_1(x - \nabla_S(t, D)))\tilde{U}_1(t, T)\langle x \rangle^{-1}\| \leq g(t) f(t), \]

where

\[ g(t) := \|\tilde{U}_1(T, t)[(x - \nabla_S(t, D), G(t)]\tilde{U}_1(t, T)\| \]

is integrable by Lemma 3.4.7. Therefore, by the Gronwall inequality

\[ f(t) \leq Cf(T). \]

But \( f(T) = \|x\langle x \rangle^{-1}\| \) is bounded. This completes the proof of the lemma. \( \Box \)

**Proof of Theorem 3.4.1.** We observe that, by the arguments of Theorem 3.3.1, the norm limit

\[ \lim_{t \to \infty} U_1(T, t)U(t, T) \]

exists. Moreover,

\[ \|H(t) - \tilde{H}(t)\| = \|R(t)\| \in L^1(dt), \]

which implies that the norm limit

\[ \lim_{t \to \infty} U_1(T, t)\tilde{U}_1(t, T) \]

east. By the chain rule of wave operators, it suffices to prove that the limits

\[ s- \lim_{t \to \infty} \tilde{U}_1(T, t)e^{-is(t, D)} , \quad (3.4.28) \]

\[ s- \lim_{t \to \infty} e^{is(t, D)}\tilde{U}_1(t, T) \quad (3.4.29) \]

exist.

Next we observe that

\[ e^{is(t, D)}(x - \nabla_S(t, D))e^{-is(t, D)} = x, \]

which implies

\[ \|(x - \nabla_S(t, D))e^{-is(t, D)}\langle x \rangle^{-1}\| \leq C, \quad t \geq T. \quad (3.4.30) \]

We have, for \( \phi \in \mathcal{D}('x'), \)
\[
\frac{d}{dt} \tilde{U}_t(T, t) e^{-iS(t, D)} \phi = \tilde{U}_t(T, t) G(t) (x - \nabla_s S(t, D)) e^{-iS(t, D)} \phi
\]

This is integrable by Lemmas 3.4.8 and 3.4.7, and by (3.4.30), which proves that the limit (3.4.28) exists.

Similarly, for \( \phi \in D(\langle x \rangle) \) by Lemmas 3.4.8, 3.4.7 and 3.4.9
\[
\frac{d}{dt} \alpha_i S(t, D) \tilde{U}_t(T, t) \phi = -\alpha_i S(t, D) G(t) (x - \nabla_s S(t, D)) \tilde{U}_t(T, t) \phi
\]
is integrable, which proves the existence of (3.4.29).

The proof of (3.4.4) is immediate. This completes the proof of the theorem.

\[\square\]

### 3.5 Slow-Decaying Case – Smooth Potentials

In this section we give an independent treatment of the topics discussed in Sect. 3.4 if the slow-decaying part of the potentials satisfies the smooth slow-decaying condition. For potentials of this class, one can avoid some of the technicalities of the previous section and give a simpler proof of the existence and completeness of wave operators. The main result of this section is the following analog of Theorem 3.4.1.

**Theorem 3.5.1**

**Assume that**

\[
V(t, x) = V_0(t, x) + V_1(t, x)
\]

**such that**

\[
\begin{align*}
\int_0^\infty &\|V_0(t, \cdot)\|_\infty \, dt < \infty, \\
\int_0^\infty &\|t^{m-1} \|_\alpha V_1(t, \cdot)\|_\infty \, dt < \infty, \quad |\alpha| \geq 1.
\end{align*}
\]

For \( T \) big enough, let \( S(t, \xi) \) be the solution of the problem

\[
\begin{align*}
\partial_t S(t, \xi) &= \frac{i}{2} \xi^2 + V_0(t, \nabla_s S(t, \xi)), \\
S(T, \xi) &= 0.
\end{align*}
\]

Then the limits

\[
\begin{align*}
s- \lim_{t \to \infty} U(0, t) e^{-iS(t, D)} &= \Upsilon^+, \\
s- \lim_{t \to \infty} e^{iS(t, D)} U(t, 0) &= \Upsilon^{++}
\end{align*}
\]

exist. If we denote (3.4.2) by \( \Omega^+_{sd} \), then (3.4.3) equals \( \Omega^+_{sd} \). Moreover, \( \Omega^+_{sd} \) is unitary and

\[
D^+ = \Omega^+_{sd} D \Omega^+_{sd}.
\]
We will use the notation introduced in Appendix D.1. Note that the force $F_i(t, x) = -\nabla_x V_i(t, x)$ can be regarded both as an element of $L^1(dt, S(g_0(t)))$ and as an element of $L^1(dt, \Psi(g_0(t)))$. We set
\[
 g(t, x, \xi) := \int_0^1 F_i(t, \tau x + (1 - \tau)\nabla_\xi S(t, \xi))d\tau, \\
r(t, x, \xi) := \text{div}_\xi g(t, x, \xi).
\]
We define
\[
 G(t) := g(t, x, D), \quad R(t) := r(t, x, D).
\]

**Lemma 3.5.2**

One has
\[
 V_i(t, x) - V_i(t, \nabla_\xi S(t, D)) = G(t)(x - \nabla_\xi S(t, D)) + R(t). \tag{3.5.6}
\]

Moreover, $G(t)$ and $R(t)$ belong to $L^1(dt, \Psi(g_0(t)))$.

**Proof.** First note that
\[
 V_i(t, x) - V_i(t, \nabla_\xi S(t, D)) = xG(t) - G(t)\nabla_\xi S(t, D) \\
= G(t)(x - \nabla_\xi S(t, D)) + \sum_{i=1}^n [x_i, G_i(t)].
\]

Let us show the following estimate on $g(t, x, \xi)$:
\[
 \int_0^\infty \|\partial_\xi^\alpha \partial_\tau^\beta g(t, \cdot, \cdot)\|_\infty \langle t \rangle^{\beta}dt < \infty, \quad \alpha, \beta \in \mathbb{N}^n. \tag{3.5.7}
\]

Let us recall that, in Proposition 1.10.7, we proved that
\[
 |\partial_\xi^\beta S(t, \xi)| \leq C\langle t \rangle, \quad |\beta| \geq 1. \tag{3.5.8}
\]

By the Faa di Bruno formula,
\[
 \partial_\xi^\alpha \partial_\tau^\beta F_i(t, \tau x + (1 - \tau)\nabla_\xi S(t, \xi)) \\
= \sum \partial_\xi^\alpha \nabla_\xi^\beta F_i(t, \tau x + (1 - \tau)\nabla_\xi S(t, \xi)) \partial_\xi^\beta \nabla_\xi S(t, \xi) \cdots \partial_\xi^\beta \nabla_\xi S(t, \xi) \\
= \sum f_\delta(t, x, \xi).
\]

We have
\[
 |f_\delta(t, x, \xi)| \leq C\|\nabla_\xi^{\|\beta\| + \alpha + 1} V_i(t, \cdot)\|_\infty \langle t \rangle^\alpha.
\]

Therefore, $g(t, x, \xi)$ and $r(t, x, \xi)$ belong to $L^1(dt, S(g_0(t)))$, which implies that $G(t)$ and $R(t)$ belong to $L^1(dt, \Psi(g_0(t)))$. \hfill \Box

We define
\[
 H_i(t) := \frac{1}{2}D^2 + V_i(t, x), \\
 D_i := \partial_t + i[H_i(t), \cdot].
\]

Let $U_i(t, s)$ be the unitary propagator associated with $H_i(t)$.
Lemma 3.5.3

\[(x - \nabla_\xi S(t, D)) U_i(t, T) \langle x \rangle^{-1}\]  \hspace{1cm} (3.5.9)

is uniformly bounded.

**Proof.** We compute:

\[
\begin{align*}
\mathcal{D}_i(x - \nabla_\xi S(t, D)) &= D + [V_i(t, x), \nabla_\xi S(t, D)] - \partial_t \nabla_\xi S(t, D) \\
&= i[V_i(t, x) - V_i(t, \nabla_\xi S(t, D)), (x - \nabla_\xi S(t, D))] \\
&= i[G(t), (x - \nabla_\xi S(t, D)))(x - \nabla_\xi S(t, D)) \\
&+ i[R(t), (x - \nabla_\xi S(t, D)].
\end{align*}
\]

Let

\[f(t) := \|U_i(T, t)(x - \nabla_\xi S(t, D)) U_i(t, T) \langle x \rangle^{-1}\|
\]

Then

\[
\begin{align*}
\frac{d}{dt} f(t) &\leq \|\frac{d}{dt} U_i(T, t)(x - \nabla_\xi S(t, D)) U_i(t, T) \langle x \rangle^{-1}\| \\
&= \|U_i(T, t)(\mathcal{D}_i(x - \nabla_\xi S(t, D))) U_i(t, T) \langle x \rangle^{-1}\| \\
&\leq g(t) f(t) + h(t),
\end{align*}
\]

where the functions

\[g(t) := \|U_i(T, t)[(x - \nabla_\xi S(t, D), G(t)] U_i(t, T)\|
\]

\[h(t) := \|U_i(T, t)[(x - \nabla_\xi S(t, D), R(t)] U_i(t, T) \langle x \rangle^{-1}\|
\]

are integrable by Lemma 3.5.2. Therefore, by the Gronwall inequality,

\[f(t) \leq C(1 + f(T))\]

is bounded. \(\square\)

**Proof of Theorem 3.5.1.** We start with the proof of the existence of (3.5.3) and (3.5.4). We first observe that, by the arguments of Theorem 3.3.1, the norm limit

\[\lim_{t \to \infty} U_i(T, t) U(t, 0)\]

exists. So, by the chain rule of wave operators, it suffices to prove that the limits

\[s\lim_{t \to \infty} U_i(T, t) e^{-iS(t, D)}, \hspace{1cm} (3.5.10)\]

\[s\lim_{t \to \infty} e^{iS(t, D)} U_i(t, T) \hspace{1cm} (3.5.11)\]

exist.

We first observe that

\[e^{iS(t, D)}(x - \nabla_\xi S(t, D))e^{-iS(t, D)} = x,\]
which implies
\[ \| (x - \nabla_x S(t, D)) e^{-iS(t,D)} \langle x \rangle^{-1} \| \leq C, \quad t \geq T. \] (3.5.12)

Let \( \phi \in \mathcal{D}(\langle x \rangle) \). By (3.5.12) and Lemma 3.5.2,
\[
\frac{d}{dt} U_i(t, t) e^{-iS(t,D)} \phi = U_i(t, t) \left( V_i(t, x) - V_i(t, \nabla_x S(t, D)) \right) e^{-iS(t,D)} \phi \\
= U_i(t, t) G(t) (x - \nabla_x S(t, D)) e^{-iS(t,D)} \phi \\
+ U_i(t, t) R(t) e^{-iS(t,D)} \phi
\]
is integrable, which proves that the limit (3.5.10) exists.

Similarly, for \( \phi \in \mathcal{D}(\langle x \rangle) \), by Lemmas 3.5.3 and 3.5.2,
\[
\frac{d}{dt} e^{iS(t,D)} U_i(t, t) \phi = -i e^{iS(t,D)} G(t) (x - \nabla_x S(t, D)) U_i(t, t) \phi \\
- e^{iS(t,D)} R(t) U_i(t, t) \phi
\]
is integrable, which proves the existence of (3.5.11).

The proof of (3.5.5) is immediate. This completes the proof of the theorem.

3.6 Dollard Wave Operators

In this section we would like to describe the construction of wave operators using
the so-called Dollard dynamics. To use this construction, roughly speaking, one
has to demand that the potentials decay as \( |\nabla_x V(t, x)| \leq C \langle t \rangle^{-1-\mu} \) for \( \mu > 1/2 \),
which is a severe restriction as compared with the results of Sects. 3.4 and 3.5,
where we used solutions of the Hamilton-Jacobi equation to define modified free
dynamics. Nevertheless, Dollard wave operators have big advantages. First of all,
their construction is very simple. Secondly, they easily allow to handle the case
of additional degrees of freedom.

Assume that our system possesses some “internal degrees of freedom” (e.g. spin).
More precisely, let us assume that the Hilbert space of our system is
\( L^2(X) \otimes \mathcal{H}_1 \) where \( \mathcal{H}_1 \) is a certain auxiliary Hilbert space. Suppose that the
time-dependent Hamiltonian has the form
\[
H(t) := \frac{1}{2} D^2 \otimes 1_{\mathcal{H}_1} + V(t, x),
\]
where \( V^*(t, x) = V(t, x) \in B(\mathcal{H}_1) \)
and the Hamiltonian \( H(t) \) generates a flow \( U(t, s) \) in the sense described in Sect. B.3.

Scattering theory for such \( H(t) \) in the fast-decaying case is completely anal-
ologous to what we described in Sect. 3.3. In the slow-decaying case, however, if
the potential couples the internal degrees of freedom in a nontrivial way, the
constructions of Sects. 3.4 and 3.5 do not go through. In fact, we cannot even write the Hamilton-Jacobi equation. Nevertheless, it turns out that the so-called Dollard modified wave operators, which we are going to present in the following theorem, work in the case of internal degrees of freedom.

We will assume that the time-dependent potential \( V(t, x) \) is equal to

\[
V(t, x) = V_0(t, x) + V_1(t, x),
\]

where, for almost all \((t, x)\), the operators \( V_0(t, x) \) and \( V_1(t, x) \) are self-adjoint on \( B(\mathcal{H}_1) \),

\[
\begin{align*}
\int_0^\infty \sup_{x \in \mathcal{X}} \| V_0(t, x) \|_{B(\mathcal{H}_1)} \, dt &< \infty, \\
\int_0^\infty \langle t \rangle^{\frac{1}{2}} \sup_{x \in \mathcal{X}} \| \partial_x^\alpha V_1(t, x) \|_{B(\mathcal{H}_1)} \, dt &< \infty, \quad |\alpha| = 1.
\end{align*}
\]  

(3.6.1)

By Lemma 3.4.5 (i), we can change the splitting of \( V(t, x) \) so that

\[
\begin{align*}
\int_0^\infty \sup_{x \in \mathcal{X}} \| V_0(t, x) \|_{B(\mathcal{H}_1)} \, dt &< \infty, \\
\int_0^\infty \langle t \rangle^{\frac{1}{2}} \sup_{x \in \mathcal{X}} \| \partial_x^\alpha V_1(t, x) \|_{B(\mathcal{H}_1)} \, dt &< \infty, \quad |\alpha| = 1, \\
\int_0^\infty \langle t \rangle \sup_{x \in \mathcal{X}} \| \partial_x^\alpha V_1(t, x) \|_{B(\mathcal{H}_1)} \, dt &< \infty, \quad |\alpha| = 2.
\end{align*}
\]  

(3.6.2)

Now we can introduce the Dollard modified dynamics. For \( \xi \in \mathcal{X}' \), we denote by

\[
T \left( e^{-i \int_0^t V_1(s, s \xi) \, ds} \right)
\]

the unitary propagator on \( \mathcal{H}_1 \) for the time-dependent Hamiltonian \( V(t, t \xi) \). The symbol \( T \) stands for “time-ordering” and is defined in Definition B.3.5.

**Definition 3.6.1**

*We define the Dollard modified dynamics \( U_D(t) \) by*

\[
U_D(t) := e^{-i \frac{1}{2} D^2 T \left( e^{-i \int_0^t V_1(s, s \xi) \, ds} \right)}.
\]

The modified free dynamics \( U_D(t) \) was essentially first introduced by Dollard [Do1].

We have the following result:

**Theorem 3.6.2**

*Under the above conditions, the limits*

\[
\begin{align*}
\text{s-lim}_{t \to \infty} U(0, t) U_D(t) &=: \Omega_+^D, \\
\text{s-lim}_{t \to \infty} U_D(t) \ast U(t, 0) &=: \Omega_{++}^D
\end{align*}
\]

exist and the limit in (3.6.4) is equal to \( \Omega_{++}^D \). Moreover, \( \Omega_+^D \) is unitary and
\[ D^+ = \Omega_D^+ D \Omega_D^{+*}. \]

**Proof.** By the chain rule of wave operators and the arguments used in the proof of Theorem 3.3.1, we may replace in \( H(t) \) the potential \( V_s(t, x) \) by 0, and assume that \( U(t, 0) = U_i(t, 0) \).

We first claim that
\[
(x - tD)U(t, 0)\langle x \rangle^{-1} \in O(t^{\frac{1}{2}}), \tag{3.6.5}
\]
\[
(x - tD)U_D(t)\langle x \rangle^{-1} \in O(t^{\frac{1}{2}}). \tag{3.6.6}
\]

Indeed, we compute
\[
\frac{d}{dt} U(0,t)(x - tD)U(t,0)\langle x \rangle^{-1}
= U(0,t) t\nabla_x V(t,x) U(t,0)\langle x \rangle^{-1} \in \langle t \rangle^{\frac{1}{2}} L^1(dt),
\]
which proves (3.6.5) by integration from 0 to \( t \). Similarly
\[
\frac{d}{dt} U_D(t)^*(x - tD)U_D(t)\langle x \rangle^{-1}
= U_D(t)^* t\nabla_x V(t,tD) U_D(t)\langle x \rangle^{-1} \in \langle t \rangle^{\frac{1}{2}} L^1(dt),
\]
which proves (3.6.6).

Let us now prove the existence of the limit (3.6.4). For \( \phi \in \mathcal{D}(\langle x \rangle) \), we compute
\[
\frac{d}{dt} U_D(t)^* U(t,0)\phi = iU_D(t)^* (V_i(t,tD) - V_i(t,x)) U(t,0)\phi. \tag{3.6.7}
\]
Now let \( \phi \in \mathcal{D}(\langle x \rangle) \). Using the Baker-Campbell-Hausdorff formula (3.2.28) applied to \( V(t,x) \) and the estimates (3.6.2), (3.6.5), we obtain that
\[
\| U_D(t)^* (V_i(t,tD) - V_i(t,x)) U(t,0)\phi \|
\leq C \| \nabla_x V_i(t,\cdot) \|_{\infty} \| (x - tD) U(t,0)\langle x \rangle^{-1} \| \| \langle x \rangle \phi \| + C t \| \Delta_x V_i(t,\cdot) \|_{\infty} \| \phi \|,
\]
is integrable, which proves the existence of the limit (3.6.4). The proof of the existence of the limit (3.6.3) is analogous except that we use (3.6.6) instead of (3.6.5). \( \square \)

**3.7 Isozaki-Kitada Construction**

In this section we introduce another construction of wave operators in the slow-decaying case – a time-dependent version of the one introduced in the time-independent case by Isozaki-Kitada [IK1]. We will prove that, for smooth slow-decaying time-dependent potentials, the two wave operators coincide.
We will assume that the potential satisfies the so-called smooth slow-decaying condition, that is
\[
\int_0^\infty \langle t \rangle^{\alpha-1} \| \partial^\alpha_x V(t, \cdot) \|_\infty \, dt < \infty, \quad |\alpha| \geq 1.
\] (3.7.1)

First let us recall some facts from Chap. 1. In Proposition 1.8.3 we constructed a function \( \Phi^+_{sd}(s, x, \xi) \) that, for \( s \geq T \), solves the eikonal equation
\[
-\partial_s \Phi^+_{sd}(s, x, \xi) = \frac{1}{2} (\nabla_\xi \Phi^+_{sd}(s, x, \xi))^2 + V(s, x).
\]

By Proposition 1.10.6, the function \( \Phi^+_{sd}(s, x, \xi) \) satisfies the estimates
\[
\begin{align*}
\partial^-_s & \partial^-_\xi (\Phi^+_{sd}(s, x, \xi) - \langle x, \xi \rangle + \frac{1}{2} s \xi^2) \in o(s^{1-|\alpha|}), \quad \alpha \geq 1, \quad (3.7.2) \\
\partial^-_s & \partial^-_\xi (\Phi^+_{sd}(s, x, \xi) - \langle x, \xi \rangle + \frac{1}{2} s \xi^2) \in \langle s \rangle^{2-|\alpha|} L^1(ds), \quad \alpha \geq 2.
\end{align*}
\]

We define next, for \( s \geq T \), the following operator:
\[
J^+_{sd}(s) \phi(x) := (2\pi)^{-n} \int \int e^{i \Phi^+_{sd}(s, x, \xi) - i(y, \xi)} \phi(y) \, dy \, d\xi.
\] (3.7.3)

By Theorem D.13.2 and (3.7.2), the operator \( J^+_sd(s) \) is uniformly bounded on \( L^2(X) \) for \( s \) sufficiently big.

The main result of this section is the following theorem:

**Theorem 3.7.1**

Assume that the potential \( V(t, x) \) satisfies the estimates (3.7.1). Then the following results hold:

(i) the norm limit
\[
\lim_{s \to \infty} U(0, s) J^+_sd(s)
\] exists.

(ii) (3.7.4) is equal to \( \Omega^+_sd \) defined in Theorem 3.5.1.

To prove part (ii) of Theorem 3.7.1, for large \( s, t \), we will construct an approximation of \( U(s, t) \) as a Fourier integral operator. A more refined construction will be given in Sect. 3.10. Similar constructions first appeared in [Ki5], where they were used to prove the existence and completeness of wave operators for smooth time-dependent potentials.

In order to construct this approximation, let us recall some constructions of the classical case. In Chap. 1 we introduced the function \( S(s, t, x, \xi) \), which is the solution of the Hamilton-Jacobi equation
\[
\begin{cases}
-\partial_s S(s, t, x, \xi) = \frac{1}{2} (\nabla_x S(s, t, x, \xi))^2 + V(s, x), \\
S(t, t, x, \xi) = \langle x, \xi \rangle.
\end{cases}
\]

By Proposition 1.10.4, the function \( S(s, t, x, \xi) \) satisfies, for \( s \leq t \), the estimates
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\[ \partial_x^\alpha \partial_{x'}^\beta (S(s, t, x, \xi) - \langle x, \xi \rangle) \in o(s^{1-|\alpha|}), \quad |\alpha| \geq 1, \]

\[ \int_T^\infty \sup_{\{(t, x, \xi) \mid s \leq t\}} \left| \partial_x^\alpha \partial_{x'}^\beta (S(s, t, x, \xi) - \langle x, \xi \rangle) \right| s^{|\alpha|-2} ds < \infty. \quad |\alpha| \geq 2. \]  \tag{3.7.5} 

For \( T \leq s \leq t < \infty \), we denote by \( I(s, t) \) the operator

\[ I(s, t) \phi(x) := (2\pi)^{-n} \int e^{iS(s, t, x, \xi) - i\langle y, \xi \rangle} \phi(y) dy d\xi. \]  \tag{3.7.6} 

By Theorem D.13.2 and (3.7.6), the operator \( I(s, t) \) is uniformly bounded on \( L^2(X) \) for \( t \geq s \) sufficiently big.

Recall from Proposition 1.8.3 that the functions \( S(s, \xi) \) and \( \Phi_{id}^+(s, x, \xi) \) are related by the identity

\[ \Phi_{id}^+(s, x, \xi) = \lim_{t \to \infty} (S(s, t, x, \xi) - S(t, \xi)). \]  \tag{3.7.7} 

**Proposition 3.7.2**

Assume that the potential satisfies (3.7.1). Then

\[ \sup_{s \leq t} \| U(t, s) - I(t, s) \| \in o(s^0). \]  \tag{3.7.8} 

**Proof.** We compute

\[ \frac{d}{ds} U(t, s) I(s, t) = U(t, s) (iH(s) + \partial_s) I(s, t) = U(t, s) P(s, t), \]  \tag{3.7.9} 

where \( P(t, s) \) is the operator defined as

\[ P(t, s) \phi(x) := (2\pi)^{-n} \int \int e^{iS(s, t, x, \xi) - i\langle y, \xi \rangle} \Delta_x S(s, t, x, \xi) \phi(y) dy d\xi. \]  \tag{3.7.10} 

Note that

\[ I(t, t) = U(t, t) = 1. \]

Therefore

\[ I(s, t) = U(s, t) = - \int_s^t U(s, u) P(u, t) du, \]

and

\[ \sup_{\{t \mid s \leq t\}} \| I(s, t) - U(s, t) \| \leq \int_s^\infty \sup_{\{u \mid s \leq u \leq t\}} \| P(u, t) \| du. \]  \tag{3.7.11} 

Now (3.7.5) implies that, for \( T_0 \leq s \leq t \),

\[ \int_T^\infty \sup_{\{t \mid s \leq t \leq \infty\}} \| \partial_x^\alpha \partial_{x'}^\beta S(s, t, \cdot, \cdot) \|_{\infty} ds < \infty, \]

\[ |\partial_x^\alpha \partial_{x'}^\beta S(s, t, x, \xi)| \leq C_{\alpha, \beta}, \quad |\alpha| \geq 1, \]

\[ |\nabla_x \nabla_{\xi} S(s, t, x, \xi) - 1| \leq \frac{1}{2}. \]  \tag{3.7.12}
From the estimates (3.7.12) and Theorem D.13.2, we infer that the right-hand side of (3.7.11) is $o(s^0)$. \hfill $\Box$

**Proof of Theorem 3.7.1.** Let us now prove (i). We compute the derivative
\[ \frac{d}{ds}U(0, s)J^+_{sd}(s) = U(0, s)Q^+_{sd}(s), \]  
where
\[ Q^+_{sd}(s)\phi(y) := (2\pi)^{-n} \int \int \Delta_x \Phi^+_{sd}(s, x, \xi)e^{i\Phi^+_{sd}(s, x, \xi) - i\zeta(y, \xi)}\phi(y)d\xi dy. \]  
We have the following estimates for $s \geq T_0$:
\[ \partial_\xi^\alpha \partial_\xi^\beta \Delta_x \Phi^+_{sd} \in L^1(ds), \]
\[ |\partial_\xi^\alpha \partial_\xi^\beta \Phi^+_{sd}(s, x, \xi)| \leq C_{\alpha, \beta}, \quad |\alpha| \geq 1, \]
\[ |\nabla_x \nabla_\xi \Phi^+_{sd}(s, x, \xi) - 1| \leq \frac{1}{2}. \]
Therefore, by Theorem D.13.2 $||Q^+_{sd}(s)||$ is integrable, which proves that the norm limit (3.7.4) exists.

Let us now prove (ii). We first claim that
\[ J^+_{sd}(s)^* = s^{-1} \lim_{t \to \infty} e^{iS(t, D)}I(s, t)^*. \]  
To see this, it is enough to prove that if $\chi \in C_0^\infty(X)$, then
\[ \lim_{t \to \infty} (e^{iS(t, D)}I(s, t)^* - J^+_{sd}(s)^*)\chi(x) = 0. \]  
But
\[ (e^{iS(t, D)}I(s, t)^* - J^+_{sd}(s)^*)\chi(x) = (2\pi)^{-n} \int e^{-i\Phi^+_{sd}(s, x, \xi) + i\zeta(y, \xi)}b(s, t, x, \xi)\phi(x)d\xi dx, \]  
where
\[ b(s, t, x, \xi) = \left(e^{-iS(s, t, x, \xi)} + iS(t, \xi) + \Phi^+_{sd}(s, x, \xi) - 1\right)\chi(x). \]  
By (3.7.7), the amplitude $b(s, t, x, \xi)$ goes uniformly to zero as $t \to \infty$ together with all its derivatives. Therefore (3.7.17) is true.

Let us now fix a vector $\phi \in L^2(X)$. Using first (3.7.16), and then Proposition 3.7.2, we see that, for $s \leq t$, one has
\[ J^+_{sd}(s)^* U(s, 0)\phi = e^{iS(t, D)}I(s, t)^*U(s, 0)\phi + o(t^0) = e^{iS(t, D)}U(t, s)U(s, 0)\phi + o(s^0) + o(t^0). \]  
Therefore, if we let $t \to \infty$ in (3.7.19), we obtain
\[ J^+_{sd}(s)^* U(s, 0)\phi = \Omega^+_{sd}\phi + o(s^0). \]  
Letting then $s$ go to $\infty$, we obtain
\[ \lim_{s \to \infty} J^+_{sd}(s)^* U(s, 0)\phi = \Omega^+_{sd}\phi, \]  
which is the desired result. \hfill $\Box$
3.8 Counterexamples to Asymptotic Completeness

There exists a large class of time-dependent potentials for which the asymptotic momentum $D^+$ and the wave operator $\Omega^+_{\delta t}$ are well defined but asymptotic completeness breaks down, that is, $\text{Ran}\Omega^+_{\delta t} \neq L^2(X)$. Moreover, it is possible to construct potentials such that $D^+$ has some pure point spectrum, hence it is not unitarily equivalent to $D$. For such potentials, asymptotic completeness fails even if we try to use modified wave operators.

In this section, we construct some potentials with such a property. Such examples were first found by Yafaev [Ya1]. A related construction giving a sharper class of counterexamples was given by Yajima [Ya1]. The breakdown of asymptotic completeness is related to the adiabatic approximation. We will start this section with a rather general discussion about the adiabatic approximation. These considerations lead easily to the counterexamples in [Ya1], which we give in Subsect. 3.8.2. The sharper counterexample in [Ya1] uses the fact that certain quadratic time-dependent Hamiltonians are exactly solvable and will be given in Subsect. 3.8.3.

3.8.1 Adiabatic evolution

Let $\mathcal{H}$ be a Hilbert space and $\mathbb{R} \ni t \mapsto H(t)$ a family of self-adjoint operators with a fixed domain $\mathcal{D}$ that is $C^1$ in norm-resolvent sense. Let $U(t,s)$ be the unitary evolution generated by $H(t)$. Let $t \mapsto P(t)$ be the spectral projection for one eigenvalue $\lambda(t)$ of $H(t)$, and let us assume that $P(t)$ and $\lambda(t)$ are $C^1$. Note that we will often drop $(t)$ from $H(t)$, $P(t)$, etc.

**Definition 3.8.1**

The adiabatic evolution is the unitary evolution $U_{\text{ad}}(t,s)$ generated by the time-dependent Hamiltonian

$$H_{\text{ad}}(t) := H(t) + [\hat{P}(t),iP(t)].$$

**Proposition 3.8.2**

The adiabatic evolution satisfies

$$U_{\text{ad}}(t,s)P(s) = P(t)U_{\text{ad}}(t,s).$$

**Proof.** Differentiating the identity $P^2 = P$, we obtain

$$\hat{P}P + P\hat{P} = \hat{P},$$

which implies that

$$P\hat{PP} = (1 - P)\hat{P}(1 - P) = 0.$$
Thus
\[
\left( \frac{d}{dt} + i[H_{ad}, \cdot] \right)P = \hat{P} - [[\hat{P}, P], P] = (1 - P)\hat{P}(1 - P) + P\hat{P}P = 0.
\]

\[\square\]

We would like to know if the adiabatic evolution approximates the exact evolution for large times. To this end, we have to investigate the existence of the limit
\[
\lim_{t \to \infty} U(0, t)U_{ad}(t, 0) =: \Omega_{ad}^+.
\] (3.8.1)
The simplest method of proving the existence of such limit is to prove that
\([P, i\hat{P}] \in L^1(dt)\). It turns out that this will never hold for the Hamiltonians that we would like to study. Typically we have only \([P, i\hat{P}] \in O(t^{-1})\). It turns out, however, that the following criterion is useful.

**Proposition 3.8.3**

Set
\[
K(t) := i[(H(t) - \lambda(t))^{-1}(1 - P(t)), \hat{P}(t)].
\]
Assume that
\[
K(t) = o(t^0), \quad \dot{K}(t) \in L^1(dt), \quad K(t)[P(t), \hat{P}(t)] \in L^1(dt).
\] (3.8.2)

Then there exists the limit (3.8.1).

**Proof.** We have
\[
s- \lim_{t \to \infty} U(0, t)U_{ad}(t, 0) = s- \lim_{t \to \infty} U(0, t)(1 + K(t))U_{ad}(t, 0).
\]

Moreover,
\[
[H, K] = [\hat{P}, iP].
\] (3.8.3)

Therefore,
\[
\frac{d}{dt}U(0, t)(1 + K)U_{ad}(t, 0) = U(0, t)(\dot{K} - K[\hat{P}, P])U_{ad}(t, 0)
\]
is integrable. \[\square\]

### 3.8.2 Counterexample Based on the Adiabatic Approximation

Let \(W(x) \in C_0^\infty(X)\). Let \(g(t)\) be a \(C^\infty\) function such that \(g(0) = 1\). We set
\[
H(t) := \frac{1}{2}D^2 + V(t, x),
\]
where
\[
V(t, x) = g^{-2}(t)W\left(\frac{x}{g(t)}\right).
\] (3.8.4)

Suppose that \(\lambda(0) \in \sigma_{disc}(H(0))\), where
$$H(0) = \frac{1}{2}D^2 + W(x).$$

Let $P(0)$ be the corresponding projection. Note that if $A$ is the generator of dilations, then we have

$$H(t) = g^{-2}(t)g^{-iA}(t)H(0)g^{iA}(t),$$
$$P(t) = g^{-iA}(t)P(0)g^{iA}(t),$$
$$\lambda(t) = g^{-2}(t)\lambda(0).$$

Note that $[A, (\varepsilon - H(0))^{-1}]$ is bounded for $\varepsilon \notin \sigma(H(0))$, therefore $[A, P(0)]$ is bounded too.

Now we fix $g(t) = \sqrt{t}(1 + \log(t))^{-\varepsilon}$ for $\varepsilon > 1/2$. Then we have the following estimates on $V(t, x)$:

$$\partial^\alpha_x V(t, x) \in O(t^{-\frac{\alpha}{2}}(\log t)^{3\varepsilon}), \quad |\alpha| = 1,$$
$$\partial^\alpha_x V(t, x) \in O(t^{-2}(\log t)^{4\varepsilon}), \quad |\alpha| = 2.$$

As we will see from the theorem below, the Hamiltonian defined in (3.8.4) does not satisfy asymptotic completeness.

**Theorem 3.8.4**

(i) The asymptotic momentum $D^+$ for $H(t)$ exists.

(ii) The usual wave operator

$$s- \lim_{t \to \infty} U(0, t)e^{-itH_0} =: \Omega^+_{ad},$$

exists, $D^+\Omega^+_{ad} = \Omega^+_0 D$, and

$$\text{Ran}\Omega^+_0 = \text{Ran}\mathbb{1}_{X\setminus\{0\}}(D^+) = \mathcal{H}_c(D^+).$$

(iii) The norm limit

$$\lim_{t \to \infty} U(0, t)U_{ad}(t, 0) =: \Omega^+_0$$

exists and is unitary. Moreover,

$$\text{Ran}\Omega^+_0 P(0) \subset \text{Ran}\mathbb{1}_{\{0\}}(D^+) = \mathcal{H}_{pp}(D^+).$$

Hence $\text{Ran}\Omega^+_0 \neq L^2(X)$.

**Proof.** The potential $V(t, x)$ satisfies the conditions of Theorem 3.2.1, hence (i) is true.

Let us show (ii). Let $g, J \in C_0^\infty(X)$ such that $0 \notin \text{supp} J$ and $J = 1$ on a neighborhood of $\text{supp} g$. By the methods of Sect. 3.2, we show that

$$s- \lim_{t \to \infty} U_{ad}(0, t)g(x)g(D)J \left(\frac{\xi}{t}\right)g(D)e^{-itH_0}$$

(3.8.6)
exists. Then we use the fact that vectors of the form \( g(D)\phi \) with \( g \in C^\infty_0(X) \) with \( 0 \notin \text{supp} g \) are dense in \( L^2(X) \).

Let us show (iii). We will use Proposition 3.8.3. We have
\[
\dot{P}(t) = -\hat{g}g^{-1}g^{-iA}[A, iP(0)]g^{iA}
\in O(\hat{g}(t)g^{-1}(t)),
\]
\[
K(t) = -ig\hat{g}g^{-iA}[(H(0) - \lambda(0))^{-1}(1 - P(0)), [A, P(0)]]g^{iA}
\in O(g(t)\hat{g}(t)),
\]
\[
\dot{K}(t) = -\hat{g}^2g^{-iA}[A, [(H(0) - \lambda(0))^{-1}(1 - P(0)), [A, P(0)]]]g^{iA}
-(\hat{g}^2 + \hat{g}g)g^{-iA}[(H(0) - \lambda(0))^{-1}(1 - P(0)), [A, P(0)]]g^{iA}
\in O(g(t)\hat{g}(t)) + O(\hat{g}^2(t)),
\]
\[
K(t)[P(t), \dot{P}(t)] \in O(\hat{g}^2(t)).
\]

But we have
\[
O(\hat{g}(t)g(t)) = O(\langle \log t \rangle^{-2\epsilon}),
\]
\[
O(\hat{g}(t)g(t)) = O(\hat{g}^2(t)) = O(\langle t \rangle^{-1}\langle \log t \rangle^{-2\epsilon}),
\]
hence the assumptions of Proposition 3.8.3 are satisfied.

Let us show (3.8.5). Let \( J \in C^\infty(\mathbb{R}) \) with \( 0 \notin \text{supp} J \). Then
\[
J(D^+)^+\Omega^+_{\text{ad}} P(0) = \lim_{t \to \infty} U(0, t)J\left(\frac{x}{t}\right)U(t, 0)\Omega^+_{\text{ad}} P(0)
= \lim_{t \to \infty} U(0, t)J\left(\frac{x}{t}\right)U_{\text{ad}}(t, 0)P(0).
\]

But
\[
J\left(\frac{x}{t}\right)U_{\text{ad}}(t, 0)P(0) = J\left(\frac{x}{t}\right)P(t)U_{\text{ad}}(t, 0)
= g^{-iA}(t)J\left(\frac{xg(t)}{t}\right)P(0)g^{iA}(t)U_{\text{ad}}(t, 0)
\]
converges to zero in norm. \( \square \)

### 3.8.3 A Sharper Counterexample

In this subsection we give a sharper counterexample using the special properties of certain quadratic Hamiltonians.

Let us fix a certain cutoff function \( \chi \in C^\infty(\mathbb{R}) \) equal to 1 near the origin and \( C > 1/8 \). Define
\[
H(t) = \frac{1}{2}D^2 + V(t, x),
\]
where
\[
V(t, x) := C \frac{|x|}{t \log t}. \tag{3.8.7}
\]
3. Quantum Time-Decaying Hamiltonians

We denote by $U(t, s)$ the unitary evolution generated by the Hamiltonian $H(t)$. Note that one has

\[
\frac{\partial^2}{\partial x^2} V(t, x) \in O(t^{-3/2} \log t), \quad |\alpha| = 1,
\]

\[
\frac{\partial^2}{\partial x^2} V(t, x) \in O(t^{-2}), \quad |\alpha| = 2,
\]

so $V(t, x)$ almost (but not quite) satisfies the conditions of the existence and completeness of modified wave operators for general slow-decaying potentials in Theorem 3.4.1 or of the existence and completeness of Dollard wave operators in Theorem 3.6.2.

It will be useful to introduce another Hamiltonian

\[
H_Y(t) := \frac{1}{2} D^2 + \frac{C x^2}{t^2}.
\]

The evolution $U_Y(t, s)$ generated by $H_Y(t)$ can be computed explicitly. Indeed, if we put

\[
T_t \phi(x) := t^{-n/4} \phi(\frac{x}{\sqrt{t}}),
\]

\[
U_0 \phi(x) := e^{-i\frac{x^2}{4}} \phi(x),
\]

\[
H_Y := \frac{1}{2} D^2 + (C - \frac{1}{8}) x^2,
\]

then it is an easy computation to check that

\[
U_Y(t, 1) \phi = T_t U_0 e^{-i \log t H_Y} \phi.
\]

As we will show below, the Hamiltonian $H(t)$ violates asymptotic completeness.

**Theorem 3.8.5**

(i) There exists the asymptotic momentum for $H(t)$

\[
D^+ := s-C_{\infty} - \lim_{t \to \infty} U(1, t) D U(t, 1).
\]

(ii) The usual wave operator

\[
s- \lim_{t \to \infty} U(1, t) e^{-i(t-1) H_0} =: \Omega_{fd}^+ \exists \Omega_{fd}^+ \in \Omega_{fd}^+ D, \text{ and}
\]

\[
\text{Ran} \Omega_{fd}^+ = \text{Ran} \mathbb{1}_{x \setminus \{0\}} (D^+) = \mathcal{H}_c(D^+).
\]

(iii) There exists another wave operator

\[
\lim_{t \to \infty} U(1, t) U_Y(t, 1) =: \Omega_Y^+.
\]

Moreover,

\[
\text{Ran} \Omega_Y^+ \subset \text{Ran} \mathbb{1}_{x \setminus \{0\}} (D^+) = \mathcal{H}_{pp}(D^+). \quad (3.8.8)
\]
Hence \((\operatorname{Ran}\Omega_{kl}^+)\perp\) is infinite dimensional.

**Proof.** (i) and (ii) are proven as in Theorem 3.8.4.

Let us show (iii). Suppose that \(\psi\) is an eigenfunction of \(H_Y\) for the eigenvalue \(\lambda\). Then

\[
U_Y(t, 1)\psi(x) = \frac{1}{\sqrt{2\pi}} e^{-ix\lambda t + \frac{1}{4}t^2} \psi\left(\frac{x}{\sqrt{t}}\right),
\]

(3.8.9)

Moreover,

\[
\frac{d}{dt} U(1, t) U_Y(t, 1)\psi = U(1, t) \frac{\partial^2}{\partial x^2} \left(1 - \frac{\lambda}{\sqrt{t}} \frac{1}{\sqrt{\log t}}\right) U_Y(t, 1)\psi
\]

(3.8.10)

If we use (3.8.9), (3.8.10) and the exponential decay of \(\psi\) (which is an eigenfunction of a harmonic oscillator), then we see that

\[
\left\| \frac{d}{dt} U(1, t) U_Y(t, 1)\psi \right\| \leq C_1 t^{-1} \exp(-C_2 \log t),
\]

which is integrable. Hence \(\Omega_Y^+\) exists. \(\Box\)

### 3.9 Smoothness of Wave Operators in the Fast-Decaying Case

In this section we will study scattering theory for potentials that satisfy the so-called smooth fast-decaying condition. More precisely, we will assume that the potential satisfies

\[
\int_0^\infty \langle t \rangle^{|\alpha|} \left\| \partial_x^\alpha V(t, \cdot) \right\|_\infty dt < \infty, \quad |\alpha| \geq 1.
\]

(3.9.1)

To simplify, we will also suppose that

\[
\int_0^\infty |V(t, 0)| dt < \infty,
\]

(3.9.2)

which implies that we do not need to renormalize the free dynamics in order to define wave operators.

In the classical case, under these assumptions, the wave transformation is smooth and all its derivatives are bounded. In the quantum case, there is an analog of this property, which can be expressed using an appropriate class of pseudo-differential operators.

The main result of this section can be formulated in the following theorem (see Appendix D.4 for the notation concerning pseudo-differential operators).

**Theorem 3.9.1**

*Assume (3.9.1) and (3.9.2). Then*

\[
\Omega_{kl}^+ \in \Psi(1, g_0).
\]
In other words, we can write
\[
\Omega_{id}^+ \phi(x) = (2\pi)^{-n} \int \int a^+(x, \xi) e^{i(x-y)\xi} \phi(y) dy d\xi,
\]
where \( a \in S(1, g_0) \).

Remark. Set
\[
\phi_\xi(x) := e^{i x \xi}, \quad \phi_\xi^+(x) := a^+(x, \xi) e^{i x \xi}.
\]

Note that \( \phi_\xi \) is a generalized eigenvector of \( D \) with the eigenvalue \( \xi \). Similarly, \( \phi_\xi^+ \) is a generalized eigenvector of \( D^+ \) with the eigenvalue \( \xi \). It follows from Theorem 3.9.1 and Lemma D.6.1 that the wave operator \( \Omega_{id}^+ \) is bounded on all the weighted spaces \( \langle x \rangle^m L^2(X) \). Therefore, the following identity makes sense if we treat \( \phi_\xi, \phi_\xi^+ \) as elements of \( \langle x \rangle^m L^2(X) \) for \( m > n/2 \):
\[
\Omega_{id}^+ \phi_\xi = \phi_\xi^+.
\]

The class of operators \( \Psi(1, g_0) \) is associated in a natural way with the problem we are looking at in this chapter. Unfortunately, in this class we do not have a “semi-classical parameter”, and hence no symbolic calculus is available. A natural semi-classical parameter \( s^{-1} \) appears if we allow our quantities to depend on the initial time \( s \).

Let us define
\[
\Omega_{id}(t, s) := U(s, t) U_0(t - s).
\]
We extend the definition of \( \Omega_{id}(t, s) \) to \( t = \infty \) in the obvious way. Clearly, \( \Omega_{id}(\infty, 0) = \Omega_{id}^+ \). The following theorem is an extension of Theorem 3.9.1.

**Theorem 3.9.2**

Assume (3.9.1) and (3.9.2). Then, uniformly for \( s \leq t \leq \infty \), we have
\[
\Omega_{id}(t, s) - 1 \in \Psi(o(s^0), g_0(s)), \tag{3.9.3}
\]
In other words, there exist \( a(t, s, x, \xi) \) such that
\[
\partial_\xi^\alpha \partial_\xi^\beta (a(t, s, x, \xi) - 1) \in o(\langle s \rangle^{-|\alpha|}),
\]
\[
\Omega_{id}(t, s) \phi(x) = (2\pi)^{-n} \int \int a^+(t, s, x, \xi) e^{i(x-y)\xi} \phi(y) dy d\xi.
\]

We first prove the following lemma.

**Lemma 3.9.3**

Let
\[ \int_0^\infty t^{|\beta|} \| \text{ad}_x^\alpha \text{ad}_D^\beta P(t) \| dt < \infty, \]

or, using the notation of Sect. D.5, \( P(t) \in L^1(dt, \Psi(g_0(t))) \). Let \( W(t, s) \) be the unique solution of
\[
\begin{align*}
\partial_t W(t, s) &= W(t, s)P(t), \\
W(s, s) &= 1.
\end{align*}
\]

Then
\[ W(t, s) - 1 \in \begin{cases} \Psi(o(s^0), g_0(s)), & s \leq t, \\
\Psi(o(t^0), g_0(t)), & t \leq s. \end{cases} \]

**Proof.** Clearly,
\[ W(t, s) - 1 \in \begin{cases} o(s^0), & s \leq t, \\
o(t^0), & t \leq s. \end{cases} \]

Let us now prove by induction on \(|\alpha| + |\beta|\) that
\[ \text{ad}_x^\alpha \text{ad}_D^\beta (W(t, s) - 1) \in \begin{cases} o(s^{-|\beta|}), & s \leq t, \\
o(t^{-|\beta|}), & t \leq s. \end{cases} \tag{3.9.4} \]

Assume that (3.9.4) holds for \(|\alpha| + |\beta| \leq n - 1\). Using the Leibniz rule, we obtain
\[ \partial_t \text{ad}_x^\alpha \text{ad}_D^\beta W(t, s) = \sum_{(\gamma_1, \delta_1) + (\gamma_2, \delta_2) = (\alpha, \beta)} C_{\gamma, \delta} \text{ad}_x^{\gamma_1} \text{ad}_D^{\delta_1} W(t, s) \text{ad}_x^{\gamma_2} \text{ad}_D^{\delta_2} P(t). \]

We can rewrite this as
\[ \partial_t \text{ad}_x^\alpha \text{ad}_D^\beta W(t, s) + (\text{ad}_x^\alpha \text{ad}_D^\beta W(t, s))P(t) = R_{\alpha, \beta}(t, s). \]

By the induction assumption,
\[ R_{\alpha, \beta}(t, s) \in \begin{cases} o(s^{-|\beta|})L^1(dt), & s \leq t, \\
o(t^{-|\beta|})L^1(dt), & t \leq s. \end{cases} \]

This implies (3.9.4) for \(|\alpha| + |\beta| = n\) by the Gronwall lemma and proves the desired result. \( \square \)

**Proof of Theorem 3.9.2.** One has
\[
\begin{align*}
\partial_t \Omega_{\text{td}}(t, s) &= -i\Omega_{\text{td}}(t, s)V^w(t, x + (t - s)D), \\
\Omega_{\text{td}}(s, s) &= 1. \tag{3.9.5}
\end{align*}
\]

It follows from (3.9.1) that, uniformly for \(0 \leq s \leq t\),
\[ V^w(t, x + (t - s)D) \in L^1(dt, \Psi(g_0(t))). \]

Applying Lemma 3.9.3 to \( \Omega_{\text{td}}(t, s) \) gives (3.9.3). \( \square \)
3.10 Smoothness of Wave Operators in the Slow-Decaying Case

In this section we will show that in the smooth slow-decaying case the time translated wave operator

$$\Omega_{sd}^+(s) := U(s, 0)\Omega_{sd}^+,$$

and the evolution $U(s, t)$ are Fourier integral operators associated with the canonical transformation $\phi(s, 0) \circ F_{sd}^+$ and $\phi(s, t)$ respectively in the sense described by the following theorem.

**Theorem 3.10.1**

Assume (3.7.1). Then, for $T_0 \leq s \leq t$, there exist functions $a(s, t, x, \xi)$ and $a^+(s, x, \xi)$ such that

$$a^+(s, x, \xi) := \lim_{t \to \infty} a(s, t, x, \xi),$$

$$\partial_x^a \partial_\xi^b (a(s, t, x, \xi) - 1) \in o(s^{-|a|}), \quad T_0 \leq s \leq t < \infty,$$  \hspace{1cm} (3.10.1)

$$\partial_x^a \partial_\xi^b (a^+(s, x, \xi) - 1) \in o(s^{-|a|}), \quad T_0 \leq s < \infty,$$

$$U(s, t)\phi(x) = (2\pi)^{-n} \int \int e^{is(x, t, \xi)} e^{-i(y, \xi)} a(s, t, x, \xi) \phi(y) dy d\xi, \quad (3.10.2)$$

$$\Omega_{sd}^+(s)\phi(x) = (2\pi)^{-n} \int \int e^{is^+u(x, \xi)} e^{-i(y, \xi)} a^+(s, x, \xi) \phi(y) dy d\xi. \quad (3.10.3)$$

**Proof.** Note that it follows from Proposition D.14.1 that

$$I(s, t)I^*(s, t) - 1 \in \Psi(o(s^0), g_0(s)).$$

Hence, for $s \geq T_0$,

$$\|I(s, t)I^*(s, t) - 1\| \leq C_0 < 1,$$

and so $I(s, t)I^*(s, t)$ is invertible. Using the Neumann series and the Beals criterion (see Theorem D.4.1), we obtain

$$(I(s, t)I^*(s, t))^{-1} - 1 \in \Psi(o(s^0), g_0(s)). \quad (3.10.4)$$

Set

$$W(s, t) := U(t, s)I(s, t).$$

Then it follows from (3.7.9) that, for $T_0 \leq s \leq t$,

$$\begin{aligned}
\frac{d}{ds} W(s, t) &= W(s, t)\tilde{P}(s, t), \\
W(t, t) &= 1,
\end{aligned} \quad (3.10.5)$$
where
\[ \hat{P}(s, t) := I^{-1}(s, t)P(s, t) \]
\[ = I^*(s, t)(I(s, t) I^*(s, t))^{-1} P(s, t). \]

and \( P(t, s) \) was defined in (3.7.10).

By (3.10.4) and Propositions D.14.2 and D.14.1, we have
\[ \hat{P}(s, t) \in L^1(ds, \Psi(g_0(s))). \]

Therefore by Lemma 3.9.3 (with the role of \( s \) and \( t \) reversed), we get
\[ W(s, t) - 1 \in \Psi(o(s^0), g_0(s)). \tag{3.10.6} \]

We know that
\[ U(s, t) = (I(s, t) I^*(s, t))^{-1} I(s, t) W^*(s, t). \tag{3.10.7} \]

Now (3.10.4), (3.10.6), (3.10.7) and Proposition D.14.2 imply the properties of \( U(s, t) \) stated in our theorem.

If we know that \( U(s, t) \) can be written as a Fourier integral operator (3.10.2), then it is easy to see that \( \Omega_{sd}^+(s) \) can be written as a Fourier integral operator (3.10.3). In fact, we note that
\[ e^{iS(t, x)} U(s, t)^* \phi(y) \]
\[ = (2\pi)^{-n} \int \check{a}(s, t, x, \xi) e^{i(y, \xi) - iS(s, t, x, \xi) + iS(t, x, \xi)} \phi(x) d\xi dx. \tag{3.10.8} \]

Using similar arguments as in the proof of (3.7.16), we see that (3.10.8) goes to
\[ \Omega_{sd}^{+, \ast}(s) \phi(y) = (2\pi)^{-n} \int \int \check{a}^{+, \ast}(s, x, \xi) e^{i(y, \xi) - i\Phi_{sd}^+(s, x, \xi)} \phi(x) d\xi dx. \]

when \( t \) goes to \( \infty \). \qed
4. Quantum 2-Body Hamiltonians

4.0 Introduction

In this chapter we study scattering theory for quantum time-independent 2-particle systems. They are described by Hamiltonians on $L^2(X)$ of the form

$$H = \frac{1}{2}D^2 + V(x),$$

where $V(x)$ decays in space in all directions. The previous chapter was devoted to Hamiltonians with time-decaying potentials and should be viewed as an introduction to the present one. In particular, various objects related to long-range scattering theory were discussed in Chap. 3. Therefore we advise the reader to first become familiar with the previous chapter, in particular with Sects. 3.2, 3.3 and 3.5.

In the mathematical physics literature, the name scattering theory is usually reserved for Hamiltonians of the form (4.0.1). Classical systems, studied in Chaps. 1 and 2, and time-decaying quantum systems described in Chap. 3 are seldom studied for their own sake; they are usually considered only as tools that are used to study (4.0.1).

The most obvious classification of states in the case of a time-independent 2-body Hamiltonian is

$$L^2(X) = \mathcal{H}_{pp}(H) \oplus \mathcal{H}_c(H),$$

where $\mathcal{H}_{pp}(H)$ is the space of bound states of $H$ and $\mathcal{H}_c(H)$ the continuous spectral subspace. It is not a priori clear that any state in $\mathcal{H}_c(H)$ behaves asymptotically for large times as a free particle. Actually, we saw in Chap. 2 that in the classical case there are unbounded trajectories with zero energy that behave at infinity very differently from free trajectories. In the quantum case, it turns out that under rather weak conditions on the interaction, any state in $\mathcal{H}_c(H)$ behaves asymptotically like a free particle. In more precise mathematical terms, $\mathcal{H}_c(H)$ is equal to the range of the wave operator. This fact is called the asymptotic completeness of 2-body scattering and will be the central result proven in this chapter.

Let us describe the main strategy of our proof of asymptotic completeness. The first step is contained in Chap. 3, where we consider time-decaying potentials
$V(t, x)$ and the dynamics $U(t, s)$ they generate. We show the existence of wave operators for this dynamics, which (in the long-range case) are defined as

$$s - \lim_{t \to \infty} U(0, t) e^{-iS(t,D)}.$$  

(4.0.2)

Along with the existence of (4.0.2), we show the existence of

$$s - \lim_{t \to \infty} e^{iS(t,D)} U(t, 0),$$

(4.0.3)

which implies the unitarity of the wave operator for the dynamics $U(t, s)$.

Note that the existence of (4.0.3) is straightforward in the fast-decaying case; it is much less easy in the slow-decaying case.

The second step consists of a number of propagation estimates for the dynamics $e^{-itH}$. Their aim is to show that if $\chi \in C_0^\infty(\mathbb{R})$ is supported away of 0 and eigenvalues of $H$, then any state $e^{-itH} \chi(H) \phi$ moves away from the origin in a controllable way. This enables us to replace the time-independent potential by an effective time-decaying one

$$V(t, x) := J(\frac{x}{t}) V(x),$$

and the dynamics $e^{-itH}$ by $U(t, 0)$. More precisely, we are able to show the existence of the limit

$$s - \lim_{t \to \infty} U(0, t) e^{-itH} \chi(H).$$

(4.0.4)

Now (4.0.3), (4.0.4) and the chain rule yield the existence of

$$s - \lim_{t \to \infty} e^{iS(t,D)} e^{-itH} I^c(H),$$

(4.0.5)

which implies asymptotic completeness.

The concept of the wave operator was introduced by Möller in [Mö]. Therefore, wave operators are sometimes called Möller operators.

The literature on mathematical aspects of quantum scattering theory is very rich and contains numerous techniques. The reader will find a bibliographical review of this subject up to the early eighties in [RS, vol III].

Among the main approaches to the problem of asymptotic completeness, one can distinguish the abstract Kato-Birman approach, the stationary approach and the time-dependent approach.

The Kato-Birman approach is a time-dependent method which has two basic ingredients. The first one is the existence and completeness of wave operators for a pair $(H_0, H)$ of Hamiltonians whose difference is of trace class. The second one is the invariance of wave operators under the replacement of $H_0$ and $H$ with $f(H_0)$ and $f(H)$ for suitable functions $f$. It applies only to a rather narrow class of fast decaying short-range potentials. The reader can find its description in [RS, vol III] and [Yaf4].

The stationary method is usually more efficient. It is based on the study of the boundary values of the resolvent $(z - H)^{-1}$. A modern exposition can be
found in [Hö2, vol II] (the short-range case) and [Hö2, vol IV] (the long-range case), see also [Ag1] and [RS, vol III and IV].

We never use the stationary method in our monograph. The main objective of our exposition is to prove various properties related to asymptotic completeness. We think that studying the resolvent \((z - H)^{-1}\) is a kind of a detour for our purposes and, in our opinion, leads to unnecessary complication. But the most convincing argument against the stationary method is the following: if the potential is time-dependent, then the time-dependent method works quite well, while the stationary method is much less useful (see, however, [How, Ya5] for the short-range case).

On the other hand, the stationary method gives some important additional information that seems not to follow easily by the time-dependent method. By the stationary method, one obtains some properties of the boundary values of the resolvent, which are especially useful in the study of the scattering operator and eigenfunction expansions. But these topics are not covered by our monograph.

In the time-dependent approach, the main object under study is the dynamics \(e^{-itH}\). It was used in the first proof of the existence of wave operators in [Co1]. On the other hand, in the problem of asymptotic completeness time-dependent techniques entered the literature quite late with papers of V. Enss [E1, E2]. Ideas of Enss aroused a considerable interest and inspired a number of papers by other authors, among them: [Dav, KiYa1, KiYa2, Pe1, Sim2].

The time-dependent approach to scattering theory proved to be the most successful. It led to a series of remarkable results about \(N\)-body systems beginning with [E5, SS1], which we discuss later on. There exist various techniques related to the time-dependent approach. In particular, one of the techniques that proved to be important is the so-called method of positive commutators (or, more exactly, the method of positive Heisenberg derivatives) – see Appendix B.4 for references.

Even the time-dependent approach comes in a number of different varieties. The original argument due to V. Enss [E1, E2], who was first to use the time-dependent method to show asymptotic completeness, was based on the so-called RAGE theorem. We do not use this idea, because it seems not to work for more than 3 particles. The approach that we use is based on positive commutators and weak propagation estimates. Positive commutators have a relatively long history, culminating in the work of E. Mourre [Mo1]. Weak propagation estimates showed their extraordinary efficiency in the work of Sigal and Soffer [SS1], who proved asymptotic completeness in the \(N\)-body case. In our presentation of the propagation estimates of this chapter, we also use ideas of Graf [Gr] and Yafaev [Ya1].

Let us now briefly describe the content of this chapter.

Section 4.1 is devoted to the problem of the self-adjointness of Schrödinger operators and some of their general properties. We refer the reader to [RS, vol I and II] for more details.
In Sect. 4.2 we prove so-called weak large velocity estimates. This is a simple example of a *weak propagation estimate*. Their typical form is as follows:

\[ \int_0^\infty \| B(t)e^{-itH}\phi \|^2 \, \frac{dt}{t} < \infty, \]

where \( B(t) \) is a certain uniformly bounded observable. The weak maximal-velocity estimates say roughly that the velocity of a particle is bounded by the square root of its energy. These estimates were first found by Sigal and Soffer [SS1, SS3], although our presentation follows that of Graf [Gr].

One says that a Hamiltonian \( H \) satisfies the Mourre estimate on the energy interval \( \Delta \) with conjugate operator \( A \) if

\[ \|\Delta(H)[H, iA]\|\Delta(H) \geq C_0 \|\Delta(H)\| + K, \tag{4.0.6} \]

where \( C_0 > 0 \) and \( K \) is a compact operator. Hamiltonians of the form (4.0.1), under certain assumptions on \( V(x) \), satisfy the Mourre estimate on any positive energy interval with a conjugate operator equal to the generator of dilations

\[ A := \frac{1}{2}(\langle x, D \rangle + \langle D, x \rangle). \]

The existence of an estimate as (4.0.6) has deep consequences on the spectral theory of \( H \) on the interval \( \Delta \). It was used in a fundamental paper by Mourre [Mo1] to prove the absence of singular continuous spectrum for \( H \) in \( \Delta \). His ideas were related to some earlier work by Lavine [La3]. The abstract Mourre commutator method has been extended and refined and applied to a wide variety of problems (see, among others, [Mo2, PSS, YaFL, JMP, ABG, BG]).

The Mourre estimate is shown for 2-body systems in Sect. 4.3, where we also describe a number of its consequences. In particular, we will show that the point spectrum can accumulate only at 0.

In our presentation of scattering theory, we made an attempt to describe its basic steps in a form that stresses various natural objects and we attach less importance to technical estimates that involve arbitrary cutoff functions. Besides, we prefer arguments that generalize easily to the \( N \)-body case. An example of such a natural construction is the *asymptotic velocity*, which we introduce in Sect. 4.4. The asymptotic velocity is the self-adjoint operator defined by

\[ P^+ := s - C_\infty - \lim_{t \to \infty} \frac{e^{itH}}{t} e^{-itH}, \tag{4.0.7} \]

Another equivalent definition of \( P^+ \) is

\[ P^+ := s - C_\infty - \lim_{t \to \infty} e^{itH} De^{-itH} \mathbb{1}(H). \tag{4.0.8} \]

(The limits (4.0.7) (4.0.8) are strong \( C_\infty \) limits defined in Appendix B.2.) The existence of (4.0.7) holds under very weak assumptions on the potential, e.g. \( V(x) \) has to be \( \Delta \)-compact and, roughly speaking,
\[ |\nabla_x V(x)| \leq C\langle x\rangle^{-1-\mu}, \quad \mu > 0. \]

The existence of the observable \( P^+ \) in the 2-body case follows easily from the existence of (modified) wave operators. Therefore in the literature it was usually not considered for its own sake. It becomes much less trivial in the \( N \)-body case, where its first explicit construction was given in [De6]. (Nevertheless, it appeared implicitly in the earlier work on the subject, especially in [Gr]).

We think that, even in the 2-body case, introducing the asymptotic velocity is a useful idea. First of all, it helps to organize the proof of asymptotic completeness. Secondly, it can be shown to exist under rather weak assumptions. In fact, as we will see in Sect. 4.10, there are 2-body Hamiltonians for which the asymptotic velocity exists, and thus one can argue that some kind of a scattering theory for such systems is available, but for which the wave operators fail to be complete.

The proof of the existence of (4.0.7) relies on a number of weak propagation estimates. The idea of using this type of estimates in scattering theory is due to Sigal and Soffer [SS1]. In our presentation, we follow a very elegant approach due to Graf [Gr] with some modifications inspired by Yafaev [Ya1].

We also show that
\[ \Pi_{\{0\}}(P^+) = \Pi^p(H), \]  
which means that the states of zero asymptotic velocity coincide with the bound states of \( H \). As we saw in Chap. 2, an analog of this property is false in classical mechanics. This property follows from the so-called minimal velocity estimate [Gr], whose proof is based on the Mourre estimate. The property (4.0.9) plays an important role in the proof of asymptotic completeness.

Section 4.4 is probably the central section of the whole chapter. The result of this section enable us to reduce the study of time-independent potentials to the framework of Chap. 3.

In Sect. 4.5 we describe the joint spectrum of the asymptotic velocity and the energy. This result can be viewed as a weak form of asymptotic completeness. It will not be used in the proof of the asymptotic completeness of wave operators.

Section 4.6 is devoted to short-range scattering theory. Roughly speaking we assume that
\[ |V(x)| \leq C\langle x\rangle^{-\mu}, \quad \mu > 1. \]

Using Sect. 4.3 and the results of Chap. 3, one proves the existence of the short-range wave operators
\[ s - \lim_{t \to \infty} e^{itH} e^{-itH_0} =: \Omega^+_{sr}, \]
and the fact that
\[ \text{Ran} \Omega^+_{sr} = \mathcal{H}_c(H). \]

This property of the wave operator goes under the name of asymptotic completeness. The wave operator implements the unitary equivalence of \( P^+ \) and \( D \) on \( \mathcal{H}_c(H) \), meaning that
\[ P^+ = \Omega^+_{sr} D \Omega^{+*}_{sr}. \]
Section 4.7 is devoted to long-range scattering theory. In this section we treat in a parallel way potentials with the long-range part \( V_i \) satisfying roughly
\[
|\partial_x^\alpha V_i(x)| \leq C_\alpha \langle x \rangle^{-|\alpha|-\mu}, \quad \mu > 0, \quad |\alpha| = 1, 2, \quad (4.0.10)
\]
or the stronger condition
\[
|\partial_x^\alpha V_i(x)| \leq C_\alpha \langle x \rangle^{-|\alpha|-\mu}, \quad \mu > 0, \quad |\alpha| \geq 1. \quad (4.0.11)
\]
The second condition allows for some simplifications, whereas the first condition is essentially optimal for asymptotic completeness. Asymptotic completeness under condition (4.0.10) is due to Hörmander, who used a slightly stronger hypothesis in [Hö2] to show asymptotic completeness by the time-independent method. The results of Sect. 4.3 allow us to reduce ourselves quite easily to the case of long-range time-dependent potentials treated in Sect. 3.4. In this way, we can prove the asymptotic completeness of the modified wave operators
\[
\Omega_{ir}^+ := s - \lim_{t \to \infty} e^{itH} e^{-is\langle t, D \rangle}, \quad (4.0.12)
\]
where \( S(t, x) \) is a solution of an appropriate Hamilton-Jacobi equation.

If \( \mu > 1/2 \), then it is possible to construct wave operators in a simpler way, using the so-called Dollard modifiers, instead of solutions of the Hamilton-Jacobi equation. Besides, one can include Hamiltonians with internal degrees of freedom. This is the subject of Sect. 4.8.

In Sect. 4.9 we consider another construction of long-range wave operators due to Isozaki and Kitada [IK1]. We assume in this section that the potentials satisfy the smooth long-range condition, roughly, (4.0.11). The Isozaki-Kitada construction is based on a time-independent modifier, which is a Fourier integral operator \( J_{ir}^+ \) defined by
\[
J_{ir}^+ \phi(x) := (2\pi)^{-n} \int e^{i\Phi_{ir}^+(x, \xi)} e^{-i(y, \xi)} q^+(x, \xi) \phi(y) dy d\xi, \quad (4.0.13)
\]
associated with a solution \( \Phi_{ir}^+(x, \xi) \) of the eikonal equation, where \( q^+(x, \xi) \) is a cutoff equal to \( \chi(\frac{1}{2} \xi^2) \) in an appropriate outgoing region. It turns out that the limit
\[
s - \lim_{t \to \infty} e^{itH} J_{ir}^+ e^{-itH_0} \quad (4.0.14)
\]
exists and is equal to the usual long-range wave operator \( \Omega_{ir}^+ \) multiplied by an energy cut-off \( \chi_0(H_0) \). This type of a construction proved useful to study various properties of the scattering matrix (see for example [IK3, GeMa2]), because it works well within the stationary approach to scattering theory.

This ends the main part of this chapter devoted to the existence and completeness of wave operators. The remaining sections of this chapter describe more special topics.

In Sect. 4.10 we describe a Schrödinger operator for which the short-range wave operator and the asymptotic velocity exist but the wave operator is not
complete. We prove this by constructing an additional wave operator whose range is orthogonal both to the bound states and to the usual scattering states. Such an example was first given by Yafaev [Yaf2] and we essentially follow his construction. Its main ingredient can be viewed as a certain version of the Born-Oppenheimer approximation. The variables of the configuration space are divided into two components, $x$ and $y$. If we choose the potential $V(x, y)$ in an appropriate way, then there exists a nontrivial channel that describes a particle moving away from the origin as $C_0 t$ for $C_0 > 0$ and spreading in the direction of the $y$ coordinate at the rate of $C \sqrt{t}$.

Weak propagation estimates, which we used so far in this chapter, give very weak information on the decay of $\|B(t)e^{-itH}\phi\|$ for some observables $B(t)$. Their advantage consists in very weak assumptions on the potentials and the fact that they are valid for all $\phi$ in the Hilbert space. One can also study the so-called strong propagation estimates. They describe a faster decay of observables, typically $B(t)e^{-itH}\phi \in O(t^{-N})$, but they are valid only for $\phi$ in a certain dense subspace of the Hilbert space. Usually, they also require stronger assumptions on the potentials.

It seems that weak propagation estimates are more important than the strong ones. In particular, they are sufficient for proving the existence and completeness of wave operators. Nevertheless, in order to prove certain detailed results on wave operators for smooth potentials we need some strong propagation estimates, notably the strong low velocity estimate.

The next three sections are devoted to strong propagation estimates. They are due to Sigal and Soffer [SS3]. The abstract method used to obtain these estimates consists in finding a positive (unbounded) observable with a negative Heisenberg derivative. A similar method is also used in partial differential equations to prove the propagation of the wave front set along bicharacteristics (see [H63]).

In Sect. 4.11 we prove the strong large velocity estimate. It says roughly that for $\chi \in C_0^\infty(\mathbb{R})$ and $\theta$ large enough,

$$\mathcal{I}_{[\theta, \infty]}(\frac{1}{t}) \chi(H)e^{-itH}\langle x \rangle^{-N} \in O(t^{-N}).$$  \hspace{1cm} (4.0.15)

This estimate is relatively easy to show and it requires very weak assumptions on the potentials.

The estimate that is much more useful is the so-called strong minimal velocity estimate. It says, more or less, that for $\chi \in C_0^\infty(\mathbb{R}\setminus\{0\})$ and $\theta$ small enough,

$$\mathcal{I}_{[0, \theta]}(\frac{1}{t}) \chi(H)e^{-itH}\langle x \rangle^{-N} \in O(t^{-N}).$$  \hspace{1cm} (4.0.16)

Its proof is more difficult than the proof of (4.0.15) and it requires essentially that the potentials are smooth. In order to show this estimate, one has first to prove a strong propagation estimate for the generator of dilations $A$, roughly:

$$\mathcal{I}_{[-\infty, \theta]}(\frac{1}{t}) \chi(H)e^{-itH}\langle A \rangle^{-N} \in O(t^{-N}).$$  \hspace{1cm} (4.0.17)
The estimate (4.0.17) is shown in Sect. 4.12 and the estimate (4.0.16) is shown in Sect. 4.13.

Note that there exists an alternative approach to strong propagation estimates based on the study of boundary values of the resolvent, which is due to Jensen, Mourre and Perry [JMP, Jen].

Scattering theory, especially in the long-range case, is intimately connected with the theory of pseudo-differential and Fourier integral operators associated with the metric $(x)^{-2}dx^2 + d\xi^2$. In the remaining part of this chapter, we would like to explore these relationships. Roughly speaking, we assume that $V(x)$ is a symbol of the class $S((x)^{-\mu}, (x)^{-2}dx^2)$, where $\mu > 0$ in the long-range case and $\mu > 1$ in the short-range case. Under such a condition, if $\chi \in C^\infty_0(\mathbb{R})$, then $\chi(H)$ itself is a pseudo-differential operator. This property and other simple properties of functions of $H$ are described in Sect. 4.14.

In Sect. 4.15 we present a construction of a Fourier integral operator $I^+$ that has the same phase as the Isozaki-Kitada modifier (4.0.13) but its amplitude in the outgoing region solves asymptotically the appropriate transport equation. We call it an improved Isozaki-Kitada modifier.

In Sect. 4.16 we show a number of strong propagation estimates that use microlocal cutoffs. There are various possible ways to show these estimates. Originally these estimates were obtained in [IK4] using similar estimates on the resolvent $(H - \lambda)^{-1}$ and the Fourier transform. In our approach, we first show these estimates for the free evolution $e^{-itH_0}$, using the non-stationary phase method. Then we use the improved Isozaki-Kitada modifiers and the Duhamel formula to obtain similar estimates for the full evolution $e^{-itH}$. The crucial step of this proof is an application of the strong minimal velocity estimates of Sect. 4.13.

If we multiply the wave operator by a pseudo-differential cutoff supported in an outgoing region, then it equals an improved Isozaki-Kitada modifier modulo terms in $\Psi(\langle x \rangle^{-\infty})$. In particular, this means that the wave operator with a cutoff in an outgoing region is a pseudo-differential operator in the short-range case and a Fourier integral operator in the long-range case. These facts follow from the microlocal propagation estimates of Sect. 4.16 and are proven in Sect. 4.17.

One can also ask about regularity properties of wave operators without a microlocal cutoff. Such properties are the subject of Sect. 4.18. We show that, for $\chi \in C^\infty_0(\mathbb{R}\setminus\{0\})$ and $s' < s$,

$$\langle x \rangle^{-s} \Omega^+ \chi(H_0) \langle x \rangle^{s'} \text{ is bounded.} \quad (4.0.18)$$

This result was obtained by Jensen-Nakamura [JN] and Herbst-Skibsted [HeSk1].

In the case of a positive $s$, one can strengthen this property and show that $(4.0.18)$ is true for $0 < s = s'$. This result is due to Isozaki [I3] and requires a somewhat different proof.
4.1 Schrödinger Hamiltonians

In this section we will describe notation and facts concerning Schrödinger Hamiltonians. The basic notation concerning Hilbert spaces is given in Appendix B.1. Most of the time, we will work with the Hilbert space $L^2(X)$ where $X = \mathbb{R}^n$. Basic notation concerning this Hilbert space was given in Sect. 3.1.

We will also use the notation $|x| := \sqrt{1 + x^2}$ and

$$|s|_+ := \begin{cases} |s|, & s > 0, \\ 0, & s \leq 0 \end{cases}, \quad |s|_- := \begin{cases} 0, & s \leq 0, \\ |s|, & s > 0 \end{cases}$$

$$\langle s \rangle_- := \begin{cases} \langle s \rangle, & \langle s \rangle < 0, \\ 1, & \langle s \rangle \geq 0 \end{cases}, \quad \langle s \rangle_+ := \begin{cases} 1, & \langle s \rangle \leq 0, \\ \langle s \rangle, & \langle s \rangle > 0 \end{cases}$$

A Schrödinger operator is an operator of the form

$$H = \frac{1}{2}D^2 + V(x), \quad (4.1.1)$$

where $V(x)$ is a real-valued function on $X$ satisfying appropriate conditions that make it possible to define (4.1.1) as a self-adjoint operator.

Let us list conditions that are useful in defining $H$:

**Definition 4.1.1**

1a) $V(x)$ is $H_0$-bounded with the $H_0$-bound $a_1$ if

$$\lim_{\lambda \to \infty} \|(\lambda + H_0)^{-1}V(x)\| = a_1.$$

1b) $V(x)$ is $H_0$-compact if

$$V(x)(1 + H_0)^{-1} \text{ is compact.} \quad (4.1.2)$$

2a) $V(x)$ is $H_0$-form bounded with the $H_0$-bound $a_2$ if

$$\lim_{\lambda \to \infty} \|(\lambda + H_0)^{-\frac{3}{2}}V(x)(\lambda + H_0)^{-\frac{1}{2}}\| = a_2.$$  

2b) $V(x)$ is $H_0$-form compact if

$$(1 + H_0)^{-\frac{1}{2}}V(x)(1 + H_0)^{-\frac{1}{2}} \text{ is compact.} \quad (4.1.3)$$

Let us note the following implications.
Proposition 4.1.2

(i) $V(x)$ is $H_0$-bounded with $H_0$-bound $a_1 \Rightarrow V(x)$ is $H_0$-form bounded with $H_0$-form bound $\leq a_1$.

(ii) $V(x)$ is $H_0$-compact $\Rightarrow$ $V(x)$ is $H_0$-bounded with $H_0$-bound 0.

(iii) $V(x)$ is $H_0$-form compact $\Rightarrow$ $V(x)$ is $H_0$-form bounded with $H_0$-form bound 0.

(iv) $V(x)$ is $H_0$-compact $\Rightarrow$ $V(x)$ is $H_0$-form compact.

The following proposition gives certain sufficient conditions for the self-adjointness of $H$.

Proposition 4.1.3

(i) If $V(x)$ is $H_0$-bounded with $H_0$-bound less than 1, then $H$ is a self-adjoint operator with the domain

$$\mathcal{D}(H) = \mathcal{D}(H_0) = H^2(X),$$

(ii) If $V(x)$ is $H_0$-form bounded with $H_0$-bound less than 1, then $H$ is a self-adjoint operator with the form domain

$$\mathcal{Q}(H) = \mathcal{Q}(H_0) = H^1(X).$$

The $H_0$-form compactness of $V(x)$ means that $V(x)$ decays (in some mean sense) in all directions. This is typical for 2-body interactions and this assumption will be satisfied most of the time in this chapter.

We will usually assume a stronger assumption, namely, the $H_0$-compactness of $V(x)$, because it is technically somewhat easier than the $H_0$-form compactness.

Let us state the so-called Weyl theorem for Schrödinger operators.

Proposition 4.1.4

Assume (4.1.3). Then for any $\chi \in C_0^\infty(\mathbb{R})$, the operator $\chi(H) - \chi(H_0)$ is compact and

$$\sigma_{\text{ess}}(H) = [0, \infty]. \quad (4.1.4)$$

Our main object of interest will be the one-parameter group of unitary operators $e^{-itH}$ generated by $H$. If $\phi \in L^2(X)$ we will sometimes use the notation

$$\phi_t := e^{-itH} \phi.$$ 

If $A(t)$ is an operator-valued function, then the Heisenberg derivative of $A(t)$ is defined as

$$\mathbf{D}A(t) := \frac{d}{dt}A(t) + i[H, A(t)].$$

Note that

$$\frac{d}{dt}e^{-itH} A(t)e^{-itH} = e^{-itH} (\mathbf{D}A(t)) e^{-itH}.$$


4.2 Weak Large Velocity Estimates

In this and the next section we will assume that (4.1.3) holds. Note that, compared to the assumptions used in the remainder of this chapter, (4.1.3) is a very weak condition.

The main result of this section gives a rigorous meaning to the idea that, for large time, the probability of finding the particle in the region \( x^2 > 2H t^2 \) goes to zero in a certain weak sense. This result gives us very little control on the rate at which this probability goes to zero. Therefore it is called a weak large velocity estimate. The weak large velocity estimate will be used very often in this chapter in the proof of the existence and completeness of wave operators.

**Proposition 4.2.1**

(i) If \( \chi \in C_0^\infty(\mathbb{R}) \), \( \theta_1 < \theta_2 \) and \( \text{supp} \chi \subset ] - \infty, \frac{1}{2} \theta_1 [ \), then

\[
\int_1^\infty \left\| \mathbf{1}_{[\theta_1, \theta_2]} \left( \frac{|x|}{t} \right) \chi(H) \phi_t \right\|^2 dt \leq C \| \phi \|^2.
\]

(ii) Let \( \chi \in C_0^\infty(\mathbb{R}) \), \( \text{supp} \chi \subset ] - \infty, \frac{1}{2} \theta_1 [ \), \( F \in C^\infty(\mathbb{R}) \) with \( F' \in C_0^\infty(\mathbb{R}) \) and \( \text{supp} F \subset ] \theta_1, \infty [ \). Then

\[
\lim_{t \to \infty} e^{itH} F \left( \frac{|x|}{t} \right) \chi(H) e^{-itH} = 0.
\]

Before the proof of this proposition let us state a simple lemma.

**Lemma 4.2.2**

(i) Let \( \chi \in C_0^\infty(\mathbb{R}) \) and \( f \in C_0^\infty(X) \). Then

\[
\left\| \chi(H), f \left( \frac{x}{t} \right) \right\| \in O(t^{-1}).
\]

(ii) If, moreover, \( 0 \leq \chi \leq 1 \), \( \text{supp} \chi \subset [-\infty, \frac{1}{2} \theta] \) and \( 0 \leq f \leq 1 \), \( 0 \not\in \text{supp} f \), one has

\[
\left\| \chi(H) D \frac{x}{|x|} f \left( \frac{|x|}{t} \right) \right\| \leq \theta + o(t^0). \quad (4.2.1)
\]

**Proof.** (i) follows from the bound

\[
\|(H + i)^{-1}[H, x](H + i)^{-1}\| < C
\]

and the methods of Appendix C.1.

Let us now prove (ii). We first claim that
\[
\chi(H)f\left(\frac{|x|}{t}\right) V(x)\chi(H) = o(t^0). \tag{4.2.2}
\]

Indeed, by (4.1.3) \(\chi(H)V(x)\chi(H)\) is compact, moreover, \(s-\lim_{t \to \infty} f\left(\frac{|x|}{t}\right) = 0\).

Therefore,

\[
\lim_{t \to \infty} f\left(\frac{|x|}{t}\right) \chi(H) V(x) \chi(H) = 0,
\]

which, using (i) proves (4.2.2). Using (4.2.2), we compute

\[
\chi(H) D^2 f^2 \left(\frac{|x|}{t}\right) \frac{x}{|x|} D \chi(H)
\leq \chi(H) \left(D f^2 \left(\frac{|x|}{t}\right) D + 2 f^2 \left(\frac{|x|}{t}\right) V(x)\right) \chi(H) + o(t^0) \tag{4.2.3}
\]

\[
= 2\chi(H) f^2 \left(\frac{|x|}{t}\right) H \chi(H) + o(t^0).
\]

This clearly has the norm less than \(\theta^2 + o(t^0)\). \hfill \Box

**Proof of Proposition 4.2.1.** We will prove the proposition by constructing a suitable propagation observable. Let \(\theta_{-2} < \theta_{-1} < \theta_0 < \theta_1 < \theta_2\) such that \(\text{supp}\chi \subseteq [-\infty, \frac{1}{2}\theta^2_{-2}]\). Choose \(f \in C^\infty_0(\mathbb{R})\) so that \(\text{supp} f \subseteq [\theta_{-1}, \infty], \ f = 1\) on \([\theta_0, \theta_1]\). Define

\[
F(s) := \int_{-\infty}^{s} f^2(s_1)ds_1.
\]

Our propagation observable will be

\[
\Phi(t) := \chi(H) F\left(\frac{|x|}{t}\right) \chi(H).
\]

We compute:

\[
-D\Phi(t) = t^{-1}\chi(H) f^2 \left(\frac{|x|}{t}\right) \frac{|x|}{|x|} \chi(H)
\]

\[
-\frac{1}{2} t^{-1}\chi(H) \left(D^2 f^2 \left(\frac{|x|}{t}\right) + \text{hc}\right) \chi(H). \tag{4.2.4}
\]

Choose \(\hat{\chi} \in C^\infty_0(\mathbb{R}), \ \hat{f} \in C^\infty_0(\mathbb{R})\) such that \(\chi\hat{\chi} = \chi, \ f\hat{f} = f, \ 0 \leq \hat{\chi} \leq 1, \ 0 \leq \hat{f} \leq 1, \ \text{supp} \hat{\chi} \subseteq [-\infty, \frac{1}{2}\theta^2_{-2}]\) and \(0 \not\subseteq \text{supp} \hat{f}\). Using Lemma 4.2.2 (i), we see that the second term on the right of (4.2.4) equals

\[
\frac{1}{t} \chi(H) f \left(\frac{|x|}{t}\right) \hat{\chi}(H) \left(D \frac{x}{|x|} \hat{f} \left(\frac{|x|}{t}\right) + \text{hc}\right) \chi(H) + O(t^{-2}). \tag{4.2.5}
\]

Using Lemma 4.2.2 (ii) to estimate (4.2.5), we see that (4.2.4) can be estimated from below by

\[
C_0 t^{-1} \chi(H) f^2 \left(\frac{|x|}{t}\right) \chi(H), \tag{4.2.6}
\]

where \(C_0 := \theta_0 - \theta_{-1} > 0\). By Lemma B.4.1, this implies
\[
\int_1^\infty \left\| f \left( \frac{|x|}{t} \right) \chi(H) \phi_t \right\|^2 \frac{dt}{t} \leq C \| \phi \|^2.
\] (4.2.7)

and ends the proof of (i).

Let us prove (ii). Let the function \( F \) satisfy the conditions described in (ii). Clearly, we can assume additionally that \( F \geq 0 \) and \( F(s) = 1 \) for \( s \geq R_0 \). Choose \( \tilde{f} \in C_c^\infty(X) \) such that \( \tilde{f} = 1 \) on \( \text{supp} F' \) and \( \text{supp} \tilde{f} \subset [\theta_1, \infty[. \) Then

\[
D\Phi(t) = t^{-1} \chi(H) \tilde{f} \left( \frac{|x|}{t} \right) \frac{\partial}{\partial t} \left( \frac{|x|}{t} \right) \chi(H) + O(t^{-2}),
\]

where \( B(t) \) is uniformly bounded. Therefore, by (i), there exists the limit

\[
s = \lim_{t \to \infty} e^{itH} \Phi(t) e^{-itH}. \tag{4.2.8}
\]

If, in addition, \( F \) has a compact support, then, by (i), we have

\[
\int_1^\infty (\phi ||\Phi(t)\phi\|) \frac{dt}{t} \leq C \| \phi \|^2. \tag{4.2.9}
\]

Thus, if \( F \) satisfies the conditions in (iii) and has a compact support, the limit (4.2.8) is zero.

Let us now take functions \( F_1 \in C^\infty(\mathbb{R}) \), \( f \in C_c^\infty(\mathbb{R}) \) such that \( \text{supp} F_1 \subset [\theta_0, \infty[ \), \( F_1 = 1 \) on a neighborhood of \( \infty \), and \( F'_1 = f^2 \). Set

\[
\Phi_R(t) := \chi(H) F_1 \left( \frac{|x|}{Rt} \right) \chi(H).
\]

By the previous discussion, we know that, for \( R \geq 1 \), the limit

\[
s = \lim_{t \to \infty} e^{itH} \Phi_R(t) e^{-itH}
\]

exists. Repeating the calculations of the proof of (i) and keeping track of \( R \) we obtain

\[
-D\Phi_R(t) = \frac{1}{t} \chi(H) f^2 \left( \frac{|x|}{Rt} \right) \frac{|x|}{Rt} \chi(H) - \frac{1}{t^2} \chi(H) D_x f^2 \left( \frac{|x|}{Rt} \right) \chi(H) + \text{hc}
\]

\[
\geq \frac{1}{t} \left( 1 - \frac{|x|}{Rt} \right) \chi(H) f^2 \left( \frac{|x|}{Rt} \right) \frac{|x|}{Rt} \chi(H) + O(t^{-2}R^{-2}).
\]

Hence, for \( R \geq C_1 \),

\[
-D\Phi_R(t) \geq O(t^{-2}R^{-2}). \tag{4.2.10}
\]

Therefore, for \( t_0 \geq 0 \), we have

\[
\begin{aligned}
s = \lim_{t \to \infty} e^{itH} \Phi_R(t) e^{-itH}
&= e^{it_0H} \Phi_R(t_0) e^{-it_0H} \\
&+ \int_0^{t_0} e^{isH} (D\Phi(s)) e^{-isH} ds \\
&\leq e^{it_0H} \Phi_R(t_0) e^{-it_0H} + O(t_0^{-1}R^{-2}). \tag{4.2.12}
\end{aligned}
\]
For a fixed $t_0$, the terms on the right-hand side of (4.2.12) go strongly to zero as $R \to \infty$. Hence
\[
s\lim_{R \to \infty} \left( s\lim_{t \to \infty} e^{iH} \Phi_R(t) \chi(H) e^{-iH} \right) = 0. \tag{4.2.13}
\]
We remark now that, for $R \geq 1$, the function $F_1(|x|) - F_1 \left( \frac{|x|}{R} \right)$ has a compact support included in $[\theta_0, \infty[$. So,
\[
s\lim_{t \to \infty} e^{iH} (\Phi_1(t) - \Phi_R(t)) \chi(H) e^{-iH} = 0. \tag{4.2.14}
\]
Letting $R$ tend to infinity in (4.2.14) and using (4.2.13), we obtain
\[
s\lim_{t \to \infty} e^{iH} \Phi_1(t) e^{-iH} = 0.
\]
This ends the proof of (ii).

\section*{4.3 The Mourre Estimate and its Consequences}

We first define the self-adjoint operator
\[
A := \frac{1}{2}(\langle x, D \rangle + \langle D, x \rangle)
\]
called the generator of dilations. $A$ is defined as the infinitesimal generator of the unitary group $T_t$ defined by
\[
T_t \phi(x) := e^{-\frac{\text{i}H}{2}} \phi(\text{e}^{-\text{i}t} x), \quad \phi \in L^2(X).
\]
It is easy to verify that
\[
\mathcal{D}(A) = \{ \phi \in L^2(X) \mid A \phi \in L^2(X) \}.
\]
For an $H_0$—bounded potential $V(x)$, we will denote by $x \nabla_x V(x)$ the (possibly unbounded) operator $[A, iV(x)]$, defined as a form on $\mathcal{D}(A) \cap \mathcal{D}(H_0)$.

The following theorem describes the Mourre estimate for 2-body Hamiltonians.

\textbf{Theorem 4.3.1}

Suppose that (4.1.2) holds and
\[
(1 - \Delta)^{-1} x \nabla_x V(x) (1 - \Delta)^{-1} \text{ is compact.} \tag{4.3.1}
\]
Then, for any $\lambda_1 < \lambda_2$, there exists a compact operator $K$ such that
\[
\mathbb{1}_{[\lambda_1, \lambda_2]}(H) [H, iA] \mathbb{1}_{[\lambda_1, \lambda_2]}(H) = 2H \mathbb{1}_{[\lambda_1, \lambda_2]}(H) + K. \tag{4.3.2}
\]
Moreover, for any \( \lambda \notin \sigma_{pp}(H) \) and \( \delta > 0 \), we can find an open neighborhood \( \Delta \) containing \( \lambda \) such that
\[
1_{\Delta}(H)[H, iA]1_{\Delta}(H) \geq 2(\lambda - \delta)1_{\Delta}(H).
\] (4.3.3)

**Proof.** As a form on \( D(A) \cap D(H) \), we have
\[
[H, iA] = D^2 - x \nabla_x V = 2H - 2V(x) - x \nabla_x V(x).
\]
Using (4.1.2) and (4.3.1), we see that
\[
(1 - \Delta)^{-1} (2V(x) + x \nabla_x V(x))(1 - \Delta)^{-1}
\]
is compact and
\[
1_{[\lambda_1, \lambda_2]}(H)(1 - \Delta)
\]
is bounded. This implies (4.3.2).

To prove (4.3.3), we use the fact that if \( \lambda \notin \sigma_{pp}(H) \), we have
\[
s- \lim_{\kappa \to 0} 1_{[\lambda - \kappa, \lambda + \kappa]}(H) = 1_{(\lambda)}(H) = 0.
\]
Since \( K \) is compact, this implies that \( K1_{[\lambda - \kappa, \lambda + \kappa]}(H) \) tends to 0 in norm when \( \kappa \) tends to 0, which proves (4.3.3). \( \square \)

Theorem 4.3.1 is analogous to the classical Mourre estimate proven in Proposition 2.3.2 in Chap. 2.

The next theorem is known as the *virial theorem* and has been proven by various authors [Wei, Kal, Mo1, PSS]. Our proof follows [PSS].

**Theorem 4.3.2**
Assume that \( H \) is self-adjoint with domain \( H^2(X) \) and
\[
(H + i)^{-1} x \nabla_x V(x)(H + i)^{-1} \text{ is bounded.}
\]
Then for any \( \lambda \in \mathbb{R} \),
\[
1_{(\lambda)}(H)[H, iA]1_{(\lambda)}(H) = 0.
\]

**Proof.** Let \( H_0 = \frac{1}{2} D^2 \). As maps on \( S(X) \), we have
\[
H_0(1 + i \epsilon A) = (1 + 2 \epsilon + i \epsilon A)H_0,
\]
which gives
\[
H_0(1 + i \epsilon A)^{-1} = (1 + 2 \epsilon + i \epsilon A)^{-1}H_0,
\]
and hence
\[(H_0 + i)(1 + i\epsilon A)^{-1}(H_0 + i)^{-1} = (1 + 2i\epsilon + i^2 \epsilon A)^{-1}H_0(H_0 + i)^{-1} + i(1 + i\epsilon A)^{-1}(H_0 + i)^{-1}.\] (4.3.4)

This implies that \((1 + i\epsilon A)^{-1}\) is bounded on \(H^2(X)\). We also deduce from (4.3.4) that
\[\lim_{\epsilon \to 0} (H_0 + i)(1 + i\epsilon A)^{-1}(H_0 + i)^{-1} = 1.\] (4.3.5)

If we define 
\[A_\epsilon := A(1 + i\epsilon A)^{-1} - i\epsilon^{-1}(1 + i\epsilon A)^{-1} - i\epsilon^{-1},\]
we claim that
\[\lim_{\epsilon \to 0} (H_0 + i)^{-1}[H, iA_\epsilon](H_0 + i)^{-1} = (H_0 + i)^{-1}[H, iA](H_0 + i)^{-1}.\] (4.3.6)

Indeed, we have
\[(H_0 + i)^{-1}[H, iA_\epsilon](H_0 + i)^{-1} = -\epsilon^{-1}(H_0 + i)^{-1}[H, (1 + i\epsilon A)^{-1}](H_0 + i)^{-1} = (H_0 + i)^{-1}(1 + i\epsilon A)^{-1}[H, iA](1 + i\epsilon A)^{-1} = (H_0 + i)^{-1}.\]

This implies (4.3.6), using (4.3.5) and the fact that \((H_0 + i)^{-1}[H, iA](H_0 + i)^{-1}\)

is bounded.

Let now \(\psi_i, i = 1, 2,\) be eigenvectors for \(H\) with the energy \(\lambda\). Since \(\psi_i \in H^2(X)\) and \(H \psi_i = \lambda \psi_i\), we have, by (4.3.6),
\[\langle \psi_1 | [H, iA] | \psi_2 \rangle = \lim_{\epsilon \to 0} \langle \psi_1 | [H, iA_\epsilon] | \psi_2 \rangle = \lim_{\epsilon \to 0} (H \psi_1, iA_\epsilon \psi_2) - (iA_\epsilon \psi_1, H \psi_2) = 0,\]
which proves the proposition. \(\Box\)

The next result is due to Mourre [Mo1].

**Theorem 4.3.3**
Assume the hypotheses of Theorem 4.3.1. Then for any \(\lambda_1 \leq \lambda_2\) such that \(0 \notin [\lambda_1, \lambda_2]\),
\[\dim \mathcal{F}(H) \mathcal{V}_{[\lambda_1, \lambda_2]}(H) < \infty.\]

**Proof.** If \(\lambda_2 < 0\), the result follows immediately from (4.1.4).

Assume now that \(\lambda_1 > 0\). By (4.3.2), for some compact operator \(K\), we have
\[\mathcal{V}_{[\lambda_1, \lambda_2]}(H)[H, iA] \mathcal{V}_{[\lambda_1, \lambda_2]}(H) \geq 2\lambda_1 \mathcal{V}_{[\lambda_1, \lambda_2]}(H) + K.\] (4.3.7)

Let \(\psi_n, n \in \mathbb{N}\), be orthonormal eigenfunctions with eigenvalues in \([\lambda_1, \lambda_2]\). Using (4.3.7) and Proposition 4.3.2, we obtain
0 = (\psi_n, \mathbb{1}_{[\lambda_1, \lambda_2]}(H) \{ H, iA \} \mathbb{1}_{[\lambda_1, \lambda_2]}(H) \psi_n) \geq 2\lambda_1 \| \psi_n \|^2 + (\psi_n, K \psi_n).

If the set \{\psi_n\}_{n \in \mathbb{N}} is infinite, the sequence \psi_n tends weakly to zero, so

$$\lim_{n \to \infty} (\psi_n, K \psi_n) = 0,$$

since \( K \) is compact. But this is a contradiction, since \( \lambda_1 > 0 \). This completes the proof of the theorem. \( \square \)

Note that Theorem 4.3.3 implies that the only accumulation point of \( \sigma_{pp}(H) \) can be at 0. Therefore

$$\mathbb{1}_{\sigma_{pp}(H)}(H).$$

(4.3.8)

Bound states of a 2-body Hamiltonian fall into three categories. Bound states with a negative energy are the most physical ones. Sometimes a Hamiltonian may possess a zero energy bound state. Finally, a priori one should not rule out positive energy bound states.

One might think that positive energy bound states can be an obstacle in developing scattering theory. It turns out that they are not. We know by Theorem 4.3.3 that they are discrete in \([0, \infty] \). Therefore, for instance, in proofs of asymptotic completeness we just localize in energy outside of the pure point spectrum. Nevertheless, it is good to know that under quite general assumptions on the potentials there are no positive bound states whatsoever. This result is due to Froese-Herbst [FH2]. It will follow from the more general Theorems 6.5.1 and 6.5.4 valid in the \( N \)-body case.

**Theorem 4.3.4**

(i) Assume the hypotheses of Theorem 4.3.1. Let \( \psi \in H^2(X) \) satisfy \( H\psi = E\psi \) with \( E > 0 \). Then for any \( \theta \), we have

$$e^{\theta|\mathbb{E}|} \psi \in H^2(X).$$

(ii) If \( E < 0 \), then

$$e^{(1-E^{1/2}-\epsilon)|\mathbb{E}|} \psi \in H^2(X), \quad \epsilon > 0.$$  

(iii) If, moreover,

$$\lim_{\lambda \to \infty} \| (\lambda - \frac{1}{2}\Delta)^{-\frac{1}{2}} x \nabla_x V(x)(\lambda - \frac{1}{2}\Delta)^{-\frac{1}{2}} \| < 1,$$

then \( H \) has no positive eigenvalues.

**4.4 Asymptotic Velocity**

In this section we construct the fundamental asymptotic observable for time-independent 2-body Hamiltonians, namely, the asymptotic velocity and describe
its basic properties. It will be the analog of the asymptotic momentum constructed in Theorem 3.2.1 in the time-decaying case. Beside its independent interest, this observable will be useful in our proof of the asymptotic completeness of wave operators for the Hamiltonians we study in this chapter.

The main results of this section are stated in the following theorem.

**Theorem 4.4.1**

Assume that (4.1.2) holds and

\[ \int_{\mathbb{R}^d} \left\| (1 - \Delta)^{-1} \nabla_x V(x) 1_{[1, \infty]} \left( \frac{1}{R} \right) (1 - \Delta)^{-1} \right\| \, dR < \infty. \]  

(4.4.1)

Then (4.1.3) holds, and hence the conclusion of Theorem 4.2.1 is true. Likewise, (4.3.1) holds and hence the conclusion of Theorem 4.3.3 is true. Moreover, the following holds:

(i) There exists

\[ s - C_\infty - \lim_{t \to \infty} e^{itH} \frac{x}{t} e^{-itH} =: P^+. \]  

(4.4.2)

The vector of commuting self-adjoint operators $P^+$ is densely defined and commutes with the Hamiltonian $H$. It is called the asymptotic velocity.

(ii) \[ s - C_\infty - \lim_{t \to \infty} e^{itH} D e^{-itH} 1_{X \setminus \{0\}}(P^+) = P^+. \]  

(4.4.3)

(iii) \[ H 1_{X \setminus \{0\}}(P^+) = \frac{1}{2}(P^+)^2. \]

(iv) \[ 1_{\{0\}}(P^+) = 1_\text{pp}(H). \]

(v) \[ \sigma(P^+, H) = \{ (\xi, \frac{1}{2} \xi^2) \mid \xi \in X \} \cup \{0\} \times \sigma_{\text{pp}}(H). \]  

(4.4.4)

**Remark.** The assumptions of this theorem are more general than the assumptions of Theorem 4.6.1 about the existence of short-range wave operators and than the assumptions of Theorem 4.7.1 about the existence of long-range wave operators.

Similarly as in the classical case, the space $\text{Ran} 1_{X \setminus \{0\}}(P^+)$ can be called the space of *scattering states*. By Theorem 4.4.1 (iv), it coincides with the continuous spectral subspace. This fact should be compared with the case of classical Hamiltonians, where there may exist unbounded trajectories that are not scattering trajectories.

(4.4.4) gives a description of the joint spectrum of the asymptotic velocity and the Hamiltonian. It can be shown independently, as a consequence of Sects. 4.6 and 4.7, where we prove the existence and completeness of wave operators under additional assumptions on the potentials. Therefore, (4.4.4) can be considered
as a very weak version of asymptotic completeness. Its proof will be given in the next section.

The proof of Theorem 4.4.1 will be divided into a series of lemmas and propositions, some of them of an independent interest. Throughout the section we assume (4.1.2) and (4.4.1).

We start with a rather technical lemma that deals with various properties of the potentials.

**Lemma 4.4.2**

\[(1 - \Delta)^{-1} \nabla_x V(x)(1 - \Delta)^{-1} \text{ is compact}, \]  
\[(4.4.5)\]

\[(1 - \Delta)^{-1} x \nabla_x V(x)(1 - \Delta)^{-1} \text{ is compact}. \]  
\[(4.4.6)\]

Moreover, if \(J \in C^\infty(X)\) such that \(J' \in C_0^\infty(X)\) and \(J = 0\) on a neighborhood of zero, then

\[(1 - \Delta)^{-1} \nabla_x V(x) J \left(\frac{x}{R}\right) (1 - \Delta)^{-1} \in L^1(dR). \]  
\[(4.4.7)\]

Finally, if \(\chi \in C_0^\infty(\mathbb{R})\), then

\[ [D, \chi(H)] J \left(\frac{x}{R}\right) \in O(R^0) \cap L^1(dR). \]  
\[(4.4.8)\]

**Proof.** Writing

\[(1 - \Delta)^{-1} \nabla_x V(x)(1 - \Delta)^{-1} = (1 - \Delta)^{-1} [D, iV(x)](1 - \Delta)^{-1} \]

we see that (4.4.5) is true.

Let us prove now (4.4.7). We can assume that \(\text{supp} J \subset X \setminus B(1)\). Now (4.4.7) follows easily from the following identity:

\[
(1 - \Delta)^{-1} \nabla_x V(x) J \left(\frac{x}{R}\right) (1 - \Delta)^{-1} \\
= J \left(\frac{x}{R}\right) (1 - \Delta)^{-1} \nabla_x V(x) \|_{[1, \infty]} \left(\frac{x}{R}\right) (1 - \Delta)^{-1} \\
+ (1 - \Delta)^{-1} \left(\frac{1}{R^2} D V J \left(\frac{x}{R}\right) + \frac{1}{R^2} \Delta J \left(\frac{x}{R}\right)\right) (1 - \Delta)^{-1} \nabla_x V(x) \|_{[1, \infty]} \left(\frac{x}{R}\right) (1 - \Delta)^{-1}.
\]

Both terms of the above expression are integrable in \(R\) on \([1, \infty]\). This completes the proof of (4.4.7).

Next let us prove (4.4.6). Choose \(F \in C^\infty(\mathbb{R})\) such that \(F = 0\) on \([0, 1]\) and \(F = 1\) on \([2, \infty]\). Set

\[ C_0 := \int_0^\infty F(1/s)ds. \]

We first note that
\[(1 - \Delta)^{-1} \nabla_x V(x) \frac{e^R}{|e|} F \left( \frac{|e|}{R} \right) (1 - \Delta)^{-1} \]

\[= (1 - \Delta)^{-1} \left[ F \left( \frac{|e|}{R} \right) \frac{e^R}{|e|} D, V(x) \right] (1 - \Delta)^{-1} \]

is compact. Moreover,

\[\int_1^\infty (1 - \Delta)^{-1} \nabla_x V(x) \frac{e^R}{|e|} F \left( \frac{|e|}{R} \right) (1 - \Delta)^{-1} dR \]

\[= (1 - \Delta)^{-1} x \nabla_x V(x) f(|x|)(1 - \Delta)^{-1}, \]

where

\[f(|x|) = \int_{|x|}^\infty F(1/s)ds\]

and the integral on the left of (4.4.9) is norm convergent by (4.4.7). So (4.4.9) is compact. But \(C_0 - f(|x|)\) is a function of compact support. Hence

\[(1 - \Delta)^{-1} x \nabla_x V(x)(C_0 - f(|x|))(1 - \Delta)^{-1}\]

is compact too. This immediately implies (4.4.6). (4.4.8) follows easily from (4.4.5) and (4.4.7). \(\square\)

Our next proposition describes an important weak propagation estimate, which, in the more general \(N\)-body case, was first obtained by Graf [Gr].

**Proposition 4.4.3**

Let \(\chi \in C_0^\infty (\mathbb{IR})\) and \(0 < \theta_1 < \theta_2\). Then

\[\int_1^\infty \left\| \theta_{\theta_1, \theta_2} \left( \frac{|x|}{t} \right) \left( \frac{x}{t} - D \right) \chi(H) \phi t \right\|^2 \frac{dt}{t} \leq C ||\phi||^2. \]

\[(4.4.10)\]

**Proof.** Let \(\theta_2 < \theta_3 < \theta_4\) be such that \(\text{supp} \chi \subset \left[ -\infty, \frac{1}{\theta_3} \right]\) and let \(R \in C^\infty (X)\) be a function such that

\[\nabla^2 R \geq 0, \nabla R = 0 \quad \text{on a neighborhood of zero}, \quad R(x) = \frac{1}{2} x^2, \quad |x| > \theta_1.\]

Let \(J \in C_0^\infty (\mathbb{IR})\) such that \(J = 1\) on \([0, \theta_1]\).

Set

\[M(t) := \frac{1}{2} \langle D - \frac{t}{\theta_1}, \nabla R(\frac{t}{\theta_1}) \rangle + \frac{1}{2} \langle \nabla R(\frac{t}{\theta_1}), D - \frac{t}{\theta_1} \rangle + R(\frac{t}{\theta_1}).\]

We consider the following uniformly bounded propagation observable

\[\Phi(t) := \chi(H) J(\frac{t}{\theta_1}) M(t) J(\frac{t}{\theta_1}) \chi(H).\]

We compute:

\[D \Phi(t) = \chi(H) \left(D J(\frac{t}{\theta_1})\right) M(t) J(\frac{t}{\theta_1}) \chi(H) + hc\]

\[- \chi(H) J(\frac{t}{\theta_1}) \nabla_x R(\frac{t}{\theta_1}) \nabla_x V(x) J(\frac{t}{\theta_1}) \chi(H) + \frac{1}{\theta_1} \chi(H) J(\frac{t}{\theta_1}) \langle D - \frac{t}{\theta_1}, \nabla^2 R(\frac{t}{\theta_1})(D - \frac{t}{\theta_1}) \rangle J(\frac{t}{\theta_1}) \chi(H). \]

\[(4.4.11)\]
The first term on the right-hand side of (4.4.11) can be written as
\[
\frac{1}{t} \chi(H) \tilde{g} \left( \frac{x}{t} \right) B(t) \tilde{g} \left( \frac{x}{t} \right) \chi(H) + O(t^{-2}) + \langle t \rangle^{-1} L^1(dt)
\]
for a certain uniformly bounded operator \( B(t) \) and \( \tilde{g} \in C_0^\infty(\mathbb{R}), \text{supp} \tilde{g} \subset [\theta_3, \infty]. \) Using Proposition 4.2.1, we see that this term gives an integrable contribution along the evolution.

The second term in the right-hand side of (4.4.11) is integrable in norm by Lemma 4.4.2.

We observe now that
\[
J(\varphi) \frac{1}{t} \langle D - \tilde{\varphi}, \nabla^2 R(\varphi) \rangle D - \tilde{\varphi} \rangle J(\varphi) = \frac{1}{t} \langle D - \tilde{\varphi}, J^2(\varphi) \nabla^2 R(\varphi) \rangle D - \tilde{\varphi} \rangle + O(t^{-3}) \\
\geq \frac{1}{t} \langle (D - \tilde{\varphi}) \rangle J^2(\varphi) \rangle (D - \tilde{\varphi}) \rangle + O(t^{-3})
\]
and apply Lemma B.4.1 to complete the proof of the proposition. \( \square \)

**Lemma 4.4.4**

Let \( \chi \in C_0^\infty(\mathbb{R}) \) and \( 0 < \theta_1 < \theta_2. \) Then
\[
s-\lim_{t \to \infty} \mathbb{I}_{[\theta_1, \theta_2]} \left( \frac{|x|}{t} \right) \left( \frac{x}{t} - D \right) \chi(H) e^{-itH} = 0. \quad (4.4.12)
\]

**Proof.** Let \( J \in C_0^\infty(X) \) such that \( 0 \not\in \text{supp} J \) and \( J(x) = 1 \) for \( \theta_1 \leq |x| \leq \theta_2. \) Let \( \tilde{\chi} \in C_0^\infty(\mathbb{R}) \) such that \( \chi \tilde{\chi} = \chi. \) First note, using (4.4.8) that
\[
s-\lim_{t \to \infty} J \left( \frac{|x|}{t} \right) \left( \frac{x}{t} - D \right) \chi(H) e^{-itH} = s-\lim_{t \to \infty} \tilde{\chi}(H) J \left( \frac{|x|}{t} \right) \left( \frac{x}{t} - D \right) \chi(H) e^{-itH}.
\]

Set
\[
\Phi(t) := \chi(H) \left( D - \frac{x}{t} \right) J \left( \frac{x}{t} \right) \tilde{\chi}^2(H) J \left( \frac{x}{t} \right) \left( D - \frac{x}{t} \right) \chi(H).
\]
We have
\[
-D \Phi(t) = 2t^{-1} \Phi(t) \\
+2t^{-1} \chi(H) \left( D - \frac{x}{t} \right) \left( D - \frac{x}{t} \right) \chi^2(H) J \left( \frac{x}{t} \right) \left( D - \frac{x}{t} \right) \chi(H) + \text{hc} \\
+\chi(H) \nabla_x V(x) J \left( \frac{x}{t} \right) \tilde{\chi}^2(H) J \left( \frac{x}{t} \right) \left( D - \frac{x}{t} \right) \chi(H) + \text{hc} + O(t^{-2}).
\]

Clearly, the right-hand side of the above expression is integrable along the evolution by (4.4.7) and Proposition 4.4.3. Therefore, there exists the limit
\[
\lim_{t \to \infty} \left( \Phi(t) - \Phi(t) \right). \quad (4.4.13)
\]
But, again by Proposition 4.4.3, we have
\[ \int_1^\infty (\phi_t | \Phi(t) \phi_t) \frac{dt}{t} < \infty. \]  

(4.4.14)

Hence the limit (4.4.13) is zero. \qed

**Proposition 4.4.5**

Let \( J \in C_\infty(\mathbb{R}) \). Then there exists

\[ s- \lim_{t \to \infty} e^{itH} J \left( \frac{x}{t} \right) e^{-itH}. \]  

(4.4.15)

Moreover, if \( J(0) = 1 \), then

\[ s- \lim_{R \to \infty} \left( s- \lim_{t \to \infty} e^{itH} J \left( \frac{x}{Rt} \right) e^{-itH} \right) = 1. \]  

(4.4.16)

If we define

\[ s-C_\infty = \lim_{t \to \infty} e^{itH} \frac{x}{t} e^{-itH} =: P^+, \]  

(4.4.17)

then the vector of commuting self-adjoint operators \( P^+ \) is densely defined and commutes with the Hamiltonian \( H \). Hence Theorem 4.4.1 (i) is true.

**Proof.** By density, we may assume that \( J \in C_\infty(\mathbb{X}) \) and that \( J \) is constant on a neighborhood of zero. It also suffices to prove the existence of

\[ s- \lim_{t \to \infty} e^{itH} J \left( \frac{x}{t} \right) \chi^2(H) e^{-itH} \]

\[ = s- \lim_{t \to \infty} e^{itH} \chi(H) J \left( \frac{x}{t} \right) \chi(H) e^{-itH} \]  

(4.4.18)

for any \( \chi \in C_\infty(\mathbb{R}) \), using Lemma 4.2.2 (i).

As the first step, we will show that there exists

\[ s- \lim_{t \to \infty} e^{itH} \Phi(t) e^{-itH}, \]

where \( \Phi(t) := \chi(H) \left( J \left( \frac{x}{t} \right) + \langle D - \frac{\xi}{t} , \nabla J \left( \frac{\xi}{t} \right) \rangle \right) \chi(H). \)  

(4.4.19)

To see this, we note that

\[ D \Phi(t) = -\chi(H) \nabla_x V(x) \nabla J \left( \frac{x}{t} \right) \chi(H) \]

\[ + t^{-1} \chi(H) \langle D - \frac{\xi}{t} , \nabla^2 J \left( \frac{\xi}{t} \right) (D - \frac{\xi}{t}) \rangle \chi(H) + O(t^{-2}). \]  

(4.4.20)

The first term on the right of (4.4.20) is integrable in norm by (4.4.7) and the second is integrable along the evolution by Lemma 4.4.3. Therefore the limit (4.4.19) exists.

It remains to show that (4.4.19) equals (4.4.18). But this follows from Lemma 4.4.4.

This completes the proof of the existence of (4.4.15). (4.4.16) follows immediately from Proposition 4.2.1 (ii). The fact that \( P^+ \) exists as a densely defined
commuting vector of operators follows then from Proposition B.2.1 and B.2.2. The fact that \( P^+ \) commutes with \( H \) follows easily from Lemma 4.2.2 (i). \( \square \)

As in Chap. 3, the asymptotic velocity of a scattering state is also the limit of its momentum.

**Proposition 4.4.6**

Let \( g \in C_\infty(X) \). Then

\[
s \lim_{t \to \infty} e^{itH} g(D) e^{-itH} 1_{X \setminus \{0\}}(P^+) = g(P^+) 1_{X \setminus \{0\}}(P^+). \tag{4.4.21}
\]

Hence Theorem 4.4.1 (ii) is true.

**Proof.** It is enough to assume that \( g \in C_0^\infty(X) \) and to prove that

\[
s \lim_{t \to \infty} e^{itH} \left( g(D) - g \left( \frac{x}{t} \right) \right) J \left( \frac{x}{t} \right) \chi(H)e^{-itH} = 0 \tag{4.4.22}
\]

for any \( J \in C_0^\infty(X \setminus \{0\}) \) and \( \chi \in C_0^\infty(\mathbb{R}) \).

We already know that the limit exists. Next we note that, by the Baker-Campbell-Hausdorff formula (3.2.28),

\[
\left( g(D) - g \left( \frac{x}{t} \right) \right) J \left( \frac{x}{t} \right) \chi(H)e^{-itH} = B(t) \left( D - \frac{x}{t} \right) J \left( \frac{x}{t} \right) \chi(H)e^{-itH} + O(t^{-1}), \tag{4.4.23}
\]

where \( B(t) \) is uniformly bounded.

(4.4.23) converges to zero strongly by Lemma 4.4.4. Hence (4.4.22) is true. \( \square \)

Next we will prove the so-called low velocity estimate in a version due to Graf [Gr].

**Proposition 4.4.7**

Let \( \chi \in C_0^\infty(\mathbb{R}) \), \( \theta_0 > 0 \) and \( \text{supp}\chi \subset \frac{1}{2}\theta_0^2, \infty \setminus \sigma_{pp}(H) \). Then

\[
\int_{1}^{\infty} \left\| \frac{1}{t} \chi(H) \phi_t \right\|^2 \frac{dt}{t} \leq C\|\phi\|^2. \tag{4.4.24}
\]

**Proof.** Let \( \theta_0 < \theta_3 \) such that \( \frac{1}{2}\theta_3^2 \not\subset \sigma_{pp}(H) \). Let us also fix \( \theta_1, \theta_2, \theta_4 \) such that \( \theta_0 < \theta_1 < \theta_2 < \theta_3 < \theta_4 \), and \( \theta_5^2 > \theta_1 \theta_4 \).

By Proposition 4.3.1, we will find a function \( \tilde{\chi} \in C_0^\infty(\mathbb{R}) \) such that \( \tilde{\chi} = 1 \) on a neighborhood of \( \frac{1}{2}\theta_3^2 \), \( \text{supp}\tilde{\chi} \subset \frac{1}{2}\theta_2^2, \frac{1}{2}\theta_4^2 \) and

\[
\tilde{\chi}(H)[H,iA]\tilde{\chi}(H) \geq \theta_2^2 \tilde{\chi}^2(H). \tag{4.4.25}
\]

Let \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \tilde{\chi} = 1 \) on \( \text{supp}\chi \).
We also choose \( J, \tilde{J} \in C_0^{\infty}(\mathcal{X}) \) such that \( J = 1 \) for \( |x| \leq \theta_0 \), \( \tilde{J} = 1 \) on \( \text{supp} J \) and \( \text{supp} \tilde{J} \subset \{ x \mid |x| < \theta_1 \} \).

Set
\[
M(t) := J(\tilde{x}) + \langle D - \tilde{x}, \nabla J(\tilde{x}) \rangle,
\]
\[
\Phi(t) := \chi(H)M(t)\tilde{\chi}(H)\frac{\partial}{\partial t}\tilde{\chi}(H)M^*(t)\chi(H).
\]

Using the boundedness of \( \langle x \rangle \tilde{\chi}(H)\langle x \rangle^{-1} \), we see that \( \Phi(t) \) is uniformly bounded. We compute
\[
\begin{align*}
\mathbf{D}\Phi(t) &= t^{-1}\chi(H)\langle D - \tilde{x}, \nabla J(\tilde{x}) \rangle(D - \tilde{x})\tilde{\chi}(H)\frac{\partial}{\partial t}\tilde{\chi}(H)M^*(t)\chi(H) + \text{hc} \\
&= -\chi(H)\nabla_x V(x)J(\tilde{x})\tilde{\chi}(H)\frac{\partial}{\partial t}\tilde{\chi}(H)M^*(t)\chi(H) + \text{hc} \\
&\quad + t^{-1}\chi(H)M(t)\tilde{\chi}(H)\left( [H, i\Lambda] - \frac{\partial}{\partial t} \right) \tilde{\chi}(H)M^*(t)\chi(H) \\
&=: R_1(t) + R_2(t) + R_3(t).
\end{align*}
\]

The term \( R_1(t) \) can be written as
\[
R_1(t) = t^{-1}\chi(H)(D - \tilde{x})\tilde{J}(\tilde{x})B(t)\tilde{J}(\tilde{x})(D - \tilde{x})\chi(H) + O(t^{-2}) + \langle t \rangle^{-1}L^1(dt)
\]
for a certain uniformly bounded operator \( B(t) \). Using Proposition 4.4.3, we see that \( R_1(t) \) is integrable along the evolution.

The term \( R_2(t) \) is integrable in norm.

Let us now estimate the term \( R_3(t) \). By (4.4.25), we have
\[
\begin{align*}
t^{-1}\chi(H)M(t)\tilde{\chi}(H)i[H, A]\tilde{\chi}(H)M^*(t)\chi(H) \\
&\geq \theta_2 t^{-1}\chi(H)M(t)\tilde{\chi}(H)M^*(t)\chi(H) \\
&= \theta_2 t^{-1}\chi(H)M(t)M^*(t)\chi(H) + O(t^{-2}) + \langle t \rangle^{-1}L^1(dt).
\end{align*}
\]

By Lemma 4.2.2 (i) and (ii), we have
\[
\begin{align*}
\|\tilde{J}(\tilde{x})\tilde{\chi}(H)\frac{\partial}{\partial t}\tilde{\chi}(H)\tilde{J}(\tilde{x})\| &\leq \|\frac{\partial}{\partial t}\tilde{J}(\tilde{x})\tilde{\chi}(H)\|\|D\tilde{J}(\tilde{x})\tilde{\chi}(H)\| + O(t^{-1}) \\
&\leq \theta_1 \theta_4 + o(t^0).
\end{align*}
\]
So,
\[
\begin{align*}
-\frac{1}{t}\chi(H)M(t)\tilde{\chi}(H)\frac{\partial}{\partial t}\tilde{\chi}(H)M^*(t)\chi(H) \\
&= -\frac{1}{t}\chi(H)M(t)\tilde{J}(\tilde{x})\tilde{\chi}(H)\frac{\partial}{\partial t}\tilde{\chi}(H)\tilde{J}(\tilde{x})M^*(t)\chi(H) + O(t^{-2}) \\
&\geq -\frac{1}{t}\theta_1 \theta_4 \chi(H)M(t)M^*(t)\chi(H) + O(t^{-2}).
\end{align*}
\]

Therefore,
\[
R_3(t) \geq C_0 \chi(H)M(t)M^*(t)\chi(H) + O(t^{-2}) + \langle t \rangle^{-1}L^1(dt),
\]
where \( C_0 := \theta_2^2 - \theta_1 \theta_4 > 0 \).

We write then
\[ M(t) = J \left( \frac{\varphi}{\tau} \right) + \langle D - \frac{\varphi}{\tau}, \nabla J \left( \frac{\varphi}{\tau} \right) \rangle =: M_1(t) + M_2(t). \]

We use now the inequality
\[ (M_1 + M_2)(M_1^* + M_2^*) \geq (1 - \epsilon)M_1M_1^* + (1 - \epsilon^{-1})M_2M_2^* \]

to deduce that
\[ R_3(t) \geq (1 - \epsilon)C_0 \epsilon^{-1} \chi(H)J^2 \left( \frac{\varphi}{\tau} \right) \chi(H) \]
\[ + (1 - \epsilon^{-1})C_0 \chi(H)\langle D - \frac{\varphi}{\tau}, \nabla J \left( \frac{\varphi}{\tau} \right) \rangle \langle \nabla J \left( \frac{\varphi}{\tau} \right), D - \frac{\varphi}{\tau} \rangle \chi(H). \]  

(4.4.26)

The second term on the right-hand side of (4.4.26) is integrable along the evolution by Lemma 4.4.3. Hence, by Proposition 4.2.1, we obtain
\[ \int_1^\infty \left\| J \left( \frac{\varphi}{\tau} \right) \chi^2(H)\phi_t \right\|^2 \frac{dt}{t} \leq C\|\phi\|^2. \]  

(4.4.27)

Thus we have shown our lemma for \( \chi \) supported in a sufficiently small neighborhood of
\[ \frac{1}{2}\theta_0^2 \in \left] \frac{1}{2}\theta_0^2, \infty \right[ \setminus \sigma_{pp}(H). \]

Now assume that \( \chi \) is any \( C_0^\infty \) function supported in \( \left] \frac{1}{2}\theta_0^2, \infty \right[ \setminus \sigma_{pp}(H) \). We can write
\[ \chi = \sum_{j=1}^n \chi_j, \]

where \( \chi_j \) are \( C_0^\infty \) functions with sufficiently small supports, such that
\[ \int_1^\infty \left\| \mathbb{I}_{[0,\theta_0]} \left( \frac{|x|}{t} \right) \chi_j(H)\phi_t \right\|^2 \frac{dt}{t} \leq C\|\phi\|^2, \quad j = 1, \ldots, n. \]

By the Schwarz inequality,
\[ \int_1^\infty \left( \mathbb{I}_{[0,\theta_0]} \left( \frac{|x|}{t} \right) \chi_j(H)\phi_t \right) \frac{dt}{t} \leq \left( \int_1^\infty \left\| \mathbb{I}_{[0,\theta_0]} \left( \frac{|x|}{t} \right) \chi_j(H)\phi_t \right\|^2 \frac{dt}{t} \right)^{\frac{1}{2}} \]
\[ \leq C\|\phi\|^2. \]

Hence
\[ \int_1^\infty \left\| \mathbb{I}_{[0,\theta_0]} \left( \frac{|x|}{t} \right) \chi(H)\phi_t \right\|^2 \frac{dt}{t} \leq n^2 C\|\phi\|^2. \]

The following proposition shows that the states with zero asymptotic velocity coincide with the bound states, and hence Theorem 4.4.1 (iv) is true.

**Proposition 4.4.8**
\[ \mathbb{1}_{\xi\{0\}}(P^+) = \mathbb{1}^{pp}(H). \]

**Proof.** Let \( H\phi = \tau\phi \) and \( J \in C_\infty(X). \) Then
\[
\lim_{t \to \infty} e^{itH} J \left( \frac{\phi}{t} \right) e^{-itH} \phi = J(0)\phi + \lim_{t \to \infty} e^{i(H-\tau)} \left( J \left( \frac{\phi}{t} \right) - J(0) \right) \phi = J(0)\phi. \tag{4.4.28}
\]
This shows that \( P^+\phi = 0 \) and proves
\[
\mathbb{1}_{\xi\{0\}}(P^+) \supseteq \mathbb{1}^{pp}(H).
\]
Let us prove the opposite inequality. Let \( \theta > 0. \) Let \( \chi \in C_0^\infty([\frac{1}{2} \theta^2, \infty[ \setminus \sigma_{pp}(H)) \) and \( J \in C_0^\infty(\{ x \mid |x| \leq \theta \}). \) Then
\[
s-\lim_{t \to \infty} e^{itH} \chi(H)J^2 \left( \frac{\phi}{t} \right) \chi(H) e^{-itH} = \chi^2(H)J^2(P^+). \tag{4.4.29}
\]
By Proposition 4.4.7,
\[
\int_{\xi} \left\| J \left( \frac{\phi}{t} \right) \chi(H) \phi \right\|^2 \frac{dt}{t} < \infty. \tag{4.4.30}
\]
Therefore, (4.4.29) is zero, which proves that
\[
\mathbb{1}_{\xi\{0\}}(P^+) \leq \mathbb{1}_{\xi\{0\}\setminus\sigma_{pp}(H)}^{pp}(H). \tag{4.4.31}
\]
But by (4.3.8) the right-hand side of (4.4.31) equals \( \mathbb{1}^{pp}(H). \) \qed

The following proposition proves that Theorem 4.4.1 (iii) is true.

**Proposition 4.4.9**
\[
H \mathbb{1}_{\chi\{0\}}(P^+) = \frac{1}{2}(P^+)^2 \mathbb{1}_{\chi\{0\}}(P^+).
\]

**Proof.** Let \( \chi \in C_0^\infty(\mathbb{R}) \) and \( J \in C_0^\infty(X\setminus\{0\}). \) It is enough to show that
\[
\chi(H)J(P^+) = \chi(\frac{1}{2}(P^+)^2)J(P^+). \tag{4.4.32}
\]
We have
\[
\left( \chi(H) - \chi(\frac{1}{2}(P^+)^2) \right) J(P^+)
= s-\lim_{t \to \infty} e^{itH} \left( \chi(H) - \chi(H_0) \right) J \left( \frac{\phi}{t} \right) e^{-itH}, \tag{4.4.33}
\]
by Lemma 4.4.6.
But \( \chi(H) - \chi(H_0) \) is compact and \( J \left( \frac{\phi}{t} \right) \) goes strongly to zero. Therefore, the right-hand side of (4.4.33) goes to zero in norm. \qed
4.5 Joint Spectrum of $P^+$ and $H$

In this section we prove part (v) of Theorem 4.4.1. It gives a complete description of the joint spectrum of the commuting operators $P^+, H$. This description can be shown independently as a consequence of the existence and completeness of (short-range or long-range) wave operators. But in order to show the completeness of wave operators, one has to strengthen the assumptions on the potentials, and the result about the joint spectrum, as we will see below, is true under the same assumptions as those we used in the theorem about the existence of the asymptotic velocity.

**Lemma 4.5.1**
Let $J \in C_0^\infty(X \setminus \{0\})$ and $g \in C_0^\infty(X)$. Then
\[
\int_0^\infty \left\| (1 - \Delta)^{-1} J \left( \frac{x}{t} \right) [V(x), g(D)](1 - \Delta)^{-1} \right\| \, dt < \infty.
\]

**Proof.** Using the representation
\[
g(D) = (2\pi)^{-n} \int \hat{g}(y) e^{-it|y,D|} \, dy,
\]
we obtain
\[
I(t) := (1 - \Delta)^{-1} J \left( \frac{x}{t} \right) [V(x), g(D)](1 - \Delta)^{-1}
\]
\[
= (2\pi)^{-n} \int \hat{g}(y) \, dy \int_0^1 \, d\tau R(t, \tau),
\]
where
\[
R(t, \tau) := (1 - \Delta)^{-1} J \left( \frac{x}{t} \right) e^{-i\tau|y,D|} \nabla_x V(x) e^{-i(1-\tau)|y,D|}(1 - \Delta)^{-1}.
\]
Let $J_1 \in C_0^\infty(X \setminus \{0\})$ such that $J_1 = 1$ on a neighborhood of supp$J$. Commuting $N$ times functions of $\frac{x}{t}$ we obtain
\[
R(t, \tau) = (1 - \Delta)^{-1} J \left( \frac{x}{t} \right) e^{-i\tau|y,D|} J_1 \left( \frac{x}{t} \right) \nabla_x V(x) e^{-i(1-\tau)|y,D|}(1 - \Delta)^{-1}
\]
\[+ J \left( \frac{x}{t} \right) B_N(t, \tau) \nabla_x V(x) e^{-i(1-\tau)|y,D|}(1 - \Delta)^{-1},
\]
where
\[
\|B_N(t, \tau)(1 - \Delta)\| \leq C \left( \frac{\tau y}{t} \right)^N.
\]
Therefore, $I(t)$ can be estimated by
\[
C \int \hat{g}(y) \, dy \int_0^1 \, d\tau \left\| (1 - \Delta)^{-1} J_1 \left( \frac{x}{t} \right) \nabla_x V(1 - \Delta)^{-1} \right\|
\]
\[+ C \int \hat{g}(y) \, dy \int_0^1 \, d\tau \left( \frac{\tau y}{t} \right)^N \left\| (1 - \Delta)^{-1} \nabla_x V e^{-i(1-\tau)|y,D|}(1 - \Delta)^{-1} \right\|.
\]
(4.5.1)

Now we use Lemma 4.4.2 (4.4.7) to see that the first term of (4.5.1) is integrable and (4.4.5) to see that the second term is $O(t^{-N})$. \hfill \Box
Proposition 4.5.2

\[ \sigma(P^+) = X. \]

**Proof.** Let \( \xi_0 \in X \) and \( |\xi_0| = r_2 > r_1 > r_0 > 0 \). Let \( g \in C_0^\infty(B(\xi_0, r_0)) \) such that \( g(\xi_0) \neq 0 \). Let \( J \in C_0^\infty([-\infty, r_2]) \) such that \( J = 1 \) on \( [-\infty, r_1] \) and \( j := -J' \geq 0 \). Clearly, we have

\[ J(|\xi - \xi_0|) g(\xi) = g(\xi) \quad (4.5.2) \]

\[ j(|\xi - \xi_0|) \chi(\xi) \geq r_1 j(|\xi - \xi_0|), \quad (4.5.3) \]

\[ g(\xi) |\xi - \xi_0| \leq r_0 g(\xi). \]

Let \( \chi \in C_0^\infty(R) \) such that \( \chi(1/\xi^2) g(\xi) = g(\xi) \). Consider the observable

\[ \Phi(t) := \chi(H) J \left( \left| \frac{x}{t} - \xi_0 \right| \right) g^2(D) J \left( \left| \frac{x}{t} - \xi_0 \right| \right) \chi(H). \]

By Proposition 4.4.6, we have

\[ s- \lim_{t \to \infty} e^{itH} \Phi(t) e^{-itH} = g^2(P^+). \]

Let us now compute:

\[ D \Phi(t) = \chi(H) J \left( \left| \frac{x}{t} - \xi_0 \right| \right) [V(x), g^2(D)] J \left( \left| \frac{x}{t} - \xi_0 \right| \right) \chi(H) \]

\[ + \chi(H) \left( DJ \left( \left| \frac{x}{t} - \xi_0 \right| \right) g^2(D) J \left( \left| \frac{x}{t} - \xi_0 \right| \right) \chi(H) \right) + O(1) + O(1). \]

We claim now that

\[ \left( DJ \left( \left| \frac{x}{t} - \xi_0 \right| \right) g^2(D) J \left( \left| \frac{x}{t} - \xi_0 \right| \right) \chi(H) \right) + O(1) + O(1) \geq -Ct^{-2}. \]

In fact, choose \( \tilde{g} \in C_0^\infty(X) \) such that \( \tilde{g} g = g \) and \( \text{supp} \tilde{g} \subset B(\xi_0, r_0) \). Then, commuting functions of \( D \) and of \( \frac{x}{t} \), we see that the left-hand side of (4.5.5) equals

\[ \frac{1}{t} g(D) (J_j) \left( \left| \frac{x}{t} - \xi_0 \right| \right) \left( \frac{\tilde{g} - \xi_0}{|\xi_0 - D|} \right) g^2(D) (J_j) \left( \left| \frac{x}{t} - \xi_0 \right| \right) + O(1) + O(1) \]

\[ + \frac{1}{t} g(D) \left| \frac{x}{t} - \xi_0 \right| (J_j) \left( \left| \frac{x}{t} - \xi_0 \right| \right) g(D) + O(1) + O(1) \]

\[ \geq (r_2 - r_1) \frac{1}{t} g(D) \left| \frac{x}{t} - \xi_0 \right| (J_j) \left( \left| \frac{x}{t} - \xi_0 \right| \right) g(D) + O(1) + O(1), \]

which implies (4.5.5). Note that if we look for cancellations in the left-hand side of (4.5.5), we actually obtain

\[ \left( DJ \left( \left| \frac{x}{t} - \xi_0 \right| \right) g^2(D) J \left( \left| \frac{x}{t} - \xi_0 \right| \right) \chi(H) \right) + O(1) + O(1) \geq -Ct^{-3}, \]
although it will not be needed in what follows.

By Lemma 4.5.1, the first term on the right-hand side of (4.5.4) is integrable in norm. Thus
\[ D\Phi(t) \geq R(t) \in L^1(dt). \]

Let us now complete our proof. Using (4.5.5), for any \( t_0 \in \mathbb{R}^+ \), we have
\[
g^2(P^+) = e^{i\theta_0}D\Phi(t_0)e^{-i\theta_0} + \int_{t_0}^\infty e^{itH}(D\Phi(t))e^{-itH}dt \\
ge^{i\theta_0}D\Phi(t_0)e^{-i\theta_0} - \int_{t_0}^\infty \|R(t)\|dt. 
\] (4.5.6)

By choosing \( t_0 \) big enough, we can make the integral on the right-hand side of (4.5.6) as small as we wish. We claim that
\[
\lim_{t_0 \to +\infty} \left\| e^{i\theta_0}D\Phi(t_0)e^{-i\theta_0} \right\| 
\] (4.5.7)
exists and is non-zero. To this end, note that
\[
e^{i\theta_0}D\Phi(t_0)e^{-i\theta_0}D \\
= \chi \left( \frac{1}{2}D^2 + V(x + t_0 \xi_0) \right) J \left( \frac{1}{2} \right) \Phi^2(D)J \left( \frac{1}{2} \right) \chi \left( \frac{1}{2}D^2 + V(x + t_0 \xi_0) \right).
\]

This goes strongly to \( g^2(D) \), which is a non-zero operator. But
\[
\left\| e^{i\theta_0}D\Phi(t_0)e^{-i\theta_0} \right\| = \left\| e^{i\theta_0}D\Phi(t_0)e^{-i\theta_0}D \right\|.
\]
This shows that (4.5.7) is nonzero.

Therefore, \( g(P^+) \neq 0 \). Hence \( \xi_0 \in \sigma(P^+) \). This completes the proof of the proposition. \( \square \)

**Corollary 4.5.3**

\[ \sigma(P^+, H) = \left\{ \left( \xi, \frac{1}{2}\xi^2 \right) \mid \xi \in X \right\} \cup \{0\} \times \sigma_{pp}(H). \]

**Proof.** Proposition 4.4.9 shows that
\[ \sigma(P^+, H) \cap (X \setminus \{0\}) \times \mathbb{R} \subset \left\{ \left( \xi, \frac{1}{2}\xi^2 \right) \mid \xi \in X \right\}. \] (4.5.8)

It follows from Proposition 4.5.2 that we have the equality in (4.5.8).

Finally, Proposition 4.4.8 and (4.3.8) show that
\[
\sigma(P^+, H) \cap (\{0\} \times \mathbb{R}) = \{0\} \times (\sigma_{pp}(H) \cup \{0\}).
\]
\( \square \)
4.6 Short-Range Case

The asymptotic velocity constructed in Theorem 4.4.1 gives a classification of the states in $L^2(X)$ according to their asymptotic behavior under the evolution $e^{-\beta H}$. The states with zero asymptotic velocity coincide with the bound states of $H$. However, we would like to have a better understanding of the space of scattering states $\operatorname{Ran} I_X \setminus \{0\} (P^+)$. It is natural to ask whether $I_X \setminus \{0\} (P^+) P^+$ is unitarily equivalent to the momentum $D$. In this section we will assume that the potential $V(x)$ satisfies a short-range condition. In this case, one can give a positive answer to this question by constructing the wave operators. The main result of this section is the following theorem.

**Theorem 4.6.1**

Assume that (4.1.2) holds,

$$\int_0^\infty \left\| (1 - \Delta)^{-1} \nabla V(x) \mathbb{1}_{I_{\gamma, \infty}} \left( \frac{|x|}{R} \right) (1 - \Delta)^{-1} \right\| dR < \infty, \quad (4.6.1)$$

and, for a certain $N$,

$$\int_0^\infty \left\| (1 - \Delta)^{-1} V(x) \mathbb{1}_{I_{\gamma, \infty}} \left( \frac{|x|}{R} \right) (1 - \Delta)^{-N} \right\| dR < \infty. \quad (4.6.2)$$

Then there exist

$$s- \lim_{t \to \infty} e^{iHt} e^{-iH_0t}, \quad (4.6.3)$$

$$s- \lim_{t \to \infty} e^{iH_0t} e^{-iHt} \mathbb{1}(H). \quad (4.6.4)$$

If we denote (4.6.3) by $\Omega_{sr}^+$, then (4.6.4) equals $\Omega_{sr}^{++}$. One has

$$\Omega_{sr}^{++} \Omega_{sr}^+ = \mathbb{1}, \quad \Omega_{sr}^+ \Omega_{sr}^{++} = \mathbb{1}(H).$$

Moreover, the hypothesis (4.4.1) holds, and hence the operator $P^+$ exists and one has

$$P^+ = \Omega_{sr}^+ D \Omega_{sr}^{++}, \quad (4.6.5)$$

$$\mathbb{1}(H) H = \Omega_{sr}^+ H_0 \Omega_{sr}^{++}. \quad (4.6.6)$$

**Remark.** It is easy to see that just for the existence of wave operators the hypotheses (4.1.2) and (4.6.2) are sufficient.

**Remark.** Sometimes it will be convenient to strengthen the hypothesis (4.6.2) as follows:

$$\int_0^\infty \left\| (1 - \Delta)^{-1} V(x) \mathbb{1}_{I_{\gamma, \infty}} \left( \frac{|x|}{R} \right) (1 - \Delta)^{-1} \right\| dR < \infty. \quad (4.6.7)$$
Writing $\nabla_2 V(x)$ as $[iD, V(x)]$ we see that then the hypothesis (4.6.1) follows from (4.6.7) and (4.1.2).

**Proof.** Let us first prove the existence of (4.6.3). Let $J \in C_0^\infty(X \setminus \{0\})$ and $\chi \in C_0^\infty(\mathbb{R})$. Denote

$$M(t) := J \left( \frac{x}{t} \right) + \langle D - \frac{x}{t}, \nabla J \left( \frac{x}{t} \right) \rangle,$$

$$\Phi(t) := \chi(H) M(t) \chi(H_0).$$

We will use the following easy identity consequence of (4.4.3):

$$s- \lim_{t \to \infty} e^{itH_0} M(t) \chi(H_0) e^{-itH_0} = J(D) \chi(H_0). \quad (4.6.8)$$

By a density argument, it suffices prove the existence of

$$s- \lim_{t \to \infty} e^{itH} e^{-itH_0} J(D) \chi^2(H_0) = s- \lim_{t \to \infty} e^{itH} \chi(H_0) M(t) \chi(H_0) e^{-itH_0} = s- \lim_{t \to \infty} e^{itH} \Phi(t) e^{-itH_0}, \quad (4.6.9)$$

using (4.1.2) and (4.6.8).

We compute:

$$\frac{d}{dt} \Phi(t) + iH \Phi(t) - i\Phi(t) H_0$$

$$= \chi(H) \left[ D - \frac{x}{t}, \nabla^2 J \left( \frac{x}{t} \right) \left( D - \frac{x}{t} \right) \right] \chi(H_0)$$

$$+ \chi(H) V(x) M(t) \chi(H_0). \quad (4.6.10)$$

The second term on the right of (4.6.10) is integrable in norm by hypothesis (4.6.2) and the first is integrable along the evolution using Lemma 4.4.3. This implies the existence of the limit (4.6.9).

To prove the existence of (4.6.4), we note first that by Theorem 4.4.1 and Lemma 4.4.4

$$s- \lim_{t \to \infty} e^{itH} M(t) e^{-itH} = J(P^+). \quad (4.6.11)$$

Using the fact that $\mathbb{1}^c(H) = \mathbb{1}_X \setminus \{0\}(P^+)$ and a density argument, we see that it is enough to show the existence of

$$s- \lim_{t \to \infty} e^{itH_0} e^{-itH} J(P^+) \chi^2(H). \quad (4.6.12)$$

But by (4.6.11) and (4.1.2), the limit (4.6.12) equals

$$s- \lim_{t \to \infty} e^{itH_0} \Phi(t) e^{-itH}. \quad (4.6.13)$$

But the existence of the limit (4.6.13) follows by the same arguments as the existence of (4.6.9).

To show (4.6.5), let us consider $g \in C_0^\infty(X)$. Then we have by Theorem 4.4.1 (ii)
where $V_i$ are two potentials satisfying the hypotheses (4.1.2) and (4.4.1) of Theorem 4.4.1 and let $P_i^+$ be the asymptotic velocities associated with $H_i$. Assume that

$$
\int_0^\infty \left\| (1 - \Delta)^{-1} (V_1(x) - V_2(x)) \mathbb{1}_{[1,\infty]}(\frac{|x|}{R}) (1 - \Delta)^{-\frac{1}{2}} \right\| \, dR < \infty. \quad (4.6.14)
$$

Then if $(k,j) = (1,2)$ or $(k,j) = (2,1)$, the limits

$$
s-\lim_{t \to \infty} e^{i H_k t} e^{-i H_j t} \mathbb{1}^c(t) =: \Omega^+(H_k, H_j)
$$

exist and

$$
\begin{align*}
\Omega^+(H_k, H_j)^* &= \Omega^+(H_j, H_k), \\
\Omega^+(H_k, H_j) &\Omega^+(H_j, H_k) = \mathbb{1}^c(H_k), \\
\Omega^+(H_j, H_k) P_k^+ &= P_j^+ \Omega^+(H_j, H_k), \\
\Omega^+(H_j, H_k) H_k &= H_j \Omega^+(H_j, H_k).
\end{align*}
$$

Proof. Let $J, \chi$ and $M(t)$ be as in the proof of Theorem 4.6.1. Arguing as in the proof of this theorem we see that it is sufficient to show the existence of

$$
s-\lim_{t \to \infty} e^{i H_k t} e^{-i H_j t} J(P_j^+) \chi^2(H_j),
$$

and

$$
s-\lim_{t \to \infty} e^{i H_k t} \chi(H_k) M(t) \chi(H_j) e^{-i H_j}.
$$

Then we mimic the arguments of the proof of Theorem 4.6.1. \qed
4.7 Long-Range Case

In this section we begin our study of scattering theory in the long-range case. In this case, the asymptotic velocity is well defined, although the usual wave operators used for short-range potentials typically do not exist. Nevertheless, one can construct modified wave operators, which intertwine the momentum and the asymptotic velocity on the space of scattering states.

In this section we will construct modified wave operators and we will show that they are complete. We will use the results of Sect. 4.3 to reduce ourselves to the case of long-range time-dependent potentials treated in Sect. 3.4. The main result of this section is the following theorem.

**Theorem 4.7.1**

Assume that $V(x)$ satisfies the assumptions of Theorem 4.4.1 and can be written as

$$V(x) = V_s(x) + V_i(x)$$

such that

$$\int_0^\infty \left\|(1 - \Delta)^{-1}V_s(x) \mathbb{1}_{|x|<1} \left( \frac{|x|}{R} \right) (1 - \Delta)^{-\frac{1}{2}} \right\| dR < \infty,$$

$$\lim_{|x| \to \infty} V_i(x) = 0,$$

$$\int_0^\infty \sup_{|x|>R} |\partial^\alpha_x V_i(x)| |R|^{|\alpha|} dR < \infty, \quad |\alpha| = 1, 2. \quad (4.7.2)$$

Then there exists a function $\tilde{S}(t, \xi)$ such that the limits

$$\lim_{t \to \infty} e^{itH} e^{-i\tilde{S}(t,D)}, \quad (4.7.3)$$

$$\lim_{t \to \infty} e^{i\tilde{S}(t,D)} e^{-itH} \mathbb{1}^c(H) \quad (4.7.4)$$

exist. If we denote (4.7.3) by $\Omega^+_{ir}$, then (4.7.4) equals $\Omega^+_{ir}$. Moreover, one has

$$\Omega^+_i \Omega^+_{ir} = \mathbb{1}^c(H), \quad \Omega^+_{ir} \Omega^+_i = \mathbb{1},$$

$$\Omega^+_i P^+ = \Omega^+_i D, \quad H \Omega^+_i = \Omega^+_i H_0. \quad (4.7.5)$$

Before proving Theorem 4.7.1, let us explain how one can get rid of the short-range part $V_s(x)$ of the potential. To this end, let us introduce the auxiliary Hamiltonian

$$H_i := \frac{1}{2} D^2 + V_i(x).$$

We also introduce the asymptotic velocity associated with $H_i$

$$P^+_i := s - C^\infty - \lim_{t \to \infty} e^{itH_i} \frac{1}{t} e^{-itH_i}. $$
It follows immediately from Proposition 4.6.2 that the following lemma is true.

**Lemma 4.7.2**

There exists
\[
\lim_{t \to \infty} e^{itH} e^{-itH_1} \mathbb{1}_c(H) =: \Omega_t^+,
\]
\[
\lim_{t \to \infty} e^{itH_1} e^{-itH} \mathbb{1}_c(H).
\]

Moreover, \((4.7.7)\) equals \(\Omega_t^{\perp}\) and
\[
\Omega_t^{\perp} \Omega_t^{\perp} = \mathbb{1}_c(H), \quad \Omega_t^{\perp} \Omega_t^{\perp} = \mathbb{1}_c(H),
\]
\[
\Omega_t^{\perp} H_t = H \Omega_t^{\perp}, \quad \Omega_t^{\perp} P_t^{\perp} = P^{\perp} \Omega_t^{\perp}.
\]

By the above lemma, it is sufficient to show Theorem 4.7.1 assuming that \(V_s(x) = 0\), which we will do in the remaining part of this section. In other words, in what follows, \(V(x) = V_t(x)\).

Let us now explain how one can construct a function \(\tilde{S}(t, \xi)\) that can be used in the definition of modified wave operators. This is somewhat complicated, because we want to show the theorem for a very large class of potentials (due essentially to Hörmander).

The most obvious candidate for this purpose is the function \(S(t, \xi)\) constructed in Proposition 2.7.4 that satisfies asymptotically the Hamilton–Jacobi equation with the potential \(V(x)\), more precisely, for every \(\epsilon > 0\) there exists \(T_\epsilon\) such that
\[
\partial_t S(t, \xi) = \frac{1}{2} \xi^2 + V(\nabla \xi S(t, \xi)), \quad t > T_\epsilon, \quad |\xi| > \epsilon,
\]
\[
\partial_\xi^\beta (S(t, \xi) - \frac{1}{2} t \xi^2) \in o(t), \quad \text{in} \quad |\xi| > \epsilon, \quad |\beta| \leq 2.
\]

Unfortunately, this function can be used to define modified wave operators only under some additional assumptions on the potentials. In the general case, one needs a function whose construction is described in the following proposition.

**Proposition 4.7.3**

Let \(V(x)\) \((4.7.2)\), that is,
\[
\int_0^\infty |\rho|^{1 - 1} \sup_{|x| \geq R} |\partial_\rho^\alpha V(x)| dR < \infty, \quad |\alpha| = 1, 2.
\]

Let \(j \in C_0^{\infty}(X)\) be a cutoff function such that
\[
\int j(y) dy = 1, \quad \int y j(y) dy = 0,
\]
and let
\[ \hat{V}(t, x) := \int V(x + t^+ y) j(y) dy. \] (4.7.9)

Then there exist a function \( \hat{S}(t, \xi) \) that satisfies the following properties:

(i) For every \( \epsilon > 0 \), there exists \( T_\epsilon \) such that

\[ \partial_\xi \hat{S}(t, \xi) = \frac{1}{2} \xi^2 + \hat{V}(t, \nabla_\xi \hat{S}(t, \xi)), \quad t > T_\epsilon, \quad |\xi| > \epsilon. \]

(ii) For every \( \epsilon > 0 \),

\[ \partial_\xi^\beta \left( \hat{S}(t, \xi) - \frac{1}{2} t \xi^2 \right) \in o(t), \quad \text{in} \quad |\xi| > \epsilon, \quad |\beta| \leq 2, \]

\[ \partial_\xi^\beta \left( \hat{S}(t, \xi) - \frac{1}{2} t \xi^2 \right) \in o \left( t^{|\beta|} \right), \quad \text{in} \quad |\xi| > \epsilon, \quad |\beta| \geq 2. \]

**Proof.** Arguing as in the proof of Lemma 3.4.5, we see that, for any \( \epsilon > 0 \), the time-dependent potential \( \hat{V}(t, x) \) satisfies

\[ \int_0^\infty \sup_{|\xi| \geq \epsilon} |\partial_\xi^\alpha \hat{V}(t, x)| |t|^{\alpha-1} dt < \infty, \quad |\alpha| = 1, 2, \]

\[ \int_0^\infty \sup_{|\xi| \geq \epsilon} |\partial_\xi^\alpha \hat{V}(t, x)| |t|^{|\alpha|} dt < \infty, \quad |\alpha| \geq 2. \]

One can then follow the proof of Theorem 2.7.5 to prove the existence of \( \hat{S}(t, \xi) \).

Now we can describe the modifiers that can be used to construct the wave operators.

**Proposition 4.7.4**

(i) The function \( \hat{S}(t, \xi) \) constructed in Proposition 4.7.3 using the potential \( V_i(x) \) can always be used in Theorem 4.7.1 to construct modified wave operators.

(ii) Suppose that instead of (4.7.2) \( V_i(x) \) satisfies one of the following hypotheses:

\[ \int_0^\infty \langle R \rangle^{1/2} \sup_{|\xi| \geq R} |\partial_\xi^\alpha V_i(x)| dR < \infty, \quad |\alpha| = 1, \]

or

\[ \int_0^\infty \langle R \rangle^{1/2} \sup_{|\xi| \geq R} |\partial_\xi^\alpha V_i(x)| dR < \infty, \quad |\alpha| = 2. \]

Then, in Theorem 4.7.1, we can replace \( \hat{S}(t, \xi) \) with the function \( S(t, \xi) \) constructed in Theorem 2.7.5 for the potential \( V_i(x) \).

To prove the existence and completeness of modified wave operators, we will first reduce the problem to an effective time-dependent potential, and then we will apply the results of Chap. 3.
Let $\Theta \subset X \setminus \{0\}$ be a compact set. If the dimension of $X$ is one, then we assume additionally that $\Theta$ is either to the right or to the left of 0. Let $J \in C^\infty_0(X \setminus \{0\})$ such that $J(x) = 1$ on a neighborhood of $\Theta$. Fix also $x_0 \in \Theta$. Set

$$V_J(t, x) := (V(x) - V(tx_0))J\left(\frac{x}{t}\right) + V(tx_0).$$

The potential $V_J(t, x)$ will be called an effective time-dependent potential.

**Proposition 4.7.5**

(i) We have

$$V(t\xi) - V_J(t, t\xi) = 0 \text{ for } \xi \text{ in a certain neighborhood of } \Theta.$$

(ii) If $V(x)$ satisfies

$$\int_0^\infty \langle R \rangle^{\alpha-1} \sup_{|x| \geq R} |\partial_x^\alpha V(x)| dR < \infty, \quad |\alpha| = 1, \ldots, n,$$

then $V_J(t, x)$ satisfies

$$\int_0^\infty \langle t \rangle^{\alpha-1} \|\partial_x^\alpha V_J(t, \cdot)\|_\infty dt < \infty, \quad |\alpha| = 1, \ldots, n.$$

(iii) If $V(x)$ satisfies

$$\int_0^\infty \langle R \rangle^{1/2} \sup_{|x| \geq R} |\partial_x^\alpha V(x)| dR < \infty, \quad |\alpha| = 1,$$

$$\int_0^\infty \langle R \rangle \sup_{|x| \geq R} |\partial_x^\alpha V(x)| dR < \infty, \quad |\alpha| = 2,$$

then $V_J(t, x)$ satisfies

$$\int_0^\infty \langle t \rangle^{1/2} \|\partial_x^\alpha V_J(t, \cdot)\|_\infty dt < \infty, \quad |\alpha| = 1,$$

$$\int_0^\infty \langle t \rangle \|\partial_x^\alpha V_J(t, \cdot)\|_\infty dt < \infty, \quad |\alpha| = 2.$$

**Proof.** The property (i) is immediate.

To show (ii), we write, for $|\alpha| \geq 1$,

$$\partial_x^\alpha V_J(t, x) = \sum_{\beta \leq \alpha, \ 1 \leq |\beta|} C_{\beta} \partial_x^\beta V(x) t^{|\beta|-|\alpha|} \partial_x^{\alpha-\beta} J(\frac{x}{t})$$

$$+ (V(t, x) - V(tx_0)) t^{-|\alpha|} \partial_x^\alpha J(\frac{x}{t}).$$

The terms that contain the derivatives of $V(x)$ give clearly the correct decay. To estimate the last term, let us denote

$$r := \inf_{x \in \text{supp } J} |x|.$$
Consider \( x \in \text{tsupp} J \). Clearly, \( tx_0 \in \text{tsupp} J \) too. Hence \( x \) and \( tx_0 \) can be joined by a curve of the length less than \( \pi |x - tx_0| \) that lies entirely in \( \{x : |x| > rt\} \). Therefore,

\[
|V(x) - V(tx_0)\partial^\alpha J(\frac{x}{r})| \leq \pi |x - tx_0| \sup_{|x| > rt} |\nabla_x V(x)\partial^\alpha J(\frac{x}{r})| \\
\leq Ct \sup_{|x| > rt} |\nabla_x V(x)|,
\]

where in the last step we used the compactness of \( \text{supp} J \).

Let \( S_j(t, \xi) \) be the solution of the Hamilton-Jacobi equation

\[
\begin{cases}
\partial_t S_j(t, \xi) = \frac{1}{2} \xi^2 + V_j(t, \nabla_\xi S_j(t, \xi)), \\
S_j(T_0, \xi) = 0,
\end{cases}
\]

constructed in Sect. 1.8 for some \( T_0 \) large enough.

Let

\[ \tilde{V}_j(t, x) = \int V_j(t, x + t^{1/2}y)j(y)dy, \]

where \( j \in C_0^\infty(X) \) is the same function as in (4.7.9). For a \( T_0 \) sufficiently big, let \( \tilde{S}_j(t, \xi) \) be the solution of the Hamilton-Jacobi equation

\[
\begin{cases}
\partial_t \tilde{S}_j(t, \xi) = \frac{1}{2} \xi^2 + \tilde{V}_j(t, \nabla_\xi \tilde{S}_j(t, \xi)), \\
\tilde{S}_j(T_0, \xi) = 0.
\end{cases}
\]

**Lemma 4.7.6**

Uniformly on \( \Theta \), there exists the following limits:

\[
\lim_{t \to \infty} (S_j(t, \xi) - S(t, \xi)) =: \sigma^+(\xi), \tag{4.7.12}
\]

\[
\lim_{t \to \infty} (\tilde{S}_j(t, \xi) - \tilde{S}(t, \xi)) =: \tilde{\sigma}^+(\xi). \tag{4.7.13}
\]

**Proof.** Let us show (4.7.12). By Proposition 4.7.5 (i), for \( t > T_1 \) and for \( \xi \) in a certain neighborhood of \( \Theta \), both functions \( S_j(t, \xi) \) and \( S(t, \xi) \) satisfy the Hamilton-Jacobi equation with the same potential \( V_j(t, x) \):

\[
\begin{align*}
\partial_t S_j(t, \xi) &= \frac{1}{2} \xi^2 + V_j(t, \nabla_\xi S_j(t, \xi)), \\
\partial_t S(t, \xi) &= \frac{1}{2} \xi^2 + V_j(t, \nabla_\xi S(t, \xi)).
\end{align*}
\]

They also satisfy, for \( \xi \) in a neighborhood of \( \Theta \), the estimates

\[
\begin{align*}
\partial^\beta_\xi (S_j(t, \xi) - \frac{1}{2} t \xi^2) &\in o(t), \quad |\beta| \leq 2, \\
\partial^\beta_\xi (S(t, \xi) - \frac{1}{2} t \xi^2) &\in o(t), \quad |\beta| \leq 2.
\end{align*}
\]

It follows then from Sect. 1.9 that
\[ \lim_{t \to \infty} (S_J(t, \xi) - S(t, \xi)) \]

exists for \( \xi \in \Theta \). This ends the proof of (4.7.12).

To show (4.7.13), observe that, for \( \xi \) a certain neighborhood of \( \Theta \), and \( t > T_2 \)

\[ \hat{V}(t, t\xi) = \hat{V}_J(t, t\xi). \]

Then we argue as above. \( \square \)

The following lemma follows immediately from Lemma 4.7.6.

**Lemma 4.7.7**

The following limits exist:

\[ \lim_{t \to \infty} e^{iS(t, D)} e^{-iS_J(t, D)} \Pi_\Theta(D) = e^{-i\hat{\omega}^+(D)}, \]

\[ \lim_{t \to \infty} e^{i\tilde{S}(t, D)} e^{-i\tilde{S}_J(t, D)} \Pi_\Theta(D) = e^{-i\hat{\omega}^+(D)}. \]

We will denote by \( U_J(t, s) \) the unitary evolution generated by

\[ H_J(t) := \frac{1}{2}D^2 + V_J(t, x). \]

We also introduce the asymptotic velocity (asymptotic momentum) associated with \( H_J(t) \)

\[ D_J^+ := s-C_\infty - \lim_{t \to \infty} U_J(0, t)DU_J(t, 0) \]

\[ = s-C_\infty - \lim_{t \to \infty} U_J(0, t)U_J(t, 0). \]

The Hamiltonian \( H_J(t) \) belongs to the class considered in Chap. 3. Therefore, the following lemma is true.

**Lemma 4.7.8**

(i) There exist the limits

\[ s - \lim_{t \to \infty} U_J(0, t)e^{-i\tilde{S}_J(t, D)}, \quad (4.7.14) \]

\[ s - \lim_{t \to \infty} e^{i\tilde{S}_J(t, D)}U_J(t, 0). \quad (4.7.15) \]

If we denote (4.7.14) by \( \hat{\Omega}^+_{J, \text{IR}} \), then (4.7.15) equals \( \hat{\Omega}^{+*}_{J, \text{IR}} \). \( \hat{\Omega}^+_{J, \text{IR}} \) is unitary and

\[ \hat{\Omega}^+_{J, \text{IR}}D = D_J^+ \hat{\Omega}^+_{J, \text{IR}}. \quad (4.7.16) \]

(ii) Under the additional assumptions (4.7.10) or (4.7.11), there exist the limits

\[ s - \lim_{t \to \infty} U_J(0, t)e^{-i\tilde{S}_J(t, D)}, \quad (4.7.17) \]
\[ s - \lim_{t \to \infty} e^{isJ(t,D)} U_J(t,0). \]  

(4.7.18)

If we denote (4.7.17) by \( \Omega_{J,ir}^+ \), then (4.7.18) equals \( \Omega_{J,ir}^{+*} \). \( \Omega_{J,ir}^+ \) is unitary and

\[ \Omega_{J,ir}^+ D = D_J^+ \Omega_{J,ir}^+. \]  

(4.7.19)

\textbf{Lemma 4.7.9}

There exist the limits

\[ s - \lim_{t \to \infty} e^{itH} U_J(0,t) \mathbb{I}_\Theta(D_J^+), \]  

(4.7.20)

\[ s - \lim_{t \to \infty} U_J(0,t)e^{-itH} \mathbb{I}_\Theta(P^+). \]  

(4.7.21)

If we denote (4.7.20) by \( \omega_{J,\Theta}^+ \), then (4.7.21) equals \( \omega_{J,\Theta}^{+*} \). Moreover,

\[ \omega_{J,\Theta}^+ \mathbb{I}_\Theta(P^+), \quad \omega_{J,\Theta}^{+*} \omega_{J,\Theta}^+ = \mathbb{I}_\Theta(D_J^+), \]

\[ \omega_{J,\Theta}^+ D_J^+ = P^+ \omega_{J,\Theta}^+. \]

\textbf{Proof.} It is enough to show the existence of

\[ s - \lim_{t \to \infty} e^{sH} U_J(t,0) J_0(D_J^+) \chi^2 \left( \frac{1}{2} (D_J^+)^2 \right) \]  

(4.7.22)

for any \( J_0 \in C_0^\infty(\Theta) \) and \( \chi \in C_0^\infty(\mathbb{R}) \). Set

\[ M(t) = J_0(\frac{\xi}{t}) + \langle D - \frac{\xi}{t}, \nabla J_0(\frac{\xi}{t}) \rangle. \]

Then, by Theorem 3.2.2,

\[ J_0(D_J^+) \chi^2 \left( \frac{1}{2} (D_J^+)^2 \right) = s - \lim_{t \to \infty} U_J(0,t) \chi(H_0) M(t) \chi(H_0) U_J(t,0). \]

Therefore, (4.7.22) equals

\[ s - \lim_{t \to \infty} e^{sH} \chi(H) M(t) \chi(H_0) U_J(t,0). \]  

(4.7.23)

Define

\[ \Phi(t) := \chi(H) M(t) \chi(H_0). \]

We have

\[ \frac{d}{dt} \Phi(t) + iH\Phi(t) - i\Phi(t) H_J(t) = \frac{1}{t} \chi(H) \langle D - \frac{t}{\xi}, \nabla J_0(\frac{\xi}{t}) (D - \frac{t}{\xi}) \rangle \chi(H_0) \]

\[ + \chi(H) \nabla J_0(\frac{\xi}{t}) \nabla x V_J(t,x) \chi(H_0) \]

\[ + \chi(H) [M(t) \chi(H_0), V_J(t,x)]. \]  

(4.7.24)
The first term on the right-hand side of (4.7.24) is integrable along the evolution by Lemma 4.4.3 and Proposition 3.2.4. The second term is clearly integrable in norm. The third term is seen to be integrable in norm using Proposition 4.7.5 (ii) and Lemma C.1.2. Therefore the limit (4.7.23) exists.  

**Proof of Theorem 4.7.1.** First consider the case with the additional assumptions (4.7.10) or (4.7.11). We apply Lemmas 4.7.8, 4.7.9, 4.7.7 and the chain rule:

\[
\omega_j^+ \Omega_j^+ e^{-i\phi(D)} 1_\theta(D) = \lim_{t \to \infty} e^{iH} U_j(t, 0) 1_\theta(D^+) \\
\times \lim_{t \to \infty} U_j(0, t) e^{-iS_j(t, D)} \\
\times \lim_{t \to \infty} e^{iS_j(t, D)} e^{-iS(t, D)} 1_\theta(D) \\
= \lim_{t \to \infty} e^{iH} e^{-iS(t, D)} 1_\theta(D).
\]

(4.7.25)

Note that we used (4.7.16) to pass 1_\theta(D^+) through 1_\theta(D^+) and to change it into 1_\theta(D). This ends the proof of the existence of (4.7.3).

Using Lemmas 4.7.8, 4.7.9, 4.7.7 and the chain rule, we obtain

\[
e^{i\sigma(D)} 1_\theta(D) \Omega_j^+ \omega_j^+ 1_\theta(D) = \lim_{t \to \infty} e^{iS(t, D)} e^{-iS_j(t, D)} 1_\theta(D) \\
\times \lim_{t \to \infty} e^{iS_j(t, D)} U_j(t, 0) \\
\times \lim_{t \to \infty} U_j(0, t) e^{-iH} 1_\theta(P^+) \\
= \lim_{t \to \infty} e^{iS(t, D)} e^{-iH} 1_\theta(P^+).
\]

(4.7.26)

Since \( \Theta \) was an arbitrary compact subset of \( X \) disjoint from 0, this gives us the existence of

\[
\lim_{t \to \infty} e^{iS(t, D)} e^{-iH} 1_{X \setminus \{0\}}(P^+).
\]

But, by Theorem 4.4.1, we have

\[
1^c(H) = 1_{X \setminus \{0\}}(P^+).
\]

(4.7.27)

This ends the proof of the existence of (4.7.4).

The proof of the general case, that is, without the additional assumptions (4.7.10) or (4.7.11) is similar. The only difference is that we use \( \hat{S}_j(t, \xi) \), \( \Omega_j^+ \), instead of \( S_j(t, \xi) \), \( \Omega_j^+ \). 

\[ \square \]

### 4.8 Dollard Wave Operators

As in Chap. 3, it is often convenient to consider other modified free dynamics, like the Dollard and Buslaev-Matveev dynamics. Among them, the Dollard dynamics is of particular interest. In fact, using the Dollard dynamics, one can give a rather
elementary proof of asymptotic completeness for a class of long-range potentials that are only in $C^0(X)$. Besides, in the case of the Dollard dynamics, we can easily take into account the presence of additional degrees of freedom.

We assume now that our Hilbert space is $L^2(X) \otimes \mathcal{H}_1$, where $\mathcal{H}_1$ is a certain auxiliary Hilbert space describing the additional degrees of freedom. Suppose that

$$H = \frac{1}{2}D^2 \otimes I_{\mathcal{H}_1} + V(x),$$

where $V^*(x) = V(x) \in B(\mathcal{H}_1)$ for almost all $x \in X$.

We assume that

$$V(x)(1 - \Delta)^{-1} \text{ is compact on } L^2(X) \otimes \mathcal{H}_1,$$

$$\int_0^\infty \left\| (1 - \Delta)^{-1} \nabla V(x) \mathbb{1}_{|x|} \left( \frac{|x|}{R} \right) (1 - \Delta)^{-1} \right\| dR < \infty,$$

and $V(x)$ can be written as

$$V(x) = V_s(x) + V_i(x),$$

such that

$$\int_0^\infty \left\| (1 - \Delta)^{-1} V_s(x) \mathbb{1}_{|x|} \left( \frac{|x|}{R} \right) (1 - \Delta)^{-1} \right\| dR < \infty,$$

$$\int_0^\infty \langle R \rangle^{\frac{3}{2}} \sup_{|x| > R} \| \partial_\alpha^2 V_i(x) \| dR < \infty, \quad |\alpha| = 1.$$

**Theorem 4.8.1**

*Define*

$$U_D(t) := e^{-itH_0T} \left( e^{-i\int_0^t V_i(sD) ds} \right),$$

*where $T$ denotes the time ordering. Then the limits*

$$\text{s- lim}_{t \to \infty} e^{itH} U_D(t), \quad \text{(4.8.1)}$$

$$\text{s- lim}_{t \to \infty} U_D^*(t) e^{-itH} \mathbb{1}^c(H) \quad \text{(4.8.2)}$$

*exist. If we denote (4.8.1) by $\Omega^+_D$, then (4.8.2) equals $\Omega^+_D$. One has*

$$\Omega^+_D \Omega_D^+ = \mathbb{1}, \quad \Omega_D^+ \Omega^+_D = \mathbb{1}^c(H),$$

$$P^+ \Omega_D^+ = \Omega_D^+ D, \quad H \Omega_D^+ = \Omega_D^+ H_0. \quad \text{(4.8.3)}$$

*Proof.* First we get rid of the $V_s(x)$ part of the potential in $e^{-itH}$. Having done this, we can assume that $V_s(x) = 0$. 
Then we introduce $\Theta \subset X$, $V_J(t, x)$, $H_J(t)$ and $U_J(s, t)$ as we did in the in the proof of Theorem 4.7.1. We set

$$U_{D, J}(t) := e^{-\frac{i}{\hbar}H_0 T \left( e^{-i \int_0^T J (s) ds} \right)}.$$

Then we know from Chap. 3 that

$$s \lim_{t \to \infty} U_J(0, t) U_{D, J}(t), \quad s \lim_{t \to \infty} U_{D, J}^*(t) U_J(t, 0)$$

exist. Besides, obviously

$$U_{D, J}(t) \mathbb{1}_\Theta (D) = U_J(t) \mathbb{1}_\Theta (D).$$

Hence the theorem follows by the chain rule. \qed

### 4.9 The Isozaki-Kitada Construction

In this section we introduce another construction of long-range wave operators due to Isozaki-Kitada [IK1]. This construction uses a time-independent modifier associated with a solution of the eikonal equation. We will prove that, for a correct choice of the solution of the eikonal equation, the two notions of wave operators coincide.

We will assume that

$$\lim_{|x| \to \infty} V(x) = 0,$$

$$\int_0^\infty \langle R \rangle^{\alpha - 1} \sup_{|R| \leq R} |\partial_x^{\alpha} V(x)| dR < \infty, \quad |\alpha| \geq 1. \quad (4.9.1)$$

Note that these conditions imply the hypotheses of Theorem 4.4.1 about the existence of the asymptotic velocity and the hypotheses of Theorem 4.7.1 about the existence and completeness of modified wave operators.

In Proposition 2.7.3, for any $\epsilon_0 > 0$, $\sigma_0 > -1$ and $R_0$ large enough, we constructed a function $S(t, x, \xi)$ on the outgoing region $\mathbb{R}^+ \times \Gamma^{+}_{R_0, \epsilon_0, \epsilon_0}$ that solves the Hamilton-Jacobi equation

$$\begin{cases}
\partial_t S(t, x, \xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi S(t, x, \xi)), \\
S(0, x, \xi) = \langle x, \xi \rangle.
\end{cases}$$

Moreover, in Theorem 2.7.5, we constructed a function $S(t, \xi)$ such that, for any $\epsilon > 0$, one has

$$\partial_t S(t, \xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi S(t, \xi)), \quad |\xi| \geq \epsilon, \quad t \geq T_\epsilon.$$

Finally, in Proposition 2.8.2, we proved that the limit
\[ \Phi_{ir}^+(x, \xi) := \lim_{t \to \infty} (S(t, x, \xi) - S(t, \xi)) \]

exists on \( I_{R_0, \sigma_0}^+ \) and solves the eikonal equation

\[ \frac{1}{2} \xi^2 = \frac{1}{2} (\nabla_x \Phi_{ir}^+(x, \xi))^2 + V(x) . \]

The function \( \Phi_{ir}^+(x, \xi) \) satisfies the estimates

\[ \partial_x^\alpha \partial_\xi^\beta (\Phi_{ir}^+(x, \xi) - \langle x, \xi \rangle) \in \mathcal{O}(\langle x \rangle^{1-|\alpha|}), \quad |\alpha| + |\beta| \geq 0 , \quad (4.9.2) \]

uniformly for \( (x, \xi) \in I_{R_0, \sigma_0}^+ \). We know from Sect. 4.7 that

\[ s- \lim_{t \to \infty} e^{itH} e^{-iS(t, P)} = \Omega_{ir}^+ \]

exists and has the properties described in Theorem 4.7.1. Below we will show how to construct \( \Omega_{ir}^+ \) in a different way.

Let us fix some constants \( \epsilon_0 > 0, \sigma > -1 \) and \( R_0 \) such that \( S(t, x, \xi) \) is well defined on \( \mathbb{R}^+ \times I_{R_0, \sigma_0}^+ \). Choose also \( \epsilon > \epsilon_0, \sigma > \sigma_0 \) and \( R > R_0 \). Choose functions \( F_0, F \in C^\infty(\mathbb{R}) \) and \( \chi_0 \in C_0^\infty(\mathbb{R}) \) such that

\[
\begin{align*}
\chi_0(s) &= 0, \quad s < \frac{1}{2} \epsilon_0^2, \quad \chi_0(s) = 1, \quad s > \frac{1}{2} \epsilon_0^2, \\
F(s) &= 0, \quad s < R_0, \quad F(s) = 1, \quad s > R, \\
F_0(s) &= 0, \quad s < \sigma_0, \quad F_0(s) = 1, \quad s > \sigma.
\end{align*}
\]

We set

\[ q^+(x, \xi) := F(|x|) \chi_0(\frac{1}{2} \epsilon^2) F_0 \left( \frac{\langle x, \xi \rangle}{\| x \| \| \xi \|} \right) . \]

Let us note that \( q^+(x, \xi) \in S(1, g_0) \). We define next the following operator:

\[ J_{ir}^+ \phi(x) = (2\pi)^{-n} \int q^+(x, \xi) e^{i\Phi_{ir}^+(x, \xi)} e^{-i(y, \xi)} \phi(y) \, dy . \]

(4.9.4)

Note that, by the remark after Theorem D.15.1, \( J_{ir}^+ \) is a bounded operator on \( L^2(X) \).

The following theorem shows how we can use \( J_{ir}^+ \) to construct the modified wave operator.

**Theorem 4.9.1**

We have

\[ s- \lim_{t \to \infty} e^{iH} J_{ir}^+ e^{-iH_0} = \Omega_{ir}^+ \chi_0(H_0) , \quad (4.9.5) \]

\[ s- \lim_{t \to \infty} \epsilon^{iH_0} J_{ir}^+ e^{-iH} \chi_0(H) = \Omega_{ir}^+ \chi_0(H) . \]

(4.9.6)

As in Sect. 4.7, the proof will be based on a certain auxiliary time-dependent Hamiltonian. The notation will be completely analogous to that of Sect. 4.7. We define \( V_j(t, x), S_j(t, \xi), H_j(t), U_j(t, s), D_j^+ \) and \( \Omega_{ir}^+ \) as in Sect. 4.7.
Note that
\[ \int_0^\infty \langle t \rangle^{2|\alpha| - 1} \| \partial_x^\alpha V_j(t, \cdot) \|_\infty \, dt < \infty, \quad |\alpha| \geq 1, \]
and hence \( V_j(t, x) \) satisfies the smooth slow-decaying assumption of Chaps. 1 and 3.

Recall from Theorem 1.8.1 that, for \( T_0 \) big enough and \( T_0 \leq s \leq t \), there exists a unique function \( S_j(s, t, x, \xi) \) that solves the two-sided Hamilton-Jacobi equation for the potential \( V_j(t, x) \). As in Chaps. 1 and 3, we set
\[ S_j(t, \xi) := S_j(T_0, t, 0, \xi), \]
\[ \Phi^+_j(s, x, \xi) := \lim_{t \to \infty} (S_j(s, t, x, \xi) - S_j(t, \xi)). \]

Recall that
\[ \partial_s \Phi^+_j(s, x, \xi) = \frac{1}{2} (\nabla_x \Phi^+_j(s, x, \xi))^2 + V_j(s, x), \quad s \geq T_0, \]
\[ \partial^\alpha \partial^\beta \xi \Phi^+_j(s, x, \xi) - \langle x, \xi \rangle - \frac{1}{2} \xi^2 \in o(s^{1-|\alpha|}), \quad |\alpha| + |\beta| \geq 1. \]

So \( \Phi^+_j(s, x, \xi) \) satisfies the estimates (3.7.2). So we can define, as in Sect. 3.7,
\[ J^+_j(s) \phi(x) := (2\pi)^{-n} \int e^{i\Phi^+_j(s, x, \xi)} \phi(y) \, dy \]
which is a bounded operator on \( L^2(X) \) with norm \( O(1) \).

Recall from Chap. 3 that the following alternative definition of the wave operator \( \Omega^+_j \) is possible:
\[ \Omega^+_j = \lim_{t \to \infty} U_j(0, t) J^+_j(t). \]

Next we show that the functions \( \Phi^+_j(x, \xi) \) and \( \Phi^+_j(s, x, \xi) \) are closely related. We recall that the function \( \sigma^+ \) was defined in Lemma 4.7.6.

**Lemma 4.9.2**

Let \( \Theta_1 \) be a convex subset of \( \Theta \). Then there exists \( T_0 \) such that, for \( T_0 < t < t' \) and \( \frac{\pi}{t}, \xi \in \Theta_1 \), we have
\[ \Phi^+_j(t, x, \xi) = \Phi^+_j(x, \xi) - \frac{1}{2} t \xi^2 + \sigma^+ (\xi). \]

**Proof.** Let \( \tilde{y}_j(s, t', x, \xi) \) denote the (unique) trajectory for the potential \( V_j(t, x) \) that satisfies the boundary conditions as in Chap. 1. Clearly, for \( T_0 \) big enough, \( T_0 \leq t \leq s \leq t' \) and \( \frac{\pi}{t}, \xi \in \Theta_1 \), \( \tilde{y}(s, t', x, \xi) \) is also a trajectory for the potential \( V(x) \). Consequently, for \( T_0 \leq t \leq t' \) and \( \frac{\pi}{t}, \xi \in \Theta_1 \),
\[ S_j(t, t', x, \xi) = S(t' - t, x, \xi). \]

We also observe that
\[
S(t' - t, \xi) - S(t', \xi) = -J_{t'}^{t} \left( \frac{1}{2} \xi^2 + V(\nabla_\xi S(s, \xi)) \right) ds \\
= -\frac{1}{2} t \xi^2 + O(t) \sup_{s \geq t' - t} |V(\nabla_\xi S(s, \xi))|.
\]

So we have
\[
\lim_{t' \to \infty} (S(t' - t, \xi) - S(t', \xi)) = -\frac{1}{2} t \xi^2.
\]

Now we compute:
\[
\Phi_{J_{t'}^{t}}(t, x, \xi) = \lim_{t' \to \infty} S_{J_{t'}^{t}}(t, t', x, \xi) - S_{J_{t'}^{t}}(t', \xi) = \lim_{t' \to \infty} (S_{J_{t'}^{t}}(t' - t, x, \xi) - S_{J_{t'}^{t}}(t', \xi)) \\
+ \lim_{t' \to \infty} (S_{J_{t'}^{t}}(t' - t, \xi) - S_{J_{t'}^{t}}(t', \xi)) \\
+ \lim_{t' \to \infty} (S_{J_{t'}^{t}}(t', \xi) - S_{J_{t'}^{t}}(t', \xi)) \\
= \Phi_{J_{t'}^{t}}(x, \xi) = -\frac{1}{2} t \xi^2 + \sigma^+(\xi) .
\]

The following lemma says that, in some sense, we can localize \( J_{t'}^{t} \) in momentum and in position.

**Lemma 4.9.3**

(i) Let \( f, \bar{f} \in C_0^\infty(X) \) and \( \bar{f} = 1 \) on a neighborhood of \( \text{supp} f \). Then
\[
\left( \bar{f} \left( \frac{x}{t} \right) - 1 \right) J_{t'}^{t} f \left( \frac{x}{t} \right) \in O(t^{-\infty}). \tag{4.9.9}
\]

(ii) If \( g, \bar{g} \in C_0^\infty(X) \) such that \( \bar{g} = 1 \) on a neighborhood of \( \text{supp} g \), then
\[
g(D) J_{t'}^{t} (1 - \bar{g}(D)) \in \Psi(\langle x \rangle^{-\infty}). \tag{4.9.10}
\]

**Proof.** (i) follows by the non-stationary phase method described in Proposition D.12.1. (ii) follows by Proposition D.15.3 (ii). \( \square \)

The following lemma allows us to reduce the Isozaki-Kitada construction to the case of effective time-dependent potentials.

**Lemma 4.9.4**

\[
s \lim_{t' \to \infty} U_{J_{t'}^{t}} e^{-itH_0} \mathbb{1}_{\Theta}(D) = \Omega_{J_{t'}^{t}} e^{-it\sigma^+(D)} \mathbb{1}_{\Theta}(D) \chi_0(H_0), \tag{4.9.11}
\]
\[
s \lim_{t' \to \infty} e^{itH_0} J_{t'}^{t} U_{J_{t'}^{t}}(t, 0) \mathbb{1}_{\Theta}(D) = e^{it\sigma^+(D)} \mathbb{1}_{\Theta}(D) \chi_0(H_0) \Omega_{J_{t'}^{t}}. \tag{4.9.12}
\]

**Proof.** Let \( \Theta_1 \) be a convex set contained in \( \Theta \). Let \( f, \bar{f}, g, \bar{g} \in C_0^\infty(\Theta_1) \) such that \( f = 1, \bar{g} = 1 \) on a neighborhood of \( \text{supp} g \) and \( \bar{f} = 1 \) on a neighborhood of \( \text{supp} f \). The proof follows from the following identity, which is true for \( t > T_0 \):
\[
\tilde{f}(\frac{e}{t}) J_{\text{ir}}^+ e^{-itH_0} g(D) = \tilde{f}(\frac{e}{t}) J_{\text{ir}}^+ (t) g(D) e^{i\sigma^+(D)} \chi_0(H_0). \tag{4.9.13}
\]

This identity follows immediately from Lemma 4.9.2 and
\[
\tilde{f}(\frac{e}{t}) q^+(x, \xi) g(\xi) = \tilde{f}(\frac{e}{t}) g(\xi) \chi_0 \left( \frac{\xi^2}{2} \right).
\]

Let us show (4.9.11). Clearly,
\[
g(D) = s- \lim_{t \to \infty} e^{itH_0} f(\frac{e}{t}) g(D) e^{-itH_0}.
\]

Now,
\[
s- \lim_{t \to \infty} U_J(0, t) J_{\text{ir}}^+ e^{-itH_0} g(D) = s- \lim_{t \to \infty} U_J(0, t) J_{\text{ir}}^+ f(\frac{e}{t}) g(D) e^{-itH_0}
\]
\[
= s- \lim_{t \to \infty} U_J(0, t) \tilde{f}(\frac{e}{t}) J_{\text{ir}}^+ g(D) e^{-itH_0}
\]
\[
= s- \lim_{t \to \infty} U_J(0, t) \tilde{f}(\frac{e}{t}) J_{\text{ir}}^+ (t) e^{-i\sigma^+(D)} \chi_0(H_0) g(D)
\]
\[
= \tilde{f}(D_J^+) s- \lim_{t \to \infty} U_J(0, t) J_{\text{ir}}^+ (t) e^{-i\sigma^+(D)} \chi_0(H_0) g(D)
\]
\[
= \tilde{f}(D_J^+) \Omega_{\text{ir}}^+ e^{-i\sigma^+(D)} \chi_0(H_0) g(D)
\]
\[
= \Omega_{\text{ir}}^+ e^{-i\sigma^+(D)} \chi_0(H_0) g(D).
\]

We used: (4.9.13), Lemma 4.9.3 (i), at the last step, we used
\[
\tilde{f}(D_J^+) \Omega_{\text{ir}}^+ = \Omega_{\text{ir}}^+ \tilde{f}(D).
\]

Likewise,
\[
g(D_J^+) = s- \lim_{t \to \infty} U_J(0, t) g(D) f(\frac{e}{t}) U_J(t, 0),
\]

and, by similar arguments, we obtain
\[
s- \lim_{t \to \infty} e^{itH_0} J_{\text{ir}}^+ U_J(t, 0) g(D_J^+) = s- \lim_{t \to \infty} e^{itH_0} J_{\text{ir}}^+ g(D) f(\frac{e}{t}) U_J(t, 0)
\]
\[
= s- \lim_{t \to \infty} e^{itH_0} \tilde{g}(D) J_{\text{ir}}^+ g(D) f(\frac{e}{t}) U_J(t, 0)
\]
\[
= s- \lim_{t \to \infty} e^{itH_0} \tilde{g}(D) J_{\text{ir}}^+ f(\frac{e}{t}) g(D) U_J(t, 0)
\]
\[
e^{i\sigma^+(D)} \tilde{g}(D) \chi_0(H_0) s- \lim_{t \to \infty} J_{\text{ir}}^+ (t) U_J(t, 0) g(D_J^+)
\]
\[
e^{i\sigma^+(D)} \tilde{g}(D) \chi_0(H_0) \Omega_{\text{ir}}^+ g(D_J^+)
\]
\[
e^{i\sigma^+(D)} \mathbb{I}_\Theta(D) \chi_0(H_0) \Omega_{\text{ir}}^+ g(D_J^+).
\]

\[\square\]

**Proof of Theorem 4.9.1.** We apply (4.9.8), Lemma 4.9.4 and the chain rule, and we get
\[
\begin{align*}
\lim_{t \to \infty} e^{itH_0} J_{\text{ir}}^+ e^{-itH_0} \mathbb{I}_\Theta(D) &= \omega_{J, \Theta}^+ \Omega_{\text{ir}}^+ e^{-i\sigma^+(D)} \mathbb{I}_\Theta(D) \chi_0(H_0), \tag{4.9.14} \\
\lim_{t \to \infty} e^{itH_0} J_{\text{ir}}^+ e^{-itH} \mathbb{I}_\Theta(P^+) &= e^{i\sigma^+(D)} \mathbb{I}_\Theta(D) \chi_0(H_0) \Omega_{\text{ir}}^+ \omega_{J, \Theta}^+. \tag{4.9.15}
\end{align*}
\]

But, by (4.7.25), the limit (4.9.14) equals \(\Omega_{\text{ir}}^+ \chi_0(H_0)\) and, by (4.7.26), the limit (4.9.15) equals \(\chi_0(H_0) \Omega_{\text{ir}}^+\). \[\square\]
4.10 Counterexamples to Asymptotic Completeness

In this section we construct a class of time-independent potentials for which the asymptotic velocity \( P^+ \) and the short-range wave operator \( \Omega^+_\text{sr} \) are well defined but the asymptotic completeness fails, i.e. \( \text{Ran}\Omega^+_\text{sr} \neq \mathcal{H}_c(H) \). We will also see that \( P^+ \) restricted to \( \mathcal{H}_c(H) \) will not be unitarily equivalent to \( D \), therefore the asymptotic completeness breaks down for any definition of modified wave operators. Such examples were first constructed by Yafaev [Yaf2], and the construction that we will give is based on Yafaev’s. They are related to the time-dependent counterexamples based on the adiabatic approximation given in Subsect. 3.8.2.

We start this section with an abstract version of the Born-Oppenheimer approximation in scattering theory, which will be the key idea used to construct the counterexamples.

4.10.1 The Born-Oppenheimer Approximation – an Abstract Setting

Let \( \mathcal{H} \) be a Hilbert space and \( H \) a self-adjoint operator on \( \mathcal{H} \). Let \( P \) be an orthogonal projection. Suppose that we want to approximate the Hamiltonian \( H \) with another Hamiltonian that commutes with \( P \). There exists a natural choice of such an approximation, which is described below.

**Definition 4.10.1**

We define the Born-Oppenheimer Hamiltonian as

\[
H_{\text{BO}} := PHP + (1 - P)H(1 - P)
\]

\[
= H + [P, [H, P]]
\]

\[
= H - PH(1 - P) - (1 - P)HP.
\]

It is clear from the first formula defining \( H_{\text{BO}} \) that \([H_{\text{BO}}, P] = 0\).

**Remark.** The adiabatic evolution \( U_{\text{ad}}(t, s) \) introduced in Sect. 3.8 was a unitary evolution that preserved a family of spectral projections \( P(t) \). Similarly, the Born-Oppenheimer evolution \( e^{-\frac{i}{\hbar}H_{\text{BO}}} \) commutes with \( P \).

We would like to know under what conditions the Born-Oppenheimer evolution approximates the exact evolution on \( \text{Ran}P \) for large times. To express this property, we will investigate the existence of the limit

\[
\lim_{t \to \infty} e^{i\frac{t}{\hbar}H} e^{-i\frac{t}{\hbar}H_{\text{BO}}} \psi.
\]  

(4.10.1)

for \( \psi \in \text{Ran}P \).
Let \( \mathcal{H}_{\text{eff}} \) be an auxiliary Hilbert space, and let \( I : \mathcal{H}_{\text{eff}} \rightarrow \mathcal{H} \) be an isometry such that
\[
II^* = P.
\]

Let us define
\[
h_{\text{eff}} := I^* H I = I^* H_{\text{BO}} I.
\]

Clearly, \( H_{\text{BO}} I = I h_{\text{eff}} \). Hence, instead of (4.10.1), we can look at the existence of
\[
\lim_{t \to \infty} e^{itH} e^{-itH_{\text{BO}}} I \phi = \lim_{t \to \infty} e^{itH} I e^{-it h_{\text{eff}}} \phi
\]
(4.10.2)
for \( \phi \in \mathcal{H}_{\text{eff}} \).

In order to prove the existence of (4.10.2), one has to start with a study of the dynamics generated by \( h_{\text{eff}} \). To this end, let us introduce the notation
\[
\mathcal{D} h_{\text{eff}} := \frac{d}{dt} + i[h_{\text{eff}}, \cdot],
\]

In what follows, we suppose that \( \mathcal{D} \) is a dense subset in \( \mathcal{H}_{\text{eff}} \) and \( B(t) \in B(\mathcal{H}_{\text{eff}}) \) satisfy
\[
\int_0^\infty \| (\mathcal{D} h_{\text{eff}} B(t)) e^{-ith_{\text{eff}}} \phi \| dt < \infty, \quad \phi \in \mathcal{D}.
\]
(4.10.3)

Then there exists the limit
\[
B^+ := \lim_{t \to \infty} e^{-ith_{\text{eff}}} B(t) e^{-ith_{\text{eff}}}.
\]

We will try to give a criterion that guarantees the existence of
\[
\lim_{t \to \infty} e^{itH} I e^{-ith_{\text{eff}}} B^+.
\]
(4.10.4)

**Proposition 4.10.2**

**Assume that** \( L \) **is a self-adjoint operator such that**
\[
LP = PL = 0, \quad \text{Ran} L \subset \text{Ran}(1 - P).
\]

**Let**
\[
K := -L^{-1}(1 - P)[H, P]P
\]

**be bounded.** Let \( t \to B(t) \in B(\mathcal{H}_{\text{eff}}) \) **satisfy and**
\[
\lim_{t \to \infty} KIB(t) = 0,
\]
(4.10.5)
\[
\int_0^\infty \| [H - L, K]IB(t) \| dt < \infty.
\]
(4.10.6)

Then the limit (4.10.4) exists.

**Proof.** We first note that
\[ s = \lim_{t \to \infty} e^{itH} I e^{-i t h_{\text{eff}}} B^+ = s \lim_{t \to \infty} e^{itH} IB(t) e^{-i t h_{\text{eff}}} = s \lim_{t \to \infty} e^{itH} (1 + K) IB(t) e^{-i t h_{\text{eff}}}. \] (4.10.7)

Now,
\[ \frac{d}{dt} e^{itH} (1 + K) IB(t) e^{-i t h_{\text{eff}}} = e^{itH} (H(1 + K) - (1 + K) H_{BO}) IB(t) e^{-i t h_{\text{eff}}} + e^{itH} (1 + K) I (D_{h_{\text{eff}}} B(t)) e^{-i t h_{\text{eff}}} =: R_1(t) + R_2(t). \]

But
\[ R_1(t) = e^{itH} [H - L, K] IB(t) e^{-i t h_{\text{eff}}} \in L^1(\text{d}t), \]
\[ R_2(t) \phi \in L^1(\text{d}t), \quad \phi \in \mathcal{D}, \]
by (4.10.6) and (4.10.2) respectively. Hence (4.10.7) exists. \( \square \)

### 4.10.2 The Born-Oppenheimer Approximation for Schrödinger Operators

Let us now be more specific about our Hamiltonians. Let \( \mathcal{G} \) be an auxiliary Hilbert space and \( X := \mathbb{R}^n \). Let \( \mathcal{H}_{\text{eff}} = L^2(X) \) and \( \mathcal{H} = L^2(X, \mathcal{G}) = L^2(X) \otimes \mathcal{G} \). Let \( X \ni x \mapsto G(x) \) be a family of self-adjoint operators with a fixed domain \( \mathcal{D} \subset \mathcal{G} \) that is \( C^\infty \) in the norm-resolvent sense. Let \( x \mapsto E(x) \in B(\mathcal{G}) \) be another family of self-adjoint operators. Let \( \phi(x) \) be a normalized eigenfunction of \( G(x) \) for the eigenvalue \( \lambda(x) \). Let \( P(x) \) denote the projection onto \( \phi(x) \). All the dependence on \( x \) is assumed to be \( C^\infty \). We set as operators on \( \mathcal{H} \)
\[ H := \frac{1}{\hbar} D_x^2 + \int_X (G(x) + E(x)) \text{d}x, \]
\[ P := \int_X P(x) \text{d}x, \]
\[ L := \int_X (G(x) - \lambda(x)) \text{d}x. \]

We also define an operator from \( \mathcal{H}_{\text{eff}} \) to \( \mathcal{H} \):
\[ I \psi = \int_X \psi(x) \phi(x) \text{d}x. \]
(Note that, in the above formula, \( X \ni x \mapsto \psi(x) \) is a \( L^2 \) function with values in \( \mathcal{G} \) and \( X \ni x \mapsto \phi(x) \) is a smooth function with values in unit vectors in \( \mathcal{G} \).

In this case, the effective Hamiltonian is equal to
\[ h_{\text{eff}} = \frac{1}{\hbar} D_x^2 + \frac{1}{2} (D_x a(x) + a(x) D_x) + e(x) + \lambda(x), \] (4.10.8)
where
\[ a(x) := -i(\nabla_x \phi(x)|\phi(x)), \]
\[ e(x) := (\phi(x)|E(x)\phi(x)) + \frac{1}{2}(\nabla_x \phi(x)|\nabla_x \phi(x)). \]

We need to know some properties of the evolution generated by \( h_{\text{eff}} \). Unfortunately, because of the first order term, this operator does not fall into the class
that we considered in this chapter. Nevertheless, we easily see that methods of this chapter after minor modifications apply to operators of this form.

The following lemma follows easily by the methods of this chapter.

**Lemma 4.10.3**

Suppose that

\[ h = \frac{1}{2}D_x^2 + \frac{1}{2}(D_xa(x) + a(x)D_x) + v(x), \]

where \( a(x) \in C^\infty(X, X), \) \( v(x) \in C^\infty(X, \mathbb{R}) \) are real valued functions such that

\[ \lim_{|x| \to \infty} a(x), \ x\nabla_x a(x), \ v(x), \ x\nabla_x v(x) = 0, \]

\[ |\partial_x^2 a(x)| \leq C a(x)^{-|\alpha|}, \]

\[ |\partial_x^2 v(x)| \leq C a(x)^{-|\alpha|}. \]

Then the Hamiltonian \( h \) has the following properties:

(i) \( \sigma_{\text{ess}}(h) = [0, \infty[ \) and, for any \( \lambda_1 \leq \lambda_2 \) such that \( 0 \notin [\lambda_1, \lambda_2], \)

\[ \dim \Pi_{\lambda_1, \lambda_2}(h) < \infty. \]

(ii) If \( \chi \in C_0^\infty(\mathbb{R}), \) \( \text{supp} \chi \cap (\sigma_{\text{pp}}(h) \cup \{0\}) = \emptyset, \) \( J \in C_0^\infty(X) \) and \( J = 1 \) on a neighborhood of \( \{x \mid \frac{1}{2}x^2 \in \text{supp} \chi\}, \) then for any \( N, \)

\[ \left(1 - J \left( \frac{x}{t} \right) \right) e^{-it\chi(h)} \langle x \rangle^{-N} \in O(t^{-N}). \]

Now let us formulate a criterion for the existence of the effective wave operator for Schrödinger operators.

**Proposition 4.10.4**

Suppose that the function \( g \in C^\infty(X, \mathbb{R}) \) satisfies

\[ |\partial_x^\alpha g(x)| \leq C_a(x)^{-|\alpha|} g(x), \]

\[ \lim_{|x| \to \infty} \frac{g(x)}{|x|} = 0, \]

\[ \int_1^\infty \sup_{|x| > R} g^2(x) \frac{dx}{R^2} < \infty. \]  \hspace{1cm} (4.10.9)

Moreover, suppose that

\[ ||\partial_x^\alpha P(x)|| \leq C_a(x)^{-|\alpha|}, \]

\[ ||[\partial_x^\alpha P(x), \partial_x^\beta E(x)]|| \leq C_a(x)^{-|\alpha| - |\beta|}, \]

\[ ||\partial_x^\alpha (1 - P(x)) L^{-1}(x)|| \leq C g^2(x)(x)^{-|\alpha|}, \]

\[ ||E(x), (1 - P(x)) L^{-1}(x)|| \leq C g^2(x)(x)^{-1}. \]  \hspace{1cm} (4.10.10)
Then there exists the limit
\[ \lim_{t \to \infty} e^{itH} I e^{-it\h \chi}(h_{\text{eff}}). \] (4.10.11)

**Proof.** Let \( \chi \in C_0^{\infty}(R) \), \( \text{supp} \chi \cap (\sigma_{\text{pp}}(h_{\text{eff}}) \cup \{0\}) = \emptyset \). By density and Lemma 4.10.3 \((i)\), it is enough to show the existence of
\[ \lim_{t \to \infty} e^{itH} I e^{-it\h \chi}(h_{\text{eff}}). \]

Let \( J \in C_0^{\infty}(X) \) and \( J = 1 \) on a neighborhood of \( \{x \mid \frac{1}{2}x^2 \in \text{supp} \chi\} \). Then, by Lemma 4.10.3 \((ii)\),
\[ \left( D_{\text{eff}} J \left( \frac{x}{t} \right) \chi(h_{\text{eff}}) \right) e^{-\h \chi}(x)^{-N} \leq O(t^{-N}). \]
Therefore, it follows easily by the methods of this chapter that
\[ \text{s-lim}_{t \to \infty} e^{it\h \chi} J \left( \frac{x}{t} \right) \chi(h_{\text{eff}}) e^{-\h \chi} = \chi(h_{\text{eff}}). \]

We will take
\[ B(t) := J \left( \frac{x}{t} \right) \chi(h_{\text{eff}}) \]
and we will apply Proposition 4.10.2.

Note also that in our case
\[ H - L = \frac{1}{2}D_x^2 + E(x), \]
\[ K = L^{-1}(1-P)\left[ \frac{1}{2}D_x^2 + E(x), P \right] P. \]
Therefore, we need to show that
\[ KIJ(\frac{x}{t}) \chi(h_{\text{eff}}) \in o(t^0), \] (4.10.12)
\[ \left[ \frac{1}{2}D_x^2 + E(x), K \right] IJ(\frac{x}{t}) \chi(h_{\text{eff}}) \in L^1(dt). \] (4.10.13)
But
\[ IJ \left( \frac{x}{t} \right) \chi(h_{\text{eff}}) = J \left( \frac{x}{t} \right) \chi(H_{\text{BO}}) PI. \]
Therefore, we can replace \( IJ(\frac{x}{t}) \chi(h_{\text{eff}}) \) in (4.10.12) by \( J \left( \frac{x}{t} \right) \langle D_x \rangle^{-N} P \). In estimating (4.10.12), we move \( D_x \) to the right until it hits \( J \left( \frac{x}{t} \right) \langle D_x \rangle^{-N} P \). In this way, the first expression of (4.10.12) can be estimated by
\[ \sup_{|x| > c} \| L^{-1}(x)(1-P(x)) \| (\|P'(x)\| + \|P''\| + \|E(x), P(x)\|). \]
This is less than \( C \sup_{|x| > c} g^2(x) \langle x \rangle^{-1} \) and thus it converges to zero.
The estimation of (4.10.13) is based on the same principle, except that it involves a much larger number of terms. In order to handle this, denote by ad either \( \nabla_x \) or \( \text{ad}_{E(x)} \). Then
\[
\left[ \frac{1}{2} D^2_x + E(x), L^{-1}(x)(1 - P(x)) \left[ \frac{1}{2} D^2_x + E(x), P(x) \right] P(x) \right]
\]
is a sum of terms
\[
\text{ad}^\alpha \left( L^{-1}(x)(1 - P(x)) \right) \text{ad}^\beta P(x) \text{ad}^{\beta_2} P(x) D^2_x,
\]
where \( |\alpha| + |\beta_1| + |\beta_2| \geq 2 \). This (modulo \( D^N_x \), which is controllable by \( \langle D_x \rangle^{-N} \)) can be estimated by \( g^2(x) \langle x \rangle^{-2} \). This shows that (4.10.13) and (4.10.12) hold, and completes the proof of the proposition. \( \square \)

Remark. The propagation estimate of Lemma 4.10.3 (ii) is an example of a strong propagation estimate. A similar estimate will be shown later in Sect. 4.13. Of course, in order to show Proposition 4.10.4, it is enough to use Lemma 4.10.3 (ii) just for \( N > 1 \).

We think that it is not very elegant to use strong propagation estimates to show existence of wave operators, as we did that above. In fact, in the counterexample that we will give in the following subsection, it would be possible to avoid strong propagation estimates and to use just weak propagation estimates. This, in fact, would be more in the spirit of our general approach. However, referring to strong propagation estimates makes it possible to avoid giving conditions on the dynamics \( e^{-itH} \) in Proposition 4.10.4.

### 4.10.3 Counterexample to Asymptotic Completeness

We will now use Proposition 4.10.4 to construct examples of potentials for which the asymptotic completeness of wave operators is violated.

We will assume that \( \mathcal{G} = L^2(Y) \), where \( Y = \mathbb{R}^m \) and \( \mu > 0 \). We take \( W \in S(\langle y \rangle^{-\mu}, \langle y \rangle^{-2}dy^2) \). We set
\[
g(x) = \langle x \rangle^{\frac{\mu}{2}} (\log \langle x \rangle)^{-\epsilon}
\]
for \( \epsilon > 1/2 \). Let \( q \in C_0^\infty(\mathbb{R}) \) be a cutoff function equal to 1 in a neighborhood of 0. Our basic Hamiltonian will be
\[
H = \frac{1}{2} D^2_x + \frac{1}{2} D^2_y + V(x, y) \quad \text{on} \quad L^2(X \times Y),
\]
where \( V(x, y) := g^{-2}(x) q(\frac{\|x\|}{g(x)}) W\left( \frac{y}{g(x)} \right) \).

We also introduce the auxiliary Hamiltonian
\[
G(x) = \frac{1}{2} D^2_y + g^{-2}(x) W\left( \frac{y}{g(x)} \right).
\]
Note that if
\[ G_0 = \frac{1}{2} D_y^2 + W(y), \]
\[ A = \frac{1}{2} (\langle y, D_y \rangle + \langle D_y, y \rangle), \]
then
\[ G(x) := g^{-2}(x) g^{-iA}(x) G_0 g^{iA}(x). \]

We choose an isolated eigenvalue \( \lambda_0 \) of the operator \( G_0 \). Let \( \phi_0 \) be a corresponding normalized eigenvector and \( P_0 \) the projection onto \( \phi_0 \). Let \( L_0 := G_0 - \lambda_0 \). We have
\[ G(x) = g^{-2}(x) g^{-iA}(x) G_0 g^{iA}(x), \]
\[ \phi(x) = g^{-iA}(x) \phi_0, \]
\[ P_0(x) = g^{-iA}(x) P_0 g^{iA}(x), \]
\[ \lambda(x) = g^{-2}(x) \lambda_0, \]
\[ E(x, y) = g^{-2}(x) \left( 1 - q(\frac{|y|}{g(x)}) \right) W(\frac{y}{g(x)}), \]
\[ L(x) = g^{-2}(x) g^{-iA}(x) L_0 g^{iA}(x). \]

We now have
\[ a(x) = \nabla_x g(x) g^{-1}(x) (\phi_0 | A \phi_0), \]
\[ e(x) = \int E(x, y) \left| \phi_0 \left( \frac{y}{g(x)} \right) \right|^2 \frac{dx}{g^2(x)} + \frac{1}{2} \left| \nabla_x g(x) \right|^2 ||A \phi_0||^2. \]

Recall that the effective Hamiltonian \( h_{\text{eff}} \) was defined in (4.10.8).

Let us state a theorem that describes the properties of the Hamiltonian \( H \).

**Theorem 4.10.5**

(i) The asymptotic velocity \( P^+ \) for \( H \) exists and
\[ \mathbb{1}^P(H) = \mathbb{1}_{(0) \times (0)}(P^+). \]

(ii) There exists the short-range wave operator
\[ \Omega^+_{\text{sr}} := \lim_{t \to \infty} e^{itH} e^{-itH_0}; \]
it satisfies \( P^+ \Omega^+_{\text{sr}} = \Omega^+_{\text{sr}} D \) and
\[ \text{Ran} \Omega^+_{\text{sr}} = \text{Ran} \mathbb{1}_{X \times (Y \setminus (0))}(P^+). \]

(iii) There exists the Born-Oppenheimer effective wave operator
\[ e^{iH} I e^{-iH_{\text{eff}}} \mathbb{1}^+(h_{\text{eff}}) =: \Omega^+_{\text{eff}}. \]  

Moreover,
\[ \text{Ran} \Omega^+_{\text{eff}} \subset \text{Ran} \mathbb{1}_{X \times (0)}(P^+). \]
Before we show Theorem 4.10.5 let us give the estimates satisfied by the potential \( V(x, y) \).

**Lemma 4.10.6**

(i) \( V(x, y) \) satisfies the estimates

\[
|\partial^\gamma_x \partial^\delta_y V(x, y)| \leq C_{\gamma, \delta}(\langle x \rangle + \langle y \rangle)^{-1 - \frac{|\gamma| + |\delta|}{2}} (\log(\langle x \rangle + \langle y \rangle))^{2 + |\gamma| + |\delta|} \epsilon.
\]

(ii) For any \( C_0 > 0 \), on \( \{(x, y) \mid |x| < C_0 |y|\} \), the potential \( V(x, y) \) satisfies the estimates

\[
|V(x, y)| \leq C(\langle x \rangle + \langle y \rangle)^{-1 - 4} (\log(\langle x \rangle + \langle y \rangle))^{2 - \mu} \epsilon.
\]

(iii) \[
|\partial^\beta_y E(x, y)| \leq C_\beta g^{-2}(x) \langle x \rangle^{-|\beta|}, \; |\beta| \geq 0.
\]

**Proof.** Let us show (i). It is enough to consider

\[
V_1(x, y) := g^{-2}(x) W\left(\frac{y}{g(x)}\right).
\]

The derivative \( \partial^\gamma_x \partial^\delta_y V_1(x, y) \) is a linear combination of terms

\[
(\partial^\gamma_x g^{-1}(x)) \cdot \cdots (\partial^\gamma_x g^{-1}(x)) y^k \partial^\delta \nabla^k W\left(\frac{y}{g(x)}\right)
\]

where \( \gamma = \gamma_1 + \cdots + \gamma_n \) and \( n = k + |\delta| + 2 \). This can be estimated by

\[
\langle x \rangle^{-|\gamma|} g^{-k-|\delta|-2}(x) |y|^k \left| \partial^\delta \nabla^k W\left(\frac{y}{g(x)}\right)\right|.
\]

Using

\[
\left| |y|^{k+|\delta|} g^{-k-|\delta|}(x) \partial^\delta \nabla^k W\left(\frac{y}{g(x)}\right)\right| \leq C,
\]

we obtain that, on \( \{g(x) \leq C_0 |y|\} \), (4.10.15) is less than

\[
C \langle x \rangle^{-|\gamma|} g^{-|\delta|-2}(x) = C \langle x \rangle^{-|\gamma| - |\delta|/2 - 1} (\log \langle x \rangle)^{|\delta|/2 + \epsilon}.
\]

Using

\[
\left| \partial^\delta \nabla^k W\left(\frac{y}{g(x)}\right)\right| \leq C,
\]

we obtain that, on \( \{g(x) \geq C_0 |y|\} \), (4.10.15) is also less than (4.10.16). This ends the proof of (i).

To show (ii), we note that on \( \{(x, y) \mid |x| < C_0 |y|\} \) one has
\[ |V(x, y)| \leq C g^{-2}(x) \left| \frac{y}{g(x)} \right|^{-\mu} \]
\[ \leq C g^{-2+\mu}(x) \langle x \rangle^{-\mu} = C \langle x \rangle^{-1-\mu/2} (\log \langle x \rangle)^{\mu(2-\mu)}. \]

Finally (iii) is easy and left to the reader. \( \square \)

**Proof of Theorem 4.10.5.** \( V(x, y) \) satisfies the assumptions of Theorem 4.4.1. Hence (i) is true.

By Lemma 4.10.6 (ii), \( V(x, y) \) satisfies the short-range condition outside any conical neighborhood of \( X \times \{0\} \); hence (ii) follows by an obvious modification of Theorem 4.6.1.

Let us show (iii). We will show that the hypotheses of Proposition 4.10.4 are satisfied.

First note that the function \( g(x) \) satisfies the conditions of Proposition 4.10.4, in particular,
\[
|\partial_\alpha g(x)| \leq C \alpha g(x) \langle x \rangle^{-|\alpha|}. \tag{4.10.17}
\]

Next note that our operator \( G_0 \) is “dilation smooth”, that is,
\[
||\text{ad}_A^\alpha (G_0 - z)^{-1}|| < \infty, \quad z \notin \sigma(G_0).
\]

Hence
\[
||\text{ad}_A^\alpha P_0|| < \infty, \quad ||\text{ad}_A^\alpha (1 - P_0) G_0^{-1}|| < \infty.
\]

Therefore, if we take into account (4.10.17), then we get
\[
||\partial_\alpha P(x)|| \leq C \alpha \langle x \rangle^{-|\alpha|},
\]
\[
||\partial_\alpha (1 - P(x)) L^{-1}(x)|| \leq C g^2(x) \langle x \rangle^{-|\alpha|}.
\]

If we take into account the exponential decay of \( \phi_0 \) (cf Thm. 4.3.4), then we see that
\[
||\partial_\alpha P(x) \partial_\alpha E(x)|| \leq C_N \langle x \rangle^{-N}, \quad N > 0.
\]

Finally, let us write
\[
[E(x), (1 - P(x)) L^{-1}(x)]
\]
\[= -[E(x), P(x)](1 - P(x)) L^{-1}(x) + hc \]
\[+ (1 - P(x)) L^{-1}(x) [\frac{1}{2} D_y^2, E(x)] L^{-1}(x)(1 - P(x)). \]

The first term of the right-hand side is \( O(\langle x \rangle^{-\infty}) \). To deal with the second term, we use
\[
|\nabla_y E(x, y)| \leq C g^{-2}(x) \langle x \rangle^{-1},
\]
\[
||(L(x) + i)^{-1} D_y|| \leq C,
\]
\[
||(1 - P(x)) L^{-1}(x)(L(x) + i)|| \leq C g^2(x),
\]
\[
||(1 - P(x)) L^{-1}(x)|| \leq C g^2(x).
\]
Thus we see that
\[
\| [E(x), (1 - P(x))L^{-1}(x)] \| \leq C g^2(x)\langle x \rangle^{-1}.
\]
Therefore, the assumptions of Proposition 4.10.4 are satisfied. Hence the limit (4.10.14) exists.

We also see, using the exponential decay of \( \phi_0 \), that, for any \( C_0 > 0 \),
\[
s - \lim_{t \to \infty} \mathbb{I}_{[c_0, \infty]}(x) I e^{-\tilde{h}_{\text{eff}}} = 0.
\]
This shows that \( \operatorname{Ran} \Omega_{\text{eff}}^+ \subset \operatorname{Ran} \mathbb{I}_{X \setminus \{0\}}(P^+) \).

\[ \square \]

### 4.11 Strong Large Velocity Estimates

In our proof of the existence of the asymptotic velocity and of the existence and completeness of wave operators, the main tool that we used were the so-called weak propagation estimates. In the remaining part of this chapter, a major role will be played by strong propagation estimates.

In spite of their name, strong propagation estimates do not imply the corresponding weak propagation estimates. They say that certain observables decay quite rapidly, but only on vectors in a certain dense subset of the Hilbert space.

The first strong propagation estimates that we prove are the strong large velocity estimates. Their intuitive content is similar to that of the weak large velocity estimates of Sect. 4.2. Note that strong large velocity estimates hold under rather weak assumptions: it is enough if the potential is form bounded. They were discovered by Sigal and Soffer [SS3].

**Proposition 4.11.1**

Assume (4.1.3). Suppose that \( \chi \in C_0^\infty(\mathbb{R}) \), and \( \text{supp} \chi \subset [-\infty, \frac{1}{2} \theta_0^2] \). Then, for any \( s \geq 1 \),
\[
\int_1^\infty \left\| \left| x - t \theta_0 \right|^{(s-1)/2} \chi(H) \phi_t \right\|^2 dt \leq C \| \langle x \rangle^{s/2} \phi \|^2,
\]
and, for any \( s \geq 0 \),
\[
\left\| \left| x - t \theta_0 \right|^{s/2} \chi(H) \phi_t \right\|^2 \leq C \| \langle x \rangle^{s/2} \phi \|^2.
\]

**Proof of Proposition 4.11.1.** It is enough to prove the proposition for \( s = n \in \mathbb{N} \), and then to use interpolation. The proof uses induction with respect to \( n \). We assume that our proposition is proven with \( n \) replaced with \( n - 1 \) (unless \( n = 1 \) when we do not assume anything at all). Let us fix some constants \( \theta_1 > \theta_2 \cdots > \theta_i \) with \( \theta_0 > \theta_1 \) and \( \text{supp} \chi \subset [-\infty, \frac{1}{2} \theta_1^2] \). Using Lemma A.4.1, we can construct a function \( J \in C^\infty(\mathbb{R}) \) such that \( J \geq 0 \),
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\[
J(s) = \begin{cases} 
0, & s \leq \theta_2, \\
1, & s \geq \theta_1, 
\end{cases}
\]

and \( \sqrt{J} \in C^\infty(\mathbb{R}) \), \( \sqrt{J} \in C^\infty_0(\mathbb{R}) \). We set

\[ F(s) := J(s)|s - \theta_3|^n. \]

Note that

\[
F(s) = \begin{cases} 
0, & s \leq \theta_2, \\
|s - \theta_3|^n, & s \geq \theta_1,
\end{cases}
\tag{4.11.3}
\]

and

\[-nF(s) + F'(s)(s - \theta_3) = J'(s)|s - \theta_3|^{n+1} \geq 0.\]

We also have

\[ F'(s) = J'(s)|s - \theta_3|^n + n|s - \theta_3|^{n-1}J(s) =: f_1^2(s) + f_2^2(s) \]

for \( f_1 \in C^\infty_0(\mathbb{R}) \), \( f_2 \in C^\infty(\mathbb{R}) \). Note that

\[
f_2(s) = \begin{cases} 
0, & s \leq \theta_2, \\
|n^{1/2}|s - \theta_3|^{(n-1)/2}, & s \geq \theta_1.
\end{cases}
\tag{4.11.4}
\]

Let us note that the only reason for splitting \( F' \) into \( f_1^2 \) and \( f_2^2 \) is the need to guarantee the smoothness of \( f_1, f_2 \), which in the case of such a splitting follows immediately from Lemma A.4.1. With a little more care we could avoid it.

We consider the following (unbounded) propagation observable

\[ \Phi(t) = \chi(H)F \left( \frac{|x|}{t} \right) \chi(H)t^n. \]

We compute:

\[
-\mathbf{D}\Phi(t) = \chi(H) \left( -nF \left( \frac{|x|}{t} \right) + F' \left( \frac{|x|}{t} \right) \frac{|x|}{t} \right) \chi(H)t^{n-1}
\]

\[
-\chi(H) \left( D_{|x|}F' \left( \frac{|x|}{t} \right) + \text{hc} \right) \chi(H)t^{n-1}
\]

\[
g \geq \theta_3\chi(H)F' \left( \frac{|x|}{t} \right) \chi(H)t^{n-1}
\]

\[
-\sum_{i=1}^2 \chi(H) \left( D_{|x|}f_i^2 \left( \frac{|x|}{t} \right) + \text{hc} \right) \chi(H)t^{n-1}.
\]

(4.11.5)

Let us now choose two cutoff functions \( \tilde{\chi} \in C^\infty_0(\mathbb{R}) \) and \( \tilde{f} \in C^\infty(\mathbb{R}) \) such that \( \tilde{\chi} = 1 \) on a neighborhood of \( \text{supp}_x\chi \), \( \text{supp}_x \tilde{\chi} \subset \mathbb{R} \), \( \frac{1}{2}\theta_3 \) and \( \tilde{f} = 1 \) on a neighborhood of \( \text{supp}_x f_i \), \( \text{supp}_x \tilde{f} \subset [\theta_3, \infty[. \) We have

\[
-\chi(H) \left( D_{|x|}f_i^2 \left( \frac{|x|}{t} \right) + \text{hc} \right) \chi(H)t^{n-1}
\]

\[
= -\chi(H)f_i \left( \frac{|x|}{t} \right) \left( D_{|x|}\tilde{f} \left( \frac{|x|}{t} \right) + \text{hc} \right) f_i \left( \frac{|x|}{t} \right) \chi(H)t^{n-1}.
\]

(4.11.6)
Applying the commutator expansion lemma C.3.1 for \( A = x, B = \tilde{\chi}(H) \), we obtain
\[
\chi(H)f_i\left(\frac{\vec{r}}{t}\right) = \sum_{|\alpha|<N} t^{-|\alpha|} \chi(H) \partial^{\alpha} f_i\left(\frac{\vec{r}}{t}\right) \tilde{\chi}(H) + O(t^{-N}).
\]
Therefore, (4.11.6) equals
\[
-\chi(H)f_i\left(\frac{\vec{r}}{t}\right) \tilde{\chi}(H) \left(D_{\frac{\vec{r}}{t}} + \text{hc}\right) \chi(H)f_i\left(\frac{\vec{r}}{t}\right) + \sum_{1 \leq |\alpha_1|+|\alpha_2|<N} \chi(H) \partial^{\alpha_1} f_i\left(\frac{\vec{r}}{t}\right) B_{\alpha_1,\alpha_2}(t) \partial^{\alpha_2} f_i\left(\frac{\vec{r}}{t}\right) \chi(H) t^{n-1-|\alpha_1|-|\alpha_2|} + O(t^{n-1-N}),
\]
where \( B_{\alpha_1,\alpha_2}(t) \) are uniformly bounded. Using then Lemma 4.2.2 to deal with the first term of (4.11.7) and the inequality
\[
B_1^* B_2 + B_2^* B_1 \geq -\delta B_1^* B_1 - \delta^{-1} B_2^* B_2
\]
to deal with terms with \( |\alpha_1| = 0 \) or \( |\alpha_2| = 0 \), we see that, for any \( \delta > 0 \), (4.11.7) is greater than or equal to
\[
(-\delta t + o(t^0) - C\delta) \chi(H)f_i\left(\frac{\vec{r}}{t}\right) \chi(H) - C(1 + \delta^{-1}) ||x| - \theta_3 t|^{n-2} t^{n-2} + O(t^{-2}).
\]
Collecting (4.11.5) and (4.11.8), we obtain, for \( t \geq t_0 \),
\[
-D\Phi(t) \geq C_0 \chi(H)f_i\left(\frac{\vec{r}}{t}\right) \chi(H) t^{n-1} - C t^{n-2} \chi(H) ||x| - \theta_3 t|^{n-2} \chi(H) t^{n-2} + O(t^{-2}),
\]
where \( C_0 := \theta_3 - \theta_t > 0 \). Integrating (4.11.9) from \( t_0 \) to \( t_1 \), we obtain
\[
(\phi_{t_0}, \Phi(t_0) \phi_{t_0}) \geq (\phi_{t_1}, \Phi(t_1) \phi_{t_1}) + C_0 \int_{t_0}^{t_1} \left\| f_2\left(\frac{\vec{r}}{t}\right) \chi(H) \phi_t \right\|^2 t^{n-1} dt - C \int_{t_0}^{t_1} \left\| |x| - \theta_3 t|^{\frac{n-2}{2}} \chi(H) \phi_t \right\|^2 t^{n-2} dt - C ||\phi||^2.
\]
We know, by the induction assumption, that
\[
\int_{t_0}^{t_1} \left\| |x| - \theta_3 t|^{\frac{n-2}{2}} \chi(H) \phi_t \right\|^2 t^{n-2} dt \leq C \left\| \langle x \rangle^{\frac{n-1}{2}} \phi \right\|^2.
\]
Moreover,
\[
(\phi_{t_0}, \Phi(t_0) \phi_{t_0}) \leq C \left\| \langle x \rangle^{\frac{n}{2}} \phi \right\|^2,
\]
which, using (4.11.3), (4.11.4), completes the proof of the proposition. □
4.12 Strong Propagation Estimates for the Generator of Dilations

Our next goal is the proof of strong minimal velocity estimates. They are much more difficult to show than strong maximal velocity estimates and require stronger assumptions on the potentials.

As a first step towards their proof, we will show a family of strong propagation estimates about the generator of dilations $A$ due to Sigal-Soffer [SS3].

Note that various estimates for the generator of dilations are interesting and useful for their own sake. They are closely related to microlocal propagation estimates of Sect. 4.16.

**Theorem 4.12.1**

Suppose that the hypotheses of Theorem 4.3.1 hold and

$$
||\text{ad}_a^n(H + i)^{-1}|| < \infty, \ n \in \mathbb{N}.
$$

(4.12.1)

Suppose that $\lambda_0 > 0$, $\chi \in C_0^\infty(\mathbb{R})$, and $\text{supp}\chi \subset [\frac{1}{2}\lambda_0, \infty[ \setminus \sigma_p(H)$. Then, for any $s \geq 1$,

$$
\int_1^\infty ||A - t\lambda_0|^{(s-1)/2}\chi(H)\phi_t||^2 \, dt \leq C||\langle A \rangle_s^{s/2}\phi||^2,
$$

(4.12.2)

and, for any $s \geq 0$,

$$
||A - t\lambda_0|^{s/2}\chi(H)\phi_t||^2 \leq C||\langle A \rangle_s^{s/2}\phi||^2.
$$

(4.12.3)

**Proof.** It is sufficient to show the proposition for $s = n \in \mathbb{N}$ and then to use interpolation. We will use induction on $n$. We assume that (4.12.2) and (4.12.3) hold for all $m < n$, unless $n = 1$ where we do not assume anything. Let us choose constants $\lambda_0 < \lambda_1 \leq \lambda_2 \cdots \leq \lambda_5$. We assume that $\tilde{\chi} \in C_0^\infty(\mathbb{R})$, $\tilde{\chi} = 1$ on a neighborhood of $\lambda_5$ and

$$
\tilde{\chi}(H)i[H,A]\tilde{\chi}(H) \geq \lambda_1 \tilde{\chi}(H).
$$

(4.12.4)

Using Lemma A.4.1, we can construct a function $J \in C^\infty(\mathbb{R})$ such that $J' \leq 0$ and

$$
J(s) = \begin{cases} 
1, \ s \leq \lambda_1, \\
0, \ s \geq \lambda_2,
\end{cases}
$$

and $\sqrt{J} \in C^\infty(\mathbb{R})$, $\sqrt{-J'} \in C_0^\infty(\mathbb{R})$. We set

$$
F(s) := J(s)|s - \lambda_3|^n.
$$

Note that $F \in S(\langle x \rangle^n, \langle x \rangle^{-2} \, dx^2)$,
\[ F(s) = \begin{cases} 
|s - \lambda_3|^n, & s \leq \lambda_1, \\
0, & s \geq \lambda_2,
\end{cases} \tag{4.12.5} \]

and

\[ n F(s) - F'(s)(s - \lambda_3) = J'(s)|s - \lambda_3|^{n+1} \leq 0. \]

We also have

\[ F''(s) = J''(s)|s - \lambda_3|^n - n|s - \lambda_3|^{n-1} J(s) =: -f_1^2(s) - f_2^2(s) \]

for \( f_1 \in C_0^\infty(\mathbb{R}), f_2 \in S(\langle x \rangle^{(n-1)/2}, \langle x \rangle^{-2} dx^2) \). Note that

\[ f_2(s) = \begin{cases} 
n^{1/2}|s - \lambda_3|^{(n-1)/2}, & s \leq \lambda_1, \\
0, & s \geq \lambda_2, \tag{4.12.6} \end{cases} \]

We consider the following positive unbounded propagation observable

\[ \Phi(t) = \chi(H) F\left(\frac{A}{t}\right) \chi(H)t^n, \]

and compute

\[ -D\Phi(t) = \chi(H) \left( F''\left(\frac{A}{t}\right) \frac{A}{t} - n F\left(\frac{A}{t}\right) \right) \chi(H)t^{n-1} \]

\[ -\chi(H) \left[ H, i F\left(\frac{A}{t}\right) \right] \chi(H)t^n \]

\[ \geq \lambda_3 \chi(H) F''\left(\frac{A}{t}\right) \chi(H)t^{n-1} - \chi(H)i \left[ H, F\left(\frac{A}{t}\right) \right] \chi(H)t^n. \tag{4.12.7} \]

Let us now estimate the second term in the last line of (4.12.7).

From (4.12.1) and the commutator expansion lemma C.3.1, if \( N \) is large enough and \( m \in \mathbb{R} \) such that \( H + m > 0 \), we obtain

\[ [(H + m)^{-1}, iF\left(\frac{4}{t}\right)] = \sum_{i=1}^N \frac{1}{4i} F^{(j)}\left(\frac{4}{t}\right) \text{ad}_{\lambda_3}^{-1}(H + m)^{-1} + O(t^{-N-1}). \]

We write \( F^{(1)} = -f_1^2 - f_2^2 \); we also split \( F^{(k)} = f_{k,1}f_{k,2} \) with \( f_{k,1}, f_{k,2} \in S(\langle x \rangle^{(n-k)/2}, \langle x \rangle^{-2} dx^2) \). After applying the commutator expansion lemma several times we arrive at the following expression:

\[ [(H + m)^{-1}, iF\left(\frac{4}{t}\right)] = -\sum_{i=1}^2 \frac{1}{4} f_i\left(\frac{4}{t}\right)(H + m)^{-1} [H, iA](H + m)^{-1} f_i\left(\frac{4}{t}\right) \]

\[ + \frac{1}{4} \left[ \frac{A}{t} - \lambda_3 \right]^{(n-2)/2} B(t) \left[ \frac{A}{t} - \lambda_3 \right]^{(n-2)/2} + O(t^{-N-1}), \tag{4.12.8} \]

where \( B(t) \) is uniformly bounded.

We observe now that, using hypothesis (4.12.1) and formula C.2.2, we have
\[ \| \text{ad}_A^n \chi(H) \| < \infty, \quad n \in \mathbb{N}, \quad \chi \in C_0^\infty(\mathbb{R}). \]  \hfill (4.12.9)

Using (4.12.9) and Lemma C.3.1, we obtain
\[ \chi(H)(H + m)f_i(\frac{\lambda}{t}) \chi(H) \]
\[ = \chi(H)f_i(\frac{\lambda}{t}) \chi(H) \]
\[ + \sum_{j=1}^N t^{-j} f_i^{[j]}(\frac{\lambda}{t}) B_j(t) + O(t^{-N-1}), \]  \hfill (4.12.10)

where \( B_j(t) \) are uniformly bounded. Using (4.12.10) and (4.12.8), we obtain, for some uniformly bounded \( \tilde{B}(t) \),
\[ - \chi(H)[H, iF(\frac{\lambda}{t})] \chi(H) \]
\[ = -\chi(H)(H + m)[(H + m)^{-1}, iF(\frac{\lambda}{t})](H + m) \chi(H) \]
\[ = \sum_{i=1}^n \frac{1}{t} \chi(H)f_i(\frac{\lambda}{t}) \chi(H)[H, iA] \chi(H)f_i(\frac{\lambda}{t}) \chi(H) \]
\[ + \frac{1}{t^n} \chi(H)(H + m) \frac{\lambda}{t} - \lambda_3 \left[ (\frac{n-2}{2}) B(t) \right] \frac{\lambda}{t} - \lambda_3 \left[ (\frac{n-2}{2}) (H + m) \right] \chi(H) + O(t^{-N-1}) \]
\[ \geq \lambda_4 \sum_{i=1}^n \frac{1}{t} \chi(H)f_i(\frac{\lambda}{t}) \chi(H) \]
\[ - C \frac{1}{t^n} \chi(H)(H + m) \frac{\lambda}{t} - \lambda_3 \left[ (\frac{n-2}{2}) (H + m) \right] \chi(H) + O(t^{-N-1}) \]
\[ \geq \lambda_4 \sum_{i=1}^n \frac{1}{t} \chi(H)f_i(\frac{\lambda}{t}) \chi(H) \]
\[ - C \frac{1}{t^n} \chi(H)(H + m) \frac{\lambda}{t} - \lambda_3 \left[ (\frac{n-2}{2}) (H + m) \right] \chi(H) + O(t^{-N-1}). \]

Plugging this into (4.12.7), we finally get
\[ -D \Phi(t) \geq t^{n-1} C_0 \chi(H) f_2(\frac{\lambda}{t}) \chi(H) \]
\[ - C \chi(H)(H + m) [A - \lambda_3 t]^{\frac{n-2}{2}} (H + m) \chi(H) \]
\[ + O(t^{n-1}), \]  \hfill (4.12.11)

where \( C_0 := \lambda_4 - \lambda_3 \). Integrating from \( t_0 \) to \( t_1 \), we deduce from (4.12.11) and (4.12.6) that
\[ (\phi_{t_0} | \Phi(t_0) \phi_{t_0}) \geq (\phi_{t_1} | \Phi(t_1) \phi_{t_1}) + \int_{t_0}^{t_1} t^{n-1} \| f_2(\frac{\lambda}{t}) \chi(H) \phi_{t}\|^2 dt \]
\[ - C \int_{t_0}^{t_1} \| [A - \lambda_3 t]^{\frac{n-2}{2}} (H + m) \chi(H) \phi_{t}\|^2 dt - C \| \phi \|^2. \]

Now we note that, by the induction assumption,
\[ \int_{t_0}^{t_1} \| [A - \lambda_3 t]^{\frac{n-2}{2}} (H + m) \chi(H) \phi_{t}\|^2 dt \leq C \| \langle A \rangle^{\frac{n-1}{2}} \phi \|^2. \]

By an application of the commutator expansion lemma, we have
\[ |(\phi_{t_0} | \Phi(t_0) \phi_{t_0})| \leq C \| \langle A \rangle^{\frac{n}{2}} \phi \|^2. \]

Therefore,
\[ (\phi_{t_1} | \Phi(t_1) \phi_{t_1}) + \int_{t_0}^{t_1} t^{n-1} \| f_2(\frac{\lambda}{t}) \chi(H) \phi_{t}\|^2 dt \leq C \| \langle A \rangle^{\frac{n}{2}} \phi \|^2. \]

Therefore, (4.12.2) and (4.12.3) are true for \( n \), which completes the proof of the induction step. \( \square \)
4.13 Strong Low Velocity Estimates

In this section, following [SS3], we will show how the strong propagation estimates for the generator of dilations imply strong low velocity estimates.

**Theorem 4.13.1**

Suppose that the hypotheses of Theorem 4.12.1 hold. Suppose that $\lambda_0 > 0$, $\chi \in C_0^{\infty}(\mathbb{R})$, and supp$\chi \subset \left[ \frac{1}{2} \lambda_0, \infty \right]$. Then, for any $s \geq 1$,

$$
\int_1^\infty \left\| \mathbb{1}_{[0, \lambda_0]} \left( \frac{x^2}{t^2} \right) \chi(H)e^{-itH} \phi \right\|^2 t^{s-1} dt \leq C \| \langle A \rangle_{-\frac{s}{2}} \phi \|^2,
$$

(4.13.1)

and, for any $s \geq 0$,

$$
\left\| \mathbb{1}_{[0, \lambda_0]} \left( \frac{x^2}{t^2} \right) \chi(H)e^{-itH} \phi \right\|^2 \leq Ct^{-s} \| \langle A \rangle_{-\frac{s}{2}} \phi \|^2,
$$

(4.13.2)

**Proof.** We will use the constants $\lambda_1, \ldots, \lambda_5$ and the functions $h$, $F$ and $f_i$ introduced in the proof of Proposition 4.12.1.

Consider the observable

$$
\Phi(t) = \chi(H) F \left( \frac{x^2}{t^2} \right) \chi(H) t^n.
$$

Then

$$
-\mathbf{D} \Phi(t) = 2 \chi(H) \left( F' \left( \frac{x^2}{t^2} \right) \frac{x^2}{t^2} - \frac{x}{t} F \left( \frac{x^2}{t^2} \right) \right) \chi(H) t^{n-1}
$$

$$
+ 2 \sum_{i=1}^2 \chi(H) f_i \left( \frac{x^2}{t^2} \right) \frac{1}{t} f_i \left( \frac{x^2}{t^2} \right) \chi(H) t^{n-1}
$$

$$
\geq 2 \sum_{i=1}^2 \chi(H) f_i \left( \frac{x^2}{t^2} \right) \left( \frac{4}{t} - \lambda_3 \right) f_i \left( \frac{x^2}{t^2} \right) \chi(H) t^{n-1}.
$$

(4.13.3)

Choose a function $g \in C_0^{\infty}(\mathbb{R})$ such that $1 \geq g \geq 0$ and

$$
g(s) = \begin{cases} 
1, & s \leq \lambda_4, \\
0, & s \geq \lambda_5.
\end{cases}
$$

Then the right-hand side of (4.13.3) is greater than

$$
2 \sum_{i=1}^2 C_0 \chi(H) f_i^2 \left( \frac{x^2}{t^2} \right) \chi(H) t^{n-1}
$$

$$
+ 2 \sum_{i=1}^2 \chi(H) f_i \left( \frac{x^2}{t^2} \right) \left( \frac{4}{t} - \lambda_4 \right) g^2 \left( \frac{4}{t} \right) f_i \left( \frac{x^2}{t^2} \right) \chi(H) t^{n-1},
$$

(4.13.4)

where $C_0 := \lambda_4 - \lambda_3 > 0$. We note that

$$
ad^k A f_i \left( \frac{x^2}{t^2} \right) \in O(t^0), \ k \in \mathbb{N},
$$
(because, effectively, \( f_i \) can be considered as a function in \( C_H^\infty \)).

Using the commutator expansion lemma C.3.1 to move \( g \left( \frac{A}{t} \right) \) to the right and to the left, we transform (4.13.4) into a sum of terms of the form

\[
\chi(H) g_0 \left( \frac{A}{t} \right) B(t) g_2 \left( \frac{A}{t} \right) \chi(H) t^{n-1-j} + O(t^{-2}),
\]

(4.13.5)

where \( B(t) \) is bounded uniformly in \( t \) and the functions \( g_i \) are bounded and supported in \( [\infty, \lambda_5] \) and \( j \geq 0 \).

Thus we have shown that

\[
-D\Phi(t) \geq t^{n-1} C_0 \chi(H) f_2^2 \left( \frac{r^2}{t^2} \right) \chi(H)
\]

\[-C \chi(H) \mathbb{I}_{[\infty, \lambda_4]} \left( \frac{A}{t} \right) \chi(H) t^{n-1} + O(t^{-2}).
\]

Hence,

\[
(\phi_{t_0} | \Phi(t) \phi_{t_0}) \geq (\phi_{t_1} | \Phi(t_1) \phi_{t_1}) + C_0 \int_{t_0}^{t_1} \|f_2 \left( \frac{r^2}{t^2} \right) \chi(H) \phi_t \|^2 t^{n-1} dt
\]

\[-C \int_{t_0}^{t_1} \|\mathbb{I}_{[\infty, \lambda_4]} \left( \frac{A}{t} \right) \chi(H) \phi_t \|^2 t^{n-1} dt - C \|\phi\|^2.
\]

But by Proposition 4.12.1, we have

\[
\int_{t_1}^{\infty} \left\| \mathbb{I}_{[\infty, \lambda_4]} \left( \frac{A}{t} \right) \chi(H) \phi(t) \right\|^2 t^{n-1} dt \leq C \|\langle A \rangle^\frac{3}{2} \phi\|^2.
\]

Obviously,

\[
(\phi_{t_0} | \Phi(t) \phi_{t_0}) \leq C \|\phi\|^2.
\]

Thus we obtain

\[
(\phi_{t_1} | \Phi(t_1) \phi_{t_1}) + C_0 \int_{t_0}^{t_1} \|f_2 \left( \frac{r^2}{t^2} \right) \chi(H) \phi_t \|^2 t^{n-1} dt \leq C \|\langle A \rangle^\frac{3}{2} \phi\|^2.
\]

This implies (4.13.1) and (4.13.2) and completes the proof of the theorem. \( \square \)

**Corollary 4.13.2**

*Under the assumptions of Theorem 4.13.1, for any \( s \geq 1 \), we have*

\[
\int_{t_1}^{\infty} \left\| \mathbb{I}_{[0, \lambda_0]} \left( \frac{x^2}{t^2} \right) \chi(H) \phi_t \right\|^2 t^{s-1} dt \leq C \|\langle x \rangle^{s/2} \phi\|^2,
\]

(4.13.6)

*and, for \( s \geq 0 \),*

\[
\left\| \mathbb{I}_{[0, \lambda_0]} \left( \frac{x^2}{t^2} \right) \chi(H) \phi_t \right\|^2 \leq C \langle t \rangle^{-s} \|\langle x \rangle^{s/2} \phi\|^2.
\]

(4.13.7)

**Proof.** Clearly, in the estimates of Theorem 4.13.1 we can replace \( \|\langle A \rangle^{s/2} \phi\|^2 \) with \( \|\langle A \rangle^{s/2} \chi_1(H) \phi\|^2 \) for any \( \chi_1 \in C_0^\infty(\mathbb{R}) \) such that \( \chi \chi_1 = \chi \). But it is easy to see that

\[
\|\langle A \rangle^{s/2} \chi_1(H) \phi\|^2 \leq \|\langle x \rangle^{s/2} \phi\|^2
\]

for \( s \in \mathbb{N} \). By interpolation, (4.13.8) can be extended to \( s \geq 0 \). \( \square \)
4.14 Schrödinger Operators as Pseudo-differential Operators

In this section we will collect some properties of $H$ and its functions related to the pseudo-differential calculus. We use the notations in Sect. D.8. The first proposition follows immediately from Proposition D.11.2.

**Proposition 4.14.1**
Assume that $V(x) \in S(1, \langle x \rangle^{-2} dx^2)$. Then for any $z \notin \sigma(H)$ and $\chi \in C_0^\infty(\mathbb{R})$, we have

$$(z - H)^{-1} \chi(H) \in \Psi(1, g_1).$$

Next we describe a simple consequence of the commutator expansion lemma.

**Lemma 4.14.2**
Assume that $V(x) \in S(1, \langle x \rangle^{-2} dx^2)$. Let $\chi \in C_0^\infty(\mathbb{R})$ and $n \in \mathbb{N}$. Then

$$e^{-itH} \chi(H) \langle x \rangle^n = \sum_{j=0}^{n} \langle x \rangle^{n-j} (t^j B_j(t),$$

with $B_j(t)$ uniformly bounded. Besides, for any $m$,

$$\langle x \rangle^{-n} e^{-itH} \chi(H) \langle x \rangle^n (D)^m \in O(t^m).$$

**Proof.** Let us show (4.14.1). For $n \in \mathbb{N}$, set

$$A_n(t) := e^{-itH} \chi(H) \langle x \rangle^n e^{itH}.$$

By a direct computation, we check that

$$\frac{d^k}{dt^k} A_n(0) \langle x \rangle^{k-n} = (-i)^k \chi(H) \left( ad_H^k \langle x \rangle^n \right) \langle x \rangle^{k-n}$$

is bounded for $0 \leq k \leq n$. Using Taylor’s formula, we obtain

$$A_n(t) = \sum_{k=0}^{n-1} \frac{t^k}{k!} \frac{d^k}{dt^k} A_n(0) + O(t^n),$$

which implies (4.14.1).

(4.14.2) follows easily from (4.14.1). \qed

**Lemma 4.14.3**
Assume that $V(x) \in S(1, \langle x \rangle^{-2} dx^2)$ and

$$\lim_{|x| \to \infty} V(x) = 0.$$
Then for any \( \chi, \chi_0 \in C^\infty(\mathbb{R}) \) such that \( \chi', \chi_0' \in C^\infty(\mathbb{R}) \) and \( \text{supp}\chi \cap \text{supp}\chi_0 = \emptyset \),
\[
\chi_0(H_0)\chi(H) \in \Psi(\langle x \rangle^{-\infty}).
\]

**Proof.** We can split the potential
\[
V(x) = V_1(x) + V_2(x)
\]
such that \( V_1(x) \in \Psi(\langle x \rangle^{-\infty}) \) and \( |V_2(x)| < \text{dist}(\text{supp}\chi_0, \text{supp}\chi) \). We set
\[
H_1 = \frac{1}{2}D^2 + V_1(x).
\]
By Proposition D.11.3, we have
\[
\chi_0(H_0) - \chi_0(H_1) \in \Psi(\langle x \rangle^{-\infty}).
\]
By Proposition D.11.4, we obtain
\[
\chi_0(H_1)\chi(H) \in \Psi(\langle x \rangle^{-\infty}).
\]
\[\square\]

### 4.15 Improved Isozaki-Kitada Modifiers

The goal of this section is to construct certain Fourier integral operators similar to the Isozaki-Kitada modifiers. They will turn out to be approximations to the wave operators in the outgoing region (although we will have to wait until Sect. 4.17 to see a proof of this fact).

We would like to treat the short-range case in a way parallel to the long-range case. Therefore, let us recall from Proposition 2.8.1 that if we assume that the potential \( V(x) \) satisfies the smooth short-range condition
\[
\int_0^\infty \sup_{|\alpha| > R} |\partial_x^\alpha V(x)| R^{|\alpha|} dR < \infty, \ |\alpha| \geq 0, \quad (4.15.1)
\]
then, for \( \epsilon_0 > 0, \sigma_0 > -1 \) and \( R_0 > 0 \) large enough, and for \( (x, \xi) \in I_{\epsilon_0, \sigma_0, R_0}^+ \),
there exists the limit
\[
\lim_{t \to \infty} \left( S(t, x, \xi) - \frac{1}{2} t \xi^2 \right) =: \Phi^{\pm}_{\text{sr}}(x, \xi). \quad (4.15.2)
\]
This function satisfies on \( I_{R_0, \epsilon_0, \sigma_0}^+ \)
\[
\frac{1}{2} \xi^2 = \frac{1}{2} (\nabla_x \Phi^{\pm}_{\text{sr}}(x, \xi))^2 + V(x),
\]
\[
\partial_x^\alpha \partial_\xi^\beta (\Phi^{\pm}_{\text{sr}}(x, \xi) - \langle x, \xi \rangle) \in o(\langle x \rangle^{-|\alpha|}), \quad \alpha, \beta \in \mathbb{N}^n. \quad (4.15.3)
\]
In the following lemma we state the basic properties of the Isozaki-Kitada modifiers for the short-range and long-range case. (ii) is just a reminder of Theorem 4.9.1. So, it is enough to prove (i).

**Lemma 4.15.1**

Let \( q^+(x, \xi) \in S(1, g_1) \) and \( \chi_0 \in C_0^\infty(\mathbb{R}) \) be the functions introduced in Sect. 4.9. (i) Assume the smooth short-range condition (4.15.1) and set

\[
J_{sr}^+ = J(\Phi_{sr}^+, q^+), \quad \Omega_{sr}^+ = s- \lim_{t \to \infty} e^{itH} e^{-itH_0}.
\]

Then

\[
\Omega_{sr}^+ \chi_0(H_0) = s- \lim_{t \to \infty} e^{itH} J_{sr}^+ e^{-itH_0}.
\]

(ii) Assume the smooth long-range condition (4.9.1) and set

\[
J_{lr}^+ = J(\Phi_{lr}^+, q^+), \quad \Omega_{lr}^+ = s- \lim_{t \to \infty} e^{itH} e^{-itS(t, D)}.
\]

Then

\[
\Omega_{lr}^+ \chi_0(H_0) = s- \lim_{t \to \infty} e^{itH} J_{lr}^+ e^{-itH_0}.
\]

**Proof.** It is enough to show that, for \( g \in C_0^\infty(X) \) with a sufficiently small support,

\[
s- \lim_{t \to \infty} (\chi_0(H_0) - J_{sr}^+) e^{-itH_0} g(D) = 0.
\]

Let \( J, J_1 \in C_0^\infty(X \setminus \{0\}) \) such that \( J = 1 \) on a neighborhood of \( \text{supp} g \) and \( J_1 = 1 \) on a neighborhood of \( \text{supp} J \). We choose the supports of \( g, J, J_1 \) small enough such that

\[
J_1 \left( \frac{x}{t} \right) q^+(x, \xi) g(\xi) = J_1 \left( \frac{x}{t} \right) \chi_0(\frac{1}{2}\xi^2) g(\xi).
\]

Then

\[
s- \lim_{t \to \infty} (\chi_0(H_0) - J_{sr}^+) e^{-itH_0} g(D) = s- \lim_{t \to \infty} (\chi_0(H_0) - J_{sr}^+) J_1 \left( \frac{x}{t} \right) e^{-itH_0} g(D)
\]

\[
= s- \lim_{t \to \infty} J_1 \left( \frac{x}{t} \right) (\chi_0(H_0) - J_{sr}^+) J_1 \left( \frac{x}{t} \right) e^{-itH_0} g(D)
\]

\[
= s- \lim_{t \to \infty} J_1 \left( \frac{x}{t} \right) (\chi_0(H_0) - J_{sr}^+) e^{-itH_0} g(D).
\]

But

\[
J_1 \left( \frac{x}{t} \right) (\chi_0(H_0) - J_{sr}^+) g(D)
\]

is a pseudo-differential operator with symbol

\[
J_1 \left( \frac{x}{t} \right) \left( \chi_0(\frac{1}{2}\xi^2) - q^+(x, \xi) e^{i\Phi_{sr}(x, \xi)-i\langle x, \xi \rangle} \right) g(\xi)
\]

\[
= J_1 \left( \frac{x}{t} \right) \left( 1 - e^{i\Phi_{sr}(x, \xi)-i\langle x, \xi \rangle} \right) \chi_0(\frac{1}{2}\xi^2) g(\xi)
\]
and by (4.15.3), all the semi-norms in $S(1, g_0)$ of this symbol go to zero as $t \to \infty$. Therefore (4.15.5) converges in norm to zero.

Let us note that FIO’s with phase $\Phi_{sr}^+(x, \xi)$ are pseudo-differential operators. More exactly, the following fact is true.

**Lemma 4.15.2**

If $a \in S(1, g_1)$ with supp$a \in \Gamma_{R_0, \epsilon_0, \sigma_0}$, then an operator $A = J(\Phi_{sr}^+, a)$ belongs to $\Psi(1, g_1)$. Moreover, if $\Gamma \subset X \times X'$, then $A \in \Psi(\langle x \rangle^{-\infty})$ on $\Gamma$ iff $A \in \Psi(\langle x \rangle^{-\infty})$ on $\Gamma$.

**Proof.** We have $J(\Phi_{sr}^+, a) = b(x, D)$ for

$$b(x, \xi) = a(x, \xi) e^{i(x, \xi)} - i(\Phi_{sr}^+(x, \xi)).$$

By (4.15.3),

$$e^{i(x, \xi)} - i(\Phi_{sr}^+(x, \xi)) \in S(1, g_1).$$

So $b \in S(1, g_1)$. Moreover, $b \in S(\langle x \rangle^{-\infty})$ on $\Gamma$ iff $a \in S(\langle x \rangle^{-\infty})$ on $\Gamma$. □

In what follows, we will write $\Phi^+(x, \xi)$ instead of $\Phi_{sr}^+(x, \xi)$ or $\Phi_{sr}^+(x, \xi)$, and $J^+$ for $J_{sr}^+$ or $J_{sr}^+$. We denote by $\Omega^+$ the short-range or long-range wave operators $\Omega_{\epsilon_0}^+$ and $\Omega_{sr}^+$.

Let us list the properties of these functions that we will use:

$$\Omega^+ \chi_0(H_0) = s- \lim_{t \to \infty} e^{itH} J^+ e^{-itH_0},$$

$$\frac{1}{2} \xi^2 = \frac{1}{2} (\nabla_x \Phi^+(x, \xi))^2 + V(x),$$

and, uniformly for $(x, \xi) \in \Gamma_{R_0, \epsilon_0, \sigma_0}^+$, we have

$$\partial_x^a \partial_\xi^b (\Phi^+(x, \xi) - \langle x, \xi \rangle) \in o(\langle x \rangle^{-|\alpha|}), \ |\alpha| + |\beta| \geq 0.$$ (4.15.6)

**Proposition 4.15.3**

Let $\epsilon_0 > 0$, $-1 < \sigma_0$ and $R_0 > 0$ be such that $\Phi^+(x, \xi)$ is defined on $\Gamma_{R_0, \epsilon_0, \sigma_0}^+$. Let $\epsilon > \epsilon_0$, $\sigma > \sigma_0$. Then there exist functions $i^+(x, \xi) \in S(1, g_1)$, $r^+(x, \xi) \in S(\langle x \rangle^{-1}, g_1)$ such that supp$i^+$, supp$r^+ \subset \Gamma_{R_0, \epsilon_0, \sigma_0}^+$, $r^+ \in S(\langle x \rangle^{-\infty})$ on $\Gamma_{\epsilon, \sigma}^+$, and the operators

$$I^+ := J(\Phi^+, i^+), \ R^+ := J(\Phi^+, r^+)$$

satisfy

$$HI^+ - I^+ H_0 = R^+, \quad \Omega^+ \chi_0(H_0) = s- \lim_{t \to \infty} e^{itH} I^+ e^{-itH_0}.$$ (4.15.7)

Moreover, $I^+ I^{++}$ is elliptic on a conical neighborhood of $\Gamma_{\epsilon, \sigma}^+$. □

**Proof.** Note that the following identity is true:
\[ \left( \nabla_x \Phi^+(x, \xi) \nabla_x + \frac{1}{2} \Delta_x \Phi^+(x, \xi) \right) ( \det \nabla_x \nabla_\xi \Phi^+(x, \xi) )^{1/2} = 0. \] (4.15.7)

Indeed, by differentiating with respect to \( x \) and \( \xi \) the eikonal equation
\[ \frac{1}{2} ( \nabla_x \Phi^+(x, \xi) )^2 + V(x) = \frac{1}{2} \xi^2, \]
we get
\[ \nabla_x \Phi^+ \nabla_x \nabla_\xi \Phi^+ = -\nabla_x^2 \Phi^+ \nabla_x \nabla_\xi \Phi^+. \]

Using then the identity
\[ ( \det A(s) )^{-1} \frac{d}{ds} \det A(s) = \text{Tr} \left( A^{-1}(s) \frac{dA(s)}{ds} \right), \]
we obtain
\[
\begin{align*}
\nabla_x \Phi^+ \nabla_x \text{det} (\nabla_x \nabla_\xi \Phi^+) \frac{1}{2} \\
= \frac{1}{2} ( \text{det} \nabla_x \nabla_\xi \Phi^+ ) \frac{1}{2} \text{Tr} \left( (\nabla_x \nabla_\xi \Phi^+)^{-1} \nabla_x \Phi^+ \nabla_x (\nabla_x \nabla_\xi \Phi^+) \right) \\
= -\frac{1}{2} \text{det} (\nabla_x \nabla_\xi \Phi^+) \frac{1}{2} \Delta_x \Phi^+,
\end{align*}
\]
which proves (4.15.7).

The amplitudes of \( I^+ \) and \( R^+ \) are related by the identity
\[ \left( \nabla_x \Phi^+(x, \xi) \nabla_x + \frac{1}{2} \Delta_x \Phi^+(x, \xi) - \Delta_x \right) i^+(x, \xi) = r^+(x, \xi). \] (4.15.8)

For any \( c(x, \xi) \in S(\langle x \rangle^m, g_1) \), we set
\[ \mathcal{L} c(x, \xi) := \nabla_x \Phi^+(x, \xi) \nabla_x c(x, \xi) \\
- \frac{1}{2} ( \text{det} \nabla_x \nabla_\xi \Phi^+(x, \xi) )^{-1/2} \Delta_x ( \text{det} \nabla_x \nabla_\xi \Phi^+(x, \xi) )^{1/2} c(x, \xi). \]

Note that \( \mathcal{L} \) maps \( S(\langle x \rangle^m, g_1) \) into \( S(\langle x \rangle^{m-1}, g_1) \). Putting
\[
\begin{align*}
b^+(x, \xi) &= ( \text{det} \nabla_x \nabla_\xi \Phi^+(x, \xi) )^{-1/2} i^+(x, \xi), \\
p^+(x, \xi) &= ( \text{det} \nabla_x \nabla_\xi \Phi^+(x, \xi) )^{-1/2} r^+(x, \xi),
\end{align*}
\]
we can rewrite equation (4.15.8) as
\[ \mathcal{L} b^+(x, \xi) = p^+(x, \xi). \] (4.15.9)

We will find a sequence of \( (\epsilon_1, \sigma_1, R_1), (\epsilon_2, \sigma_2, R_2), \ldots \) such that \( \epsilon_0 < \epsilon_1 < \cdots < \epsilon_\infty < \epsilon, \sigma_0 < \sigma_1 < \cdots < \sigma_\infty < \sigma \) and \( R_0 < R_1 < \cdots < R_\infty < R \), and if \( (x, \xi) \in \Gamma^+_{\epsilon_j, \sigma_j, R_j} \) and \( 0 < s \), then we have
\[ (\tilde{y}(s, \infty, x, \xi), \xi) \in \Gamma^+_{\epsilon_j+1, \sigma_{j+1}, R_{j+1}}, \]
where \( \tilde{y}(s, \infty, x, \xi) \) are the trajectories defined in Chap. 2. Then we define inductively the following functions:
\[ \tilde{b}^+_m(x, \xi) = 1, \quad (x, \xi) \in \Gamma^+_{\epsilon_0, \sigma_0, R_0}, \]
\[ \tilde{b}^+_m(x, \xi) = \int_0^\infty \tilde{p}_m^{-1}(\tilde{g}(u, \infty, x, \xi))du, \quad (x, \xi) \in \Gamma^+_{\epsilon_m, \sigma_m, R_m}, \]
\[ \tilde{\gamma}^+_m(x, \xi) = (\det \nabla_x \nabla_\xi \Phi(x, \xi))^{1/2} \tilde{b}^+_m(x, \xi), \quad (x, \xi) \in \Gamma^+_{\epsilon_m, \sigma_m, R_m}, \]
\[ \tilde{\eta}^+_m(x, \xi) = \frac{1}{2} (\det \nabla_x \nabla_\xi \Phi^+(x, \xi))^{-1/2} \Delta_x \tilde{\gamma}^+_m(x, \xi), \quad (x, \xi) \in \Gamma^+_{\epsilon_m, \sigma_m, R_m}. \]

Recall that
\[ |\tilde{g}(u, \infty, x, \xi)| \geq C(|x| + u|\xi|). \]

Using this, we easily see that \( \tilde{b}^+_m(x, \xi), \tilde{\gamma}^+_m(x, \xi) \in S(\langle x \rangle^{-m}, g_1) \) and \( \tilde{\eta}^+_m(x, \xi) \in S(\langle x \rangle^{-m-2}, g_1) \) on \( \Gamma^+_{\epsilon_m, \sigma_m, R_m} \). Moreover, for \( (x, \xi) \in \Gamma^+_{\epsilon_m, \sigma_m, R_m} \),
\[ \mathcal{L} \sum_{j=0}^m \tilde{b}^+_j(x, \xi) = \tilde{p}_m(x, \xi). \quad (4.15.10) \]

We can assume that the function \( q^+(x, \xi) \in S(1, g_1) \) constructed in Sect. 4.9 is supported in \( \Gamma^+_{\epsilon_\infty, \sigma_\infty, R_\infty} \). By the Borel Lemma (see Lemma D.9.3), we can find \( b^+(x, \xi) \in S(1, g_1) \) such that, for any \( m \in \mathbb{N} \),
\[ b^+(x, \xi) - \sum_{j=0}^m q^+(x, \xi) \tilde{b}^+_j(x, \xi) =: c^+_m(x, \xi) \in S(\langle x \rangle^{-m-1}, g_1). \quad (4.15.11) \]

It follows from (4.15.10) and (4.15.11) that
\[ p^+(x, \xi) := \mathcal{L} b^+(x, \xi) = q^+(x, \xi) \tilde{p}_m^+(x, \xi) + w_m(x, \xi) + \mathcal{L} c^+_m(x, \xi), \]
where \( w_m(x, \xi) \in S(\langle x \rangle^{-1}, g_1) \) and \( \text{supp} w_m \subset \text{supp} \nabla q^+ \subset \Gamma^+_{\epsilon_\infty, \sigma_\infty, R_\infty} \setminus \Gamma^+_{\epsilon, \sigma, R} \). Since \( m \) was arbitrary, this shows that \( \mathcal{L} b^+ \in S(\langle x \rangle^{-1}, g_1), \) \( \text{supp} \mathcal{L} b^+ \subset \Gamma^+_{\epsilon_\infty, \sigma_\infty, R_\infty} \) and \( \mathcal{L} b^+ \in S(\langle x \rangle^{-\infty}) \) on \( \Gamma^+_{\epsilon, \sigma} \).

Finally, we set
\[ s^+(x, \xi) := (\det \nabla_x \nabla_\xi \Phi^+(x, \xi))^{-1/2} b^+(x, \xi), \]
\[ r^+(x, \xi) := (\det \nabla_x \nabla_\xi \Phi^+(x, \xi))^{-1/2} p^+(x, \xi). \]
We have \( r^+(x, \xi) \in S(\langle x \rangle^{-1}, g_1), \) \( \text{supp} r^+(x, \xi) \subset \Gamma^+_{\epsilon_\infty, \sigma_\infty, R_\infty} \) and \( r^+ \in S(\langle x \rangle^{-\infty}) \) on \( \Gamma^+_{\epsilon, \sigma} \). \( \square \)

### 4.16 Microlocal Propagation Estimates

Throughout this section we will assume the smooth long-range condition (4.9.1). Let us note that the smooth short-range condition (4.15.1) implies (4.9.1). Moreover, by Lemma A.1.3, it follows from (4.9.1) that
\[ \partial_x^\alpha V(x) \in s(\langle x \rangle^{-|\alpha|}), \quad \alpha \in \mathbb{N}^n. \quad (4.16.1) \]
4. Quantum 2–Body Hamiltonians

Therefore, the results of Sect. 4.14 on the pseudo-differential properties of $H$ and of Sect. 4.13 on strong propagation estimates hold. Moreover, by Theorem 4.3.4, the operator $H$ has no positive eigenvalues.

The main results of this section are certain microlocal propagation estimates for the propagator $e^{-it^2H}$. These estimates intuitively mean that the evolution of a state localized in an outgoing region is very close to the free evolution and are related to the estimates of Theorem 2.3.3 (iii) for classical 2–body Hamiltonians. They can be shown in a number of different ways. They were originally obtained by Isozaki-Kitada [IK4] using estimates on the resolvent $(H-\lambda)^{-1}$ and the Fourier transform. Our proof is based on the time-dependent approach. We first show these estimates for the free evolution, where they follow from the non-stationary phase method. Then we use the improved Isozaki-Kitada modifiers to extend these estimates to the case of the full evolution.

**Theorem 4.16.1**

Assume the smooth long-range condition (4.9.1). Let $\epsilon > \epsilon_0 > 0$, $\sigma > \sigma_0 > -1$. Let $\chi \in C_0^\infty(\mathbb{R}\setminus \{0\})$, $p_+(x, \xi) \in S(1, g_1)$ such that $p_+ \in S(\langle x \rangle^{-\infty}, g_1)$ outside $\Gamma_{\epsilon_0}^+$. Let $p_- \in S(1, g_1)$ such that $p_- \in S(\langle x \rangle^{-\infty})$ on $\Gamma_{\epsilon_0,\sigma_0}^+$. Then the following results hold:

(i) There exists $\delta_0 > 0$ such that

$$\Pi_{[0,\delta_0]}(\frac{\mathbb{I}}{t})\chi(H)e^{-it^2H}\langle x \rangle^{-N} \in O((t)^{-N}), \ t \geq 0, \ N \in \mathbb{N}.$$  

In the case when $V(x) = 0$, we can improve this result: there exist $\delta_0, \delta_1 > 0$ such that

$$\Pi_{[0,\delta_0]}(\frac{\mathbb{I}}{t})\chi(H)e^{-it^2H} \Pi_{[0,\delta_1]}(\frac{\mathbb{I}}{t}) \in O(t^{-\infty}), \ t \geq 0, \ N \in \mathbb{N}.$$  

(ii) 

$$\langle x \rangle^{-N}\chi(H)e^{-it^2H}\langle x \rangle^{-N} \in O((t)^{-N}), \ t \geq 0, \ N \in \mathbb{N}.$$  

(iii) There exists $\delta_0 > 0$ such that

$$\Pi_{[0,\delta_0]}(\frac{\mathbb{I}}{t})\chi(H)e^{-it^2H}p_+(x, D)\langle x \rangle^N \in O(t^{-N}), \ t \geq 0, \ N \in \mathbb{N}.$$  

(iv) 

$$\langle x \rangle^{-M}\chi(H)e^{-it^2H}p_+(x, D)\langle x \rangle^N \in O(t^{N-M}), \ t \geq 0, \ N < M.$$  

(v) 

$$\langle x \rangle^Np_-(x, D)\chi(H)e^{-it^2H}p_+(x, D)\langle x \rangle^N \in O(t^{-N}), \ t \geq 0, \ N \in \mathbb{N}.$$  

Let us show first a special case of this theorem, namely the propagation estimates for the free Hamiltonian.
Proof of Theorem 4.16.1 for $V(x) = 0$. (i), (iii) and (v) follow easily by the non-stationary phase method from Proposition D.12.1.

To see (ii), we write
\[
\langle x \rangle^{-N} \chi(H_0) e^{-iH_0 \langle x \rangle} = 1_{[0, \delta_0] \left( \frac{|x|}{t} \right)} \langle x \rangle^{-N} \chi(H_0) e^{-iH_0 \langle x \rangle} 1_{[0, \delta_1] \left( \frac{|x|}{t} \right)} + O(\langle t \rangle^{-N}).
\]
(4.16.2)
The first term on the right of (4.16.2) is $O(t^{-\infty})$ for a sufficiently small $\delta_0 > 0$ by (i).

To show (iv), we choose $\delta_0 > 0$ as in (iii) and we write
\[
\langle x \rangle^{-M} \chi(H_0) e^{-iH_0 p_+(x, D) \langle x \rangle} = 1_{[0, \delta_0] \left( \frac{|x|}{t} \right)} \langle x \rangle^{-M} \chi(H_0) e^{-iH_0 p_+(x, D) \langle x \rangle} + 1_{[\delta_0, \infty] \left( \frac{|x|}{t} \right)} \langle x \rangle^{-M} \chi(H_0) e^{-iH_0 p_+(x, D) \langle x \rangle}.
\]
The first term is $O(t^{-\infty})$ by (iii). The second term we write using (4.14.1) as
\[
1_{[\delta_0, \infty] \left( \frac{|x|}{t} \right)} \sum_{j=0}^{N} \langle x \rangle^{-M} \langle x \rangle^{-N-j} \langle t \rangle^j B_j(t),
\]
where $B_j(t)$ are uniformly bounded. This is clearly $O(\langle t \rangle^{N-M})$. \hfill \Box

Next we would like to show the propagation estimates for the full Hamiltonian. We will use the same conventions and constructions as in the previous section. In particular, we will write $\Phi^+(x, \xi)$ and we will use the functions $i^+(x, \xi)$, \( r^+ (x, \xi) \) that we constructed in Proposition 4.15.3.

Lemma 4.16.2
Let $\epsilon > 0$ and $\sigma > -1$. Let $p_+(x, \xi) \in S(1, g_1)$ such that $p_+ \in S(\langle x \rangle^{-\infty})$ on a conical neighborhood of $X \times X' \setminus \Gamma^{+\sigma}_\epsilon$. Let $I^+$ be as in Proposition 4.15.3. Let $\chi, \chi_1 \in C_0^\infty(\mathbb{R})$ such that $\chi \chi_1 = \chi$. Then there exists $\tilde{p}_+(x, \xi) \in S(1, g_1)$ and $r_{-\infty}(x, \xi) \in S(\langle x \rangle^{-\infty})$ such that $\tilde{p}_+(x, \xi) \in S(\langle x \rangle^{-\infty})$ on a conical neighborhood of $X \times X' \setminus \Gamma^{+\sigma}_\epsilon$ and
\[
\chi(H_0) p_+(x, D) \langle x \rangle^N = I^+ \chi_1(H_0) \tilde{p}_+(x, D) \langle x \rangle^N I^+ + r_{-\infty}(x, D).
\]

Proof. The proof is based on the fact that $I^+ I^{**}$ is elliptic on a conical neighborhood of $\Gamma^{+\sigma}_\epsilon$. Therefore, we can write
\[
\chi_1(H_0) p_+(x, D) \langle x \rangle^N = I^+ I^{**} \tilde{p}_{+, 0}(x, D) \langle x \rangle^N I^+ + r_{-\infty, 0}(x, D)
\]
with $\tilde{p}_{+, 0}(x, \xi) \in S(1, g_1)$ and $\tilde{p}_{+, 0} \in S(\langle x \rangle^{-\infty})$ on a conical neighborhood of $X \times X' \setminus \Gamma^{+\sigma}_\epsilon$ and $r_{-\infty, 0}(x, \xi) \in S(\langle x \rangle^{-\infty})$. Define
\[
\tilde{p}_{+, 1}(x, D) = I^{**} \tilde{p}_{+, 0}(x, D) \langle x \rangle^N I^+ \langle x \rangle^{-N}.
\]
Clearly, $\tilde{p}_{+,1}(x, \xi) \in S(1, g_1)$ and $\tilde{p}_{+,1}(x, D) \in \Psi(\langle x \rangle^{-\infty})$ on a conical neighborhood of $X \times X' \setminus I_{e_0}^-$. Therefore we can find $\tilde{p}_{+,1}(x, \xi) \in S(1, g_1)$ such that $\tilde{p}_{+,1}(x, D) \in \Psi(\langle x \rangle^{-\infty})$ on a conical neighborhood of $X \times X' \setminus I_{e_0}^-$. $r_{-\infty, 1} \in S(\langle x \rangle^{-\infty})$ and

\[ \tilde{p}_{+,1}(x, D) = \chi_1(H_0)\tilde{p}_{+,1}(x, D) + r_{-\infty, 1}(x, D). \]

\[ \square \]

**Proof of Theorem 4.16.1.** (i) is essentially a reformulation (under stronger assumptions on the potentials) of Theorem 4.13.1.

(ii) follows from (i) by the argument similar to the one used in the $V(x) = 0$ case.

Let us show (iii). Our basic tool will be the identity

\[ e^{-iHt}T^+ = T^+e^{-itH_0} + i \int_0^t e^{-i(t-s)H}R^+e^{-isH_0}ds. \] (4.16.3)

We can assume that $p^+ \in S(\langle x \rangle^{-\infty})$ on a conical neighborhood of $X \times X' \setminus I_{e_0}^-$. Let $\chi_1 \in C_0^\infty(\mathbb{R} \setminus \{0\})$ such that $\chi_\chi_1 = \chi$. First we note that by Lemma 4.16.2 and Lemma 4.14.3

\[ \chi(H)p_+(x, D)\langle x \rangle^N = \chi(H)I^+\chi_1(H_0)\tilde{p}_+(x, D)\langle x \rangle^NI^{++} + \chi(H)R_{-\infty, 1}, \] (4.16.4)

where $R_{-\infty, 1} \in \Psi(\langle x \rangle^{-\infty})$, $\tilde{p}_+(x, \xi) \in S(1, g_1)$ and $\tilde{p}_+ \in S(\langle x \rangle^{-\infty}, g_1)$ on a conical neighborhood of $X \times X' \setminus I_{e_0}^+$.

Now, by (4.16.3) and (4.16.4),

\[ \mathbb{I}_{[0, \delta_0]}(\frac{\|x\|}{t})\chi(H)e^{-iHt}\tilde{p}_+(x, D)\langle x \rangle^N \]
\[ = \mathbb{I}_{[0, \delta_0]}(\frac{\|x\|}{t})\chi(H)e^{-iHt}R_{-\infty, 1} \]
\[ + \mathbb{I}_{[0, \delta_0]}(\frac{\|x\|}{t})\chi(H)I^+e^{-itH_0}\chi_1(H_0)\tilde{p}_+(x, D)\langle x \rangle^NI^{++} \]
\[ + \int_0^t \mathbb{I}_{[0, \delta_0]}(\frac{\|x\|}{t})\chi(H)e^{-i(t-s)H}R^+ e^{-isH_0}\chi_1(H_0)\tilde{p}_+(x, D)\langle x \rangle^NI^{++}ds \]
\[ =: I_0(t) + I_1(t) + I_2(t). \]

By (i), $I_0(t) \in O(t^{-\infty})$.

To estimate $I_1(t)$, we note that, for $\delta_1 > \delta_0$,

\[ \mathbb{I}_{[0, \delta_1]}(\frac{\|x\|}{t})\chi(H)I^+\langle x \rangle^N \]
\[ = \mathbb{I}_{[0, \delta_1]}(\frac{\|x\|}{t})\chi(H)I^+\mathbb{I}_{[0, \delta_1]}(\frac{\|x\|}{t})\langle x \rangle^N + O(t^{-\infty}). \]

Using then (iii) for the free Hamiltonian, we get $I_1(t) \in O(t^{-\infty})$.

To estimate $I_2(t)$, we first note that we can assume that $r^+ \in S(\langle x \rangle^{-\infty})$ on a conical neighborhood of $I_{e_0}^+$. Therefore, by Proposition D.15.2, for $M \in \mathbb{N}$,
\[ R^+ = \langle x \rangle^{-M} B_M \langle x \rangle^{M} \tilde{p}_-(x, D) + r_{-\infty,2}(x, D), \tag{4.16.5} \]

where \( B_M \) is bounded, \( \tilde{p}_- \in S(1, g_1) \), \( \tilde{p}_- \in S(\langle x \rangle^{-\infty}, g_1) \) on a conical neighborhood of \( J^+_{c_1} \) and \( r_{-\infty,2} \in S(\langle x \rangle^{-\infty}) \). We cut the integral into pieces \( 0 \leq s \leq t/2 \) and \( t/2 \leq s \leq t \). To the first piece we apply (v) for the free Hamiltonian, and to the second piece we apply (i) for the full Hamiltonian. We get \( I_2(t) \in O(t^{-\infty}) \). This ends the proof of (iii).

(iv) follows from (iii) and (4.14.1) similarly as in the case \( V(x) = 0 \).

To show (v), we also use (4.16.4) and (4.16.3) and we write

\[
\langle x \rangle^N p_-(x, D) \chi(H) e^{-i\mu t} p_+(x, D) \langle x \rangle^N
\]

\[
= \langle x \rangle^N p_-(x, D) \chi(H) e^{-i\mu t} R_{-\infty,1}^{\infty}
\]

\[
+ \langle x \rangle^N p_-(x, D) \chi(H) i^+ e^{-i\mu t} \chi_1(H_0) \tilde{p}_+(x, D) \langle x \rangle^N I^{+}\]

\[
+ j^+_t \langle x \rangle^N p_-(x, D) \chi(H) e^{-i(t-s)H} R^{+} e^{-i\mu t} \chi_1(H_0) q_+(x, D) \langle x \rangle^N I^{+}
\]

\[
=: I_0(t) + I_1(t) + I_2(t).
\]

Using the estimate corresponding to (iv) for \( t \leq 0 \), we get that \( I_0(t) \in O(t^{-\infty}) \).

Using Propositions D.15.2 and D.15.3, we have

\[
\langle x \rangle^N p_-(x, D) \chi(H) I^+ = B_0(x)^N \tilde{p}_{-1}(x, D) + r_{-\infty,2}(x, D)
\]

where \( B \) is bounded, \( \tilde{p}_{-1} \in S(1, g_1) \), \( \tilde{p}_{-1} \in S(\langle x \rangle^{-\infty}) \) on a conical neighborhood of \( J^+_{c_1} \) and \( r_{-\infty,2} \in S(\langle x \rangle^{-\infty}) \). Using (iv) and (v) for the free Hamiltonian, we get \( I_1(t) \in O(t^{-\infty}) \).

To estimate \( I_2(t) \), we use again (4.16.5). We cut the integral into pieces \( 0 \leq s \leq t/2 \) and \( t/2 \leq s \leq t \). We apply (v) for the free Hamiltonian to the first piece and to the second piece the analog of (iv) for \( t \leq 0 \). Thus we obtain \( I_2(t) \in O(t^{-\infty}) \), which proves (v).

\[ \square \]

4.17 Wave Operators with Outgoing Cutoffs

Wave operators for potentials satisfying smooth long- or short-range assumptions have good regularity properties. In this section we will show one of them. We will prove that if we multiply the wave operator with a pseudo-differential cutoff supported in an outgoing region and with the energy bounded away from zero, then we obtain a pseudo-differential operator in the short-range case and a Fourier integral operator in the long-range case. It will turn out that the wave operator with such a cutoff is essentially equal to the operator \( I^+ \) constructed in Proposition 4.15.3.

**Theorem 4.17.1**

Let \( \epsilon > \epsilon_0 > 0 \) and \( \sigma > \sigma_0 > -1 \). Let \( p_+(x, \xi) \in S(1, g_1) \) such that \( p_+ \in S(\langle x \rangle^{-\infty}) \)
outside $\Gamma_{e_0}^+$ and $\chi \in C_0^\infty(\mathbb{R}\setminus\{0\})$.

(i) Assume the smooth short-range condition (4.15.1). Then there exist $a_1, a_2 \in S(1, g_1)$ with $a_1, a_2 \in S(\langle x \rangle^{-\infty})$ outside $\Gamma_{e_0, e_0}^+$ such that

$$\Omega_{e_0}^+ \chi(H_0)p_+(x, D) = a_1(x, D),$$
$$\Omega_{e_0}^{++} \chi(H)p_+(x, D) = a_2(x, D).$$

(ii) Assume the smooth long-range condition (4.9.1). Then there exist $c_1, c_2 \in S(1, g_1)$ such that $c_1, c_2 \in S(\langle x \rangle^{-\infty})$ outside $\Gamma_{e_0, e_0}^+$, and $r_{-\infty, 1}, r_{-\infty, 2} \in S(\langle x \rangle^{-\infty})$ such that

$$\Omega_{e_0}^+ \chi(H_0)p_+(x, D) = J(\Phi_{e_0}^+, c_1) + r_{-\infty, 1}(x, D),$$
$$\Omega_{e_0}^{++} \chi(H)p_+(x, D) = J(\Phi_{e_0}^+, c_2)^* + r_{-\infty, 2}(x, D).$$

We will use the same conventions and constructions as in the previous section. In particular, we will write $\Phi^+(x, \xi)$, and we will use the functions $i^+(x, \xi)$, $r^+(x, \xi)$ and the operators $I^+, R^+$ that we constructed in Proposition 4.15.3.

Now Theorem 4.17.1 follows from the following theorem.

**Theorem 4.17.2**

Let $\epsilon, \sigma, p^+; \chi$ be as in Theorem 4.17.1 and let $i^+$ be as in Proposition 4.15.3. Let $\chi_1 \in C_0^\infty(\mathbb{R})$ such that $\chi_1 \chi = \chi$. Then under either the smooth long-range or smooth short-range assumptions there exists $r_{-\infty, i} \in \Psi(\langle x \rangle^{-\infty})$ such that

$$\Omega^+ \chi(H_0)p_+ + (x, D) = \chi_1(H)I^+ \chi(H_0)p_+(x, D) + r_{-\infty, 1}(x, D),$$
$$\Omega^{++} \chi(H)p_+(x, D) = \chi_1(H_0)I^+ \chi(H)p_+(x, D) + r_{-\infty, 2}(x, D).$$

(4.17.1)

**Proof**. Let us show the first identity of (4.17.1). The proof will be based on

$$\Omega^+ \chi_0(H_0) = s - \lim_{t \to \infty} e^{\epsilon H} I^+ e^{-\epsilon H_0}$$
$$= I^+ + i \int_0^\infty e^{\epsilon H} R^+ e^{-\epsilon H_0} dt.$$

We have

$$\Omega^+ \chi(H_0)p_+ + (x, D) = \chi_1(H) \Omega^+ \chi(H_0)p_+(x, D)$$
$$= \chi_1(H) I^+ \chi(H_0)p_+(x, D) + \int_0^\infty R_{-\infty, 1}(t) dt,$$

where

$$R_{-\infty, 1}(t) = i \chi_1(H_0) e^{\epsilon H} R^+ e^{-\epsilon H_0} \chi_1(H_0)p_+(x, D).$$

Let us prove that, for any $N, M$,

$$\langle D \rangle^M \langle x \rangle^N R_{-\infty, 1}(t) \langle x \rangle^N \langle D \rangle^M \in O(t^{-\infty}).$$

(4.17.2)
This will imply that
\[
\| \langle D \rangle^M \langle x \rangle^N \int_0^\infty R_{-\infty,1}(t)dt \langle x \rangle^N \langle D \rangle^M \| < \infty, \quad N, M \in \mathbb{N}
\]
and hence \( \int_0^\infty R_{-\infty,1}(t)dt \in \Psi'(\langle x \rangle^{-\infty}) \).

First note that, for any \( M, N \), by (4.14.2),
\[
\langle D \rangle^M \langle x \rangle^N \chi_1(H) e^{\#H} \langle x \rangle^{-N} \in O(t^N).
\]
Next, by Proposition D.15.2,
\[
\langle x \rangle^N R^+ = B \langle x \rangle^N \hat{p}_-(x, D) + r_{-\infty,0}(x, D),
\]
where \( \hat{p}_-(x, \xi) \in S((\langle x \rangle^{-1}, g_1) \) such that \( p_- \in S((\langle x \rangle^{-\infty}) \) on a conical neighborhood of \( \Gamma_{e,0}^+ \), \( r_{-\infty,0} \in S((\langle x \rangle^{-\infty}) \) and \( B \) is bounded. Now,
\[
\langle \langle x \rangle^N \hat{p}_-(x, D) + r_{-\infty,0}(x, D) \rangle e^{\#H_0} \chi(H_0) p_+(x, D) \langle x \rangle^N \langle D \rangle^M \rangle \in O(t^{-\infty}),
\]
by Theorem 4.16.1 \((\hat{u})\) and \((v)\) applied to the free Hamiltonian \( H_0 \). Therefore (4.17.2) is true. This ends the proof of the first equality of (4.17.1).

To show the second equality of (4.17.1), we use the same arguments, switching the roles of \( H \) and \( H_0 \). \( \square \)

4.18 Wave Operators on Weighted Spaces

The goal of this section is to study wave operators multiplied by an energy cutoff with support away from zero as maps on weighted \( L^2 \) spaces.

The main result of this section is the following theorem.

**Theorem 4.18.1**

Suppose that \( \chi \in C_0^\infty(\mathbb{R}) \) and \( 0 \not\in \text{supp} \chi \) and \( s' < s \) or \( 0 < s' = s \).

(i) Assume the smooth short-range assumption (4.15.1). Then
\[
\langle x \rangle^{-s} \Omega_{s'}^H \chi(H_0) \langle x \rangle^s \in B(L^2(X)). \tag{4.18.1}
\]

(ii) Assume the smooth long-range assumption (4.9.1). Then
\[
\langle x \rangle^{-s} \Omega_{s'}^H \chi(H_0) \langle x \rangle^s \in B(L^2(X)). \tag{4.18.2}
\]

Theorem 4.18.1 for \( 0 < s' = s \) is due to Isozaki [13]. For general \( s' < s \), it is due to Jensen-Nakamura [JN] and Herbst-Skibsted [HeSk1].

**Proof of Theorem 4.18.1 in the case \( s' < s \leq 0 \)**. We will consider the short- and the long-range cases at the same time, using the unified notation introduced in Sect. 4.15. We will use the improved Isozaki-Kitada modifiers.
It is enough to assume that \( -s =: n \in \mathbb{N} \), and then to use interpolation. We will write \( m := -s' \in \mathbb{R} \), where \( 0 \leq n < m \).

Let \( \chi_1 \in C_0^\infty(\mathbb{R}) \) with \( \chi_1 \chi = \chi \). We have

\[
\langle x \rangle^n \Omega^+ \chi(H_0) \langle x \rangle^{-m} = \langle x \rangle^n \chi_1(H) \Omega^+ \chi(H_0) \langle x \rangle^{-m} \\
= \langle x \rangle^n \chi_1(H) t^+ \chi(H_0) \langle x \rangle^{-m} \\
+ i \int_0^\infty \langle x \rangle^n \chi_1(H) e^{itH} R^+ e^{-itH_0} \chi(H_0) \langle x \rangle^{-m} dt.
\]

The first term on the right-hand side of (4.18.3) is obviously bounded. Let us consider the second term. By Lemma 4.14.2,

\[
\langle x \rangle^n e^{-itH} \chi_1(H) = \sum_{j=0}^n B_j(t) \langle t \rangle^j \langle x \rangle^{n-j},
\]

where \( B_j(t) \) are uniformly bounded. On the other hand,

\[
\langle x \rangle^{n-j} R^+ = \tilde{B}_{n-j} \langle x \rangle^{n-j-1} \tilde{p}_-(x, D) + r_{-\infty}(x, D),
\]

where \( \tilde{B}_{n-j} \) is bounded, \( \tilde{p}_- \in S(1, g_1) \) with \( \tilde{p}_- \in S(\langle x \rangle^{-\infty}) \) on a conical neighborhood of \( \Gamma_{\epsilon, \sigma} \) and \( r_{-\infty} \in S(\langle x \rangle^{-\infty}) \). Using the analog of Theorem 4.16.1 (ii), (iv) for \( t < 0 \) and the free Hamiltonian, we get

\[
\langle t \rangle^j \langle x \rangle^{n-j} R^+ e^{itH_0} \chi(H_0) \langle x \rangle^{-m} = O(\langle t \rangle^{n-1-m}),
\]

which is integrable and yields the boundedness of the second term (4.18.3). \( \square \)

The proof of the \( s = s' \) case will be more direct, without the use of improved Isozaki-Kitada modifiers. We will deal separately with the short- and long-range case. The proof of the short-range case with \( s = s' \geq 0 \) is based on the following estimate:

**Proposition 4.18.2**

Assume (4.15.1). Let \( \chi \in C_0^\infty(\mathbb{R}) \), \( 0 \not\subset \text{supp} \chi \), \( J_0 \in C_0^\infty(X \setminus \{0\}) \), \( J_0 = 1 \) on \( \{ x : \frac{1}{2} x^2 \in \text{supp} \chi \} \) and \( s \geq 0 \). Then

\[
\| x - tD \|^n J_0 \left( \frac{x}{t} \right) \chi(H) \phi \| \leq C \| \langle x \rangle^s \phi \|.
\]

\[ (4.18.4) \]

**Proof.** We will show the estimate for \( s =: n \in \mathbb{N} \), and then extend it by interpolation. We need to show that

\[
f_n(t) := \| x - tD \|^n J_0 \left( \frac{x}{t} \right) \chi(H) \phi \| \leq C_n \| \langle x \rangle^s \phi \|, \quad n \geq 0.
\]

\[ (4.18.5) \]

Clearly, (4.18.5) is true for \( n = 0 \).

Now suppose that we know that
\[ f_m(t) \leq C_m \| \langle x \rangle^m \phi \|_t, \quad 0 \leq m \leq n - 1. \]

Choose \( J \in C_0^\infty(X) \) such that \( J_0 J = J_0 \) and \( 0 \not\in \text{supp} J \). We set
\[ V_J(t, x) := J \left( \frac{x}{t} \right) V(x), \]
and note that
\[ \langle t \rangle^{2\alpha} \| \partial^\alpha_x V_J(t, \cdot) \|_\infty \in L^1(dt), \quad |\alpha| \geq 0. \quad (4.18.6) \]

Let us compute the derivative of \( f_n^2(t) \). We have
\[ \frac{d}{dt} f_n^2(t) = \sum_{j=0}^{2n-1} \phi_t | \chi(H) J_0 \left( \frac{x}{t} \right) (x - tD)^j \]
\[ \times t \nabla_x V_J(t, x) (x - tD)^{2n-j-1} J_0 \left( \frac{x}{t} \right) \chi(H) \phi_t \]
\[ + \left( \phi_t | \chi(H) \left( D J_0 \left( \frac{x}{t} \right) \right) (x - tD)^{2n} J_0 \left( \frac{x}{t} \right) \chi(H) \phi_t \right) + cc. \quad (4.18.7) \]

Let \( j \in C_0^\infty(X) \) such that \( J \nabla J_0 = \nabla J_0 \) and the support of \( j \) is disjoint of \( \{0\} \cup \{ x : \frac{1}{t} x^2 \in \text{supp} \chi \} \). Then the second term of the right-hand side of (4.18.7) can be written as
\[ g_0(t) := (\phi_t | \chi(H) J_0 \left( \frac{x}{t} \right) B(t) j \left( \frac{x}{t} \right) \chi(H) \phi_t ) t^{2n-1} + O(t^{-2}) \]
for some uniformly bounded operator \( B(t) \). By Theorem 4.13.1, this is integrable.

The first term of the right-hand side of (4.18.7) can be estimated by
\[ C \sum_{j=0}^{n} f_n^2(t) \leq g_0(t) + \frac{1}{2} g_1(t) + \frac{1}{2} g_1(t) f_n^2(t). \]

Using the induction assumption and (4.18.6), we see that \( g_1(t) \in L^1(dt) \). Thus we have
\[ \left| \frac{d}{dt} f_n^2(t) \right| \leq g_0(t) + \frac{1}{2} g_1(t) + \frac{1}{2} g_1(t) f_n^2(t). \]

Applying Gronwall’s inequality (see Proposition A.1.1), we obtain that \( f_n^2(t) \leq C_n f_n^2(0) \), which completes the proof of the proposition. \( \Box \)

**Proof of Theorem 4.18.1 (i) in the case \( s' = s \geq 0 \).** Let \( J_0 \) be as in Proposition 4.18.2. We know that
\[ s- \lim_{t \to \infty} e^{itH} e^{-itH_0} \chi(H_0) = s- \lim_{t \to \infty} e^{itH} \chi(H) J_0 \left( \frac{x}{t} \right) e^{-itH_0}. \]

We have
\[ \left( \phi_t | \chi(H) J_0 \left( \frac{x}{t} \right) e^{-itH_0} |x|^{2s} e^{itH_0} J_0 \left( \frac{x}{t} \right) \chi(H) \phi_t \right) \]
\[ = \left( \phi_t | \chi(H) J_0 \left( \frac{x}{t} \right) |x - tD|^{2s} J_0 \left( \frac{x}{t} \right) \chi(H) \phi_t \right). \quad (4.18.8) \]

Using Proposition 4.18.2, we see that (4.18.8) is bounded by \( C \| \langle x \rangle^s \phi \|^2 \). Therefore,
\[ \Omega_{s+}^+ \chi(H_0) |x|^{2s} \chi(H_0) \Omega_{s+}^+ \leq C \langle x \rangle^{2s}. \quad (4.18.9) \]

This shows the boundedness of (4.18.2). \( \Box \)
Next we would like to treat the long-range case of Theorem 4.18.1 with \( s' = s \geq 0 \).

Let us fix \( \chi \in C_0^\infty(\mathbb{R}) \) with \( 0 \notin \mathrm{supp}\chi \), \( J, J_0 \in C_0^\infty(X \setminus \{0\}) \) such that \( J_0 = 1 \) on \( \{ x \mid \frac{1}{2} x^2 \in \mathrm{supp}\chi \} \). \( J = 1 \) on a neighborhood of \( \mathrm{supp}J \). We will use \( V_J(t,x) \), \( H_J(t) \), \( U_J(t,s) \) and \( S_J(t,\xi) \) introduced in Sect. 4.7. Recall that

\[
\left( \frac{d}{dt} + [iH_J, \cdot] \right) \left( x - \nabla_\xi S_J(t, D) \right) = \left[ (x - \nabla_\xi S_J(t, D)), (V_J(t, x) - V_J(t, \nabla_\xi S_J(t, D))) \right]. \tag{4.18.10}
\]

Besides, Lemma 3.5.2 implies that

\[
V_J(t,x) - V_J(t, \nabla_\xi S(t, D)) = (x - \nabla_\xi S_J(t, D)) G_J(t) + R_J(t),
\]

where the operators \( G_J(t) \) and \( R_J(t) \) have the property that

\[
\text{ad}_{x - \nabla_\xi S_J(t, D)}^n G_J(t), \quad \text{ad}_{x - \nabla_\xi S_J(t, D)}^n R_J(t) \in L^1(dt), \quad n \geq 0. \tag{4.18.11}
\]

We have the following estimate.

**Proposition 4.18.3**

Let \( S_J(t,\xi), \chi \in C_0^\infty(\mathbb{R}) \) and \( J_0 \in C_0^\infty(X) \) be as above. Let \( s \geq 0 \). Then

\[
\left\| x - \nabla_\xi S_J(t, D) \right\|^n J_0 \left( \frac{x}{\tau} \right) \chi(H) \phi_t \right\|^2 \leq C \| x \|^s \| \phi_t \|^2. \tag{4.18.12}
\]

**Proof.** We will prove the proposition by induction on \( s = n \in \mathbb{N} \), and then apply an interpolation argument. Let

\[
f_n(t) := \left\| x - \nabla_\xi S_J(t, D) \right\|^n J_0 \left( \frac{x}{\tau} \right) \chi(H) \phi_t,
\]

and let us compute the derivative of \( f_n^2(t) \). Using (4.18.10), we obtain

\[
\frac{d}{dt} f_n^2(t) = \sum_{j=0}^{2n-1} \left( \phi_t | \chi(H) J_0 \left( \frac{x}{\tau} \right) (x - \nabla_\xi S_J(t, D))^j \right)
\times \left[ (x - \nabla_\xi S_J(t, D)), i(V_J(t, x) - V_J(t, \nabla_\xi S_J(t, D))) \right]
\times (x - \nabla_\xi S_J(t, D))^{2n-j-1} J_0 \left( \frac{x}{\tau} \right) \chi(H) \phi_t
\times \left( \phi_t | \chi(H) \left( D J_0 \left( \frac{x}{\tau} \right) \right) (x - \nabla_\xi S_J(t, D))^{2n} \right) J_0 \left( \frac{x}{\tau} \right) \chi(H) \phi_t + \text{cc}. \tag{4.18.13}
\]

The term on the last line of (4.18.13), which we call \( g_0(t) \), is integrable by Theorem 4.13.1 (see the proof of Proposition 4.18.2).

Commuting factors of \( x - \nabla_\xi S_J(t, D) \) through \( G_J(t) \) and \( R_J(t) \), we see that the sum in (4.18.13) equals...
\[
\sum_{j=0}^{n} C_j \left( \phi_i | \chi(H) J_0 \left( \frac{x}{T} \right) (x - \nabla \xi S_I(t, D))^{n-1} \text{ad}_{[x - \nabla \xi S_I(t, D)]} G_J(t) \right) \\
\times (x - \nabla \xi S_I(t, D))^n J_0 \left( \frac{x}{T} \right) \chi(H) \phi_i + \text{cc} \\
+ \sum_{j=0}^{n-1} C_j \left( \phi_i | \chi(H) J_0 \left( \frac{x}{T} \right) (x - \nabla \xi S_I(t, D))^{n-1} \text{ad}_{[x - \nabla \xi S_I(t, D)]} R_J(t) \right) \\
\times (x - \nabla \xi S_I(t, D))^n J_0 \left( \frac{x}{T} \right) \chi(H) \phi_i + \text{cc}.
\]

This can be estimated by

\[
\sum_{j=0}^{n} C_j f_n(t) f_{n-j}(t) \| \text{ad}_{[x - \nabla \xi S_I(t, D)]} G_J(t) \| \\
+ \sum_{j=1}^{n-1} C_j f_n(t) f_{n-j}(t) \| \text{ad}_{[x - \nabla \xi S_I(t, D)]} R_J(t) \| = g_1(t) f_n(t) + g_2(t) f_n^2(t),
\]

where, by the induction hypothesis and by (4.18.11), \( g_1, g_2 \in L^1 \). Therefore,

\[
\left| \frac{d}{dt} f_n^2(t) \right| \leq g_0(t) + \frac{1}{2} g_1(t) + (\frac{1}{2} g_1(t) + g_2(t)) f_n^2(t).
\]

Finally, we apply Gronwall’s inequality, and we see that \( f_n(t) \) is bounded by \( C_n \| \langle x \rangle^n \phi \| \), which completes the proof of the proposition. \( \square \)

**Proof of Theorem 4.18.1 (i) in the case \( s' = s \geq 0 \).** We know that

\[
\Omega^+_{s'} \chi(H_0) := \lim_{t \to \infty} e^{iH} e^{-iS_I(t, D)} \chi(H_0) \\
= \lim_{t \to \infty} e^{iH} J_0 \left( \frac{x}{T} \right) e^{-iS_I(t, D)} \chi(H_0) \\
= \lim_{t \to \infty} e^{iH} \chi(H) J_0 \left( \frac{x}{T} \right) e^{-iS_I(t, D)} e^{i\sigma^+} \chi(H_0),
\]

for \( \tilde{\chi} \in C_0^\infty(\mathbb{R} \setminus \{0\}) \), \( \tilde{\chi} \chi = \chi \) and a smooth function \( \sigma^+ \). But \( \langle x \rangle^s e^{i\sigma^+} \tilde{\chi}(H_0) \langle x \rangle^{-s} \) is bounded for \( s \in \mathbb{R} \), so it suffices to show the boundedness of

\[
\langle x \rangle^{-s} \lim_{t \to \infty} e^{iH} \chi(H) J_0 \left( \frac{x}{T} \right) e^{-iS_I(t, D)} \langle x \rangle^s.
\]  

We have

\[
\left( \phi_i \right| \chi(H) J_0 \left( \frac{x}{T} \right) e^{-iS_I(t, D)} |x|^{2s} e^{iS_I(t, D)} J_0 \left( \frac{x}{T} \right) \chi(H) \phi_i \\
= \left( \phi_i | \chi(H) J_0 \left( \frac{x}{T} \right) |x - \nabla \xi S_I(t, D)|^{2s} J_0 \left( \frac{x}{T} \right) \chi(H) \phi_i \right).
\]

Using the bound of Proposition 4.18.3, we see that (4.18.15) is bounded by \( C \| \langle x \rangle^s \phi \|^2 \). Therefore, (4.18.14) is bounded. \( \square \)
5. Classical $N$–Body Hamiltonians

5.0 Introduction

A system of $N$ non-relativistic particles moving in Euclidean space $\mathbb{R}^n$ is described with phase space $\mathbb{R}^{Nn} \times \mathbb{R}^{Nn}$, with the coordinates

$$(x_1, \cdots, x_N, \xi_1, \cdots, \xi_N),$$

where $(x_i, \xi_i)$ are the position and momentum of the $i$-th particle. Its motion is described by the Hamiltonian

$$H(x, \xi) = \sum_{i=1}^{N} \frac{\xi_i^2}{2m_i} + \sum_{i<j} V_{ij}(x_i - x_j),$$

(5.0.1)

where $m_i$ is the mass of the $i$-th particle and $V_{ij}(x)$ is the interaction potential between particles $i$ and $j$. The most important case of such a Hamiltonian is the one encountered in celestial mechanics where

$$V_{ij}(x) = \frac{-m_im_j}{|x|}.$$  

(5.0.2)

Typical assumptions that we will keep in mind in this chapter are

$$|\partial_x^\alpha V_{ij}(x)| \leq C\langle x \rangle^{-\mu-|\alpha|}, \quad \mu > 0, \quad |\alpha| = 0, 1.$$  

(5.0.3)

This and the next chapter will be devoted to the scattering theory of such systems. In this chapter we will discuss the classical case and in the next chapter the quantum case. In this chapter we will also introduce basic concepts and constructions that are used in the description of $N$-body configuration space. They are common to classical and quantum $N$-body systems. They will be used both in this and the next chapter.

As in Chap. 2, where 2–body Hamiltonians were considered, the aim of scattering theory for $N$–body Hamiltonians is to give a classification of the asymptotic behavior for large times of all trajectories of $H(x, \xi)$.

A number of articles contained in the literature deals with problems connected with the singularity at the origin of the potential (5.0.2) (see e.g. [Sa1] and references therein). This class of questions will not concern us. In fact, throughout this chapter we will assume that the potentials are bounded.
From our point of view, the literature on the classical $N$-body theory is rather limited (see works of Saari [Sa2], Marchal-Saari [MarSa] and Hunziker [Hu2]). On the other hand, the quantum $N$-body problem was studied much more extensively. There are some reasons for this. The results that can be obtained in the quantum $N$-body case are usually more complete and satisfactory than those that describe the classical $N$-body case. In fact, the article [De7], which is the main source for this chapter, was directly inspired by the results of [De8], which concerned the quantum case. Nevertheless, from the pedagogical and logical point of view it seems that it is better to look at classical $N$-body systems first. In particular, some of the important results about classical $N$-body scattering have simpler and more transparent proofs than their quantum counterparts.

Let us briefly describe the contents of this chapter. In Sect. 5.1 we introduce basic concepts used to describe $N$-body systems. We will use the formalism of generalized $N$-body systems. To our knowledge, this formalism was first used by Hörmander in unpublished lecture notes and it was then described by Agmon in [Ag2]. Generalized $N$-body Hamiltonians are functions on the phase space $X \times X'$ of the form

$$H(x, \xi) := \frac{1}{2} \xi^2 + \sum_{b \in B} v^b(x^b),$$

where, for every $b \in B$, $x^b$ is the projection of the vector $x$ on a certain subspace $X^b$. They are sometimes called Agmon Hamiltonians. We will usually call them simply $N$-body Hamiltonians. They provide us with a mathematical framework that makes it possible to describe $N$-body Hamiltonians of the form (5.0.1) and also some other similar Hamiltonians in a particularly convenient way. At the end of Sect. 5.1 we explain how this formalism is related to usual $N$-body Hamiltonians of the form (5.0.1).

In Sect. 5.2 we introduce various functions on the configuration space that are very important in some of the proofs of both classical and quantum $N$-body scattering theory. With these functions, one constructs certain observables on phase space whose Poisson bracket with the Hamiltonian is approximately positive. Functions with an approximately positive Poisson bracket were an important ingredient of a number of papers on scattering theory, notably [Mo1, SS1]. But only in [Gr] it was discovered how to distort these functions to make them more adapted to the $N$-body problem (see also [De6, Ya5]). Our presentation and details of the construction come from [De6, De8]. Sects. 5.1 and 5.2 are prerequisites for the next chapter.

In Sect. 5.3 we prove among other things that the union of all trapping energies for all subsystems is a closed set. The proof of this fact is based on the so-called classical Mourre estimate, which says that a certain observable has a positive Poisson bracket with the Hamiltonian in a certain subset of phase space. The Mourre estimate was first introduced in the quantum case in [Mo1] and [PSS]. Its classical counterpart comes from [Ge1] in the 3-body case and from [Wa2] in the $N$-body case. The construction of the observable that is used in the Mourre estimate is quite technical and can be skipped on the first reading.
Section 5.4 presents a proof of the existence of the asymptotic velocity, that is, the limit
\[
\lim_{t \to \infty} \frac{x(t, y; \eta)}{t} = \xi^+(y, \eta).
\]
This is a very important construction, because it provides us with a nontrivial parametrization of all possible trajectories. Unfortunately, this parametrization is far from being one to one. It has a quantum analog, which actually was discovered first and can be used as an intermediate step in the proof of asymptotic completeness.

Historically, it was the proof of the asymptotic completeness of $N$-body short-range systems that was first (see [SS1] and a later proof in [Gr]). The proof contained in [Gr] inspired the construction of the asymptotic velocity in the quantum case, first in [De6], and then in a somewhat different formalism in [De8]. Only afterwards, in [De7], it was realized that the existence of the asymptotic velocity in the classical case follows by essentially the same arguments.

In physical terms, one expects that every $N$-body system for large time will break into a certain number of almost independent clusters. If we denote the corresponding cluster decomposition by $a$, then we say that such a trajectory is $a$-clustered. The existence of the asymptotic velocity implies that every trajectory is $a$-clustered for a certain cluster decomposition $a$. Note that in the case of $a$-clustered trajectories it is natural too look separately at its internal (intra-cluster) motion, described by the component $x^a(t)$ and the external (inter-cluster) motion, denoted by $x_a(t)$.

At this point we know two functions that describe the asymptotics of trajectories: the full energy $H(y, \eta)$ and the asymptotic velocity $\xi^+(y, \eta)$. One can ask if it is possible to describe the joint image of these two functions inside of $\mathbb{R} \times X$. The main result of Sect. 5.5 says that the closure of this image is contained in a certain set described in terms of trapping energies of subsystems. In Sect. 5.6 we will show that the closure of this image contains another similar set described in terms of the so-called regular trapping energies. This pair of inclusions has a quantum analog, which in fact is more satisfactory: the inclusions are replaced with an identity, the joint image with the joint spectrum and the trapping energies with the thresholds — see [De6, De8] and the next chapter.

The $a$-clustered trajectories whose internal coordinate is bounded for $t \to \infty$ can have various behaviors. Some of them are very unstable. The category that has particularly good properties is the set of trajectories that end up in a "well" of the potential $V^a(x^a)$. For these so-called regular trajectories, it is possible to show certain regularity properties of asymptotic quantities $\xi^+(y, \eta), H^{a;+}(y, \eta)$. These results are also presented in Sect. 5.6.

In the two-body case, we showed that zero-energy trajectories satisfy the following a priori bound
\[
|x(t)| \leq C(t)^{2(2+\mu)}.
\]
It turns out that this bound has an $N$-body analog, which we show in Sect. 5.7. Namely, we prove that every $a$-clustered trajectory satisfies
\[ |x^a(t)| \leq C|t|^{2/(2+\mu)}. \]

This result comes from [De7] and its quantum analog is an important step in the proof of asymptotic completeness in the long-range quantum case contained in [De8].

Classical trajectories that end up in the free region can be described in a much more satisfactory way than those that move in other directions. In particular, it is possible to define free region wave transformations that fully classify all the asymptotically free trajectories. This can be done both in the short-range and in the long-range cases with \( \mu > 0 \). It is described in Sect. 5.8.

Outside of the free region a full description of trajectories seems to be impossible without very severe restrictions on the potentials. In the case of the so-called \( a \)-clustered trajectories, it is usually more difficult to describe the asymptotics of the internal coordinate \( x^a(t) \). On the other hand, the external coordinate \( x_a(t) \) is much better behaved. If \( \mu > 1 \) in (5.0.3), then there exists the limit

\[
\lim_{t \to \infty} (x_a(t) - t\xi_a(t)) := x^+_a.
\]

In the long-range case, if \( S_a(t, \xi_a) \) is a solution of the appropriate Hamilton-Jacobi equation, the limit

\[
\lim_{t \to \infty} (x_a(t) - \nabla_{\xi_a} S_a(t, \xi_a(t))) := x^+_a
\]

exists only under some additional assumptions. In particular, it always exists if \( \mu > \sqrt{3} - 1 \). These facts are shown in Sect. 5.9 and they were first proven in [De7]. Note that this is the same borderline as for the proof of asymptotic completeness in quantum \( N \)-body scattering (see [De8] and the next chapter). In fact, one can argue that the existence of \( x^+_a \) is the correct classical analog of the quantum asymptotic completeness. Nevertheless, the result in the quantum case is much more satisfactory, because it gives a complete classification of states in the Hilbert space, whereas the classification given by \( (H(y, \eta), \xi^+(y, \eta), x^+_a(y, \eta)) \) or \( (H(y, \eta), \xi^+(y, \eta), x^+_a(y, \eta)) \) is only partial.

In the case of regular trajectories, one can show certain regularity properties of the asymptotic quantities \( x^+_a(y, \eta), x^+_a(y, \eta) \), which we indicate in Subsect. 5.9.3.

Hunziker showed in [Hu2] that if the potentials are of compact support, then not only the external motion of \( a \)-clustered trajectories has a good asymptotics, but also the internal motion is asymptotic to a bounded trajectory of the internal Hamiltonian. He proposed to call this property the asymptotic completeness of classical \( N \)-body scattering. In Sect. 5.10 we prove a closely related result. We assume that the potentials decay faster than any exponential. Then the internal motion is asymptotic to a trajectory of the internal Hamiltonian with a zero asymptotic velocity. This can be thought of as another property that can be called the asymptotic completeness of \( N \)-body classical systems.

Let us mention that in the case of 3-body systems with radial potentials it is possible to obtain quite detailed understanding of classical scattering theory (see [Ge3]).
5.1 *N*-Body Systems

In this section we introduce a generalization of *N*-particle Hamiltonians that is originally due to Hörmander and Agmon [Ag2]. We will define various geometric concepts and auxiliary Hamiltonians that are useful in *N*-body scattering theory.

We will see at the end of this section how standard *N*-particle Hamiltonians fit into the more general class of generalized *N*-body Hamiltonians. The reader not familiar with *N*-particle Hamiltonians should first go to the end of the section to get an intuitive feeling for the various definitions that we introduce.

Although the class of generalized *N*-body Hamiltonians was first introduced in the quantum case (see [Ag2]), it is natural to consider it also in the classical case. Actually, the material in this section will also be used to describe quantum Hamiltonians in Chap. 6.

We denote by *X* a finite dimensional Euclidean space. The Euclidean norm of a vector *x* ∈ *X* will be denoted |*x*|. Moreover, we will put

\[ \langle *x* \rangle := \sqrt{x^2 + 1}. \]

Suppose that

\[ \{ *X_b* \mid b \in B \} \] (5.1.1)

is a finite family of subspaces of *X*. Let

\[ \{ *X_a* \mid a \in A \} \] (5.1.2)

be the smallest family of subspaces of *X* satisfying the following conditions:

1. *X* belongs to (5.1.2);
2. the family (5.1.2) is closed with respect to intersection;
3. the family (5.1.1) is contained in (5.1.2).

Subspaces *X_a* will be sometimes called collision planes.

We endow the finite set *A* with a semi-lattice structure by

\[ a \leq b \text{ if } *X_a* \supset *X_b*. \] (5.1.3)

Clearly, there exist unique minimal and maximal elements in *A* denoted by *a_min* and *a_max*. In fact,

\[ *X_a_{min} = *X*, \quad *X_a_{max} = \bigcap_{a \in A} *X_a*. \]

One often assumes that

\[ *X_a_{max} = \{0\}, \]

but this additional condition is not necessary. Clearly, for *a_1*, *a_2* ∈ *A*, there exist a unique element bigger than *a_1* and *a_2*. This element will be denoted by *a_1 \lor a_2*. One has

\[ *X_{a_1 \lor a_2} = *X_{a_1} \cap *X_{a_2}. \]

A chain is an ordered sequence \{*a_1*, \ldots, *a_k*\} of elements of *A* with
The chain is said to connect \( a = a_1 \) to \( b = a_k \). The length of the chain is \( k \). A chain is maximal if one cannot insert a new element into it.

For \( a \in \mathcal{A} \), we denote by \( \#a \) the maximal length of a maximal chain connecting \( a \) to \( a_{\text{max}} \). The number \( \#a \) is called the height of \( a \).

For \( a \in \mathcal{A} \), we denote by \( X^a \) the space \( X_{a}^{\perp} \). We denote by \( \pi^a \) and \( \pi_a \) the orthogonal projections of \( X \) onto \( X^a \) and \( X_a \) respectively. We will often write \( x^a \) and \( x_a \) instead of \( \pi^a x \) and \( \pi_a x \). If \( a \leq b \) then we define

\[
\pi^a \pi_b x = \pi_b \pi_a x =: x^b_a.
\]

The following sets will be important later:

\[
Z_a := X_a \setminus \bigcup_{b \geq a} X_b, \\
Y_a := X \setminus \bigcup_{b \geq a} X_b.
\]

The following elementary proposition describes the “stratified structure” of the family \( \{ Z_a \}_{a \in \mathcal{A}} \).

**Proposition 5.1.1**

The family \( \{ Z_a \}_{a \in \mathcal{A}} \) is a partition of \( X \). It means that

\[
Z_a \cap Z_b = \emptyset, \quad a \neq b, \quad \text{and} \quad X = \bigcup_{a \in \mathcal{A}} Z_a.
\]

Moreover, the family \( \{ Z_b \}_{b \leq a} \) is a partition of \( Y_a \). The set \( Y_a \) is open.

If \( \epsilon, \delta > 0 \) then it is useful to define the following sets:

\[
X^\epsilon_a := \{ x \in X \mid \text{dist}(x, X_a) < \epsilon \}, \\
Z_a^\delta := X_a \setminus \bigcup_{b \geq a} X_b^\delta, \\
Z_a^{\epsilon, \delta} := X_a \setminus \bigcup_{b \geq a} X_b^{\epsilon, \delta}, \\
Y_a^{\epsilon, \delta} := X \setminus \bigcup_{b \geq a} X_b^{\epsilon, \delta}.
\]

(5.1.4)

The following class of functions will be especially useful in our study of \( N \)-body systems:

**Definition 5.1.2**

Let \( f \) be a function \( X \ni x \mapsto f(x) \in \mathbb{C} \). We say that \( f \in \mathcal{F} \) if, for any \( a \in \mathcal{A} \), there exists a neighborhood \( \mathcal{U}_a \) of \( X_a \) such that \( f \) depends within \( \mathcal{U}_a \) only on \( x_a \).

Let us now introduce the definition of a (generalized) many-body Hamiltonian.
Definition 5.1.3

Let $X$ be a Euclidean space and let $\{X_b \mid b \in \mathcal{B}\}$ be a finite family of linear subspaces. For each $b \in \mathcal{B}$, let $v^b \in C^{1,1}(X^b)$ be a real function such that

$$\lim_{|x^b| \to \infty} v^b(x^b) = 0. \quad (5.1.5)$$

Then the classical Hamiltonian on $X \times X'$

$$H(x, \xi) := \frac{1}{2}\xi^2 + \sum_{b \in \mathcal{B}} v^b(x^b)$$

is called a (generalized) many-body Hamiltonian.

Let $\mathcal{A}$ be the corresponding lattice of subspaces and

$$N := \#a_{\min}.$$

Then $H(x, \xi)$ is also called an $N$-body Hamiltonian.

For any $a \in \mathcal{A}$, we set

$$V(x) := \sum_{b \in \mathcal{B}} v^b(x^b), \quad \text{and} \quad V^a(x^a) := \sum_{b \leq a} v^b(x^b).$$

We define

$$H_a(x, \xi) := \frac{1}{2}\xi^2 + V^a(x^a).$$

Clearly, $H = H_{\text{max}}$. Note that

$$H_a(x, \xi) = \frac{1}{2}\xi^2 + H^a(x^a, \xi^a), \quad \text{where} \quad H^a(x^a, \xi^a) := \frac{1}{2}(\xi^a)^2 + V^a(x^a).$$

Clearly, $H^a$ is a many-body Hamiltonian on the space $X^a$. The corresponding lattice of collision planes is indexed by $\mathcal{A}^a := \{b \leq a\}$.

If we set

$$I_a(x) := V(x) - V^a(x^a),$$

then we have

$$H(x, \xi) = H_a(x, \xi) + I_a(x).$$

Since $X^{a_{\min}} = \{0\}$, it is convenient to assume that

$$v^{a_{\min}}(x^{a_{\min}}) = 0.\quad \text{We then have} \quad V^{a_{\min}}(x^{a_{\min}}) = 0 \quad \text{and} \quad H^{a_{\min}}(x^{a_{\min}}, \xi^{a_{\min}}) = 0$$

on the phase space $\{0\} \times \{0\}$. We will also define the Liouville derivative
\[ D := \frac{d}{dt} + \{ H(x, \xi), \cdot \}. \]

To end this section, we will explain how standard \( N \)–body Hamiltonians fit into the class of generalized \( N \)–particle ones.

The configuration space of a system of \( N \) \( \nu \)-dimensional particles is

\[ X_1 \times \cdots \times X_N, \]

where \( X_1 = \cdots = X_N = \mathbb{R}^\nu \). An \( N \)–particle Hamiltonian is a function on \( X_1 \times \cdots \times X_N \times X'_1 \times \cdots \times X'_N \) given by

\[ H(x, \xi) = \sum_{i=1}^{N} \frac{\xi_i^2}{2m_i} + \sum_{i<j} V_{ij}(x_i - x_j). \tag{5.1.6} \]

It describes the motion of \( N \) particles of masses \( m_i \) interacting through pair potentials \( V_{ij}(x_i - x_j) \), which are usually assumed to go to 0 at infinity.

Let us now identify various concepts from the formalism of generalized \( N \)-body Hamiltonians in the case of (5.1.6). We have

\[ X = X_1 \times \cdots \times X_N, \]

where the scalar product is defined by the quadratic form

\[ \sum_{i=1}^{N} m_i x_i^2. \tag{5.1.7} \]

The set \( \mathcal{B} \) is the set of pairs in \( \{ 1, \ldots, N \} \).

The set \( \mathcal{A} \) is the set of partitions of \( \{ 1, \ldots, N \} \), whose elements \( a \) will also be written as

\[ a = \{ C_1, \ldots, C_k \}. \]

The sets \( C_i \) are traditionally called clusters and \( a \in \mathcal{A} \) are called cluster decompositions. The set \( \mathcal{A} \) is endowed with its natural lattice structure by saying that \( a \leq b \) if \( a \) is finer than \( b \), that is, all clusters of \( a \) are included in clusters of \( b \). Note that the height \( \#a \) is equal to the number of clusters in \( a \).

For a pair \( i, j \) of indices, we will denote by \( (i, j) \) the smallest partition having \( \{ i, j \} \) as one of its clusters. Then we define

\[ X_a = \{ x \in X \mid x_i = x_j, \ (i, j) \leq a \}. \tag{5.1.8} \]

In other words,

\[ X_a = \{ x \in X \mid \text{for every } m = 1, \ldots, k, \text{ if } i, j \in C_m, \text{ then } x_i = x_j \}. \]

It is immediate to verify that the family \( \{ X_a \}_{a \in \mathcal{A}} \) defined in (5.1.8) satisfies the conditions specified at the beginning of the section. Moreover, the lattice structure defined by (5.1.3) coincides with the one introduced above.
A special role is played by the maximal cluster decomposition $a_{\text{max}} = \{1, \ldots, N\}$. Clearly,

$$X_{a_{\text{max}}} = \{x \mid x_1 = \cdots = x_N\},$$

$$X^{a_{\text{max}}} = \{x \mid m_1 x_1 + \cdots + m_N x_N = 0\}.$$ 

Note that $X_{a_{\text{max}}}$ is the subspace of the center-of-mass motion and $H^{a_{\text{max}}}$ is the full Hamiltonian without the center-of-mass motion. The space $X^{a_{\text{max}}}$ is sometimes called the reduced configuration space of the system and $H^{a_{\text{max}}}$ is called the reduced Hamiltonian. We have

$$H(x, \xi) = \frac{1}{2} \xi^{2}_{a_{\text{max}}} + H^{a_{\text{max}}}(x^{a_{\text{max}}}, \xi^{a_{\text{max}}}),$$

therefore the reduced Hamiltonian contains the whole nontrivial information about the system.

For an arbitrary $a$, the Hamiltonian $H^{a}(x^{a}, \xi^{a})$ describes the internal motion of the clusters $C_1, \ldots C_k$ and $\frac{1}{2} \xi^{2}_{a}$ describes the kinetic energy of the relative motion of the clusters $C_1, \ldots, C_k$.

Below we give some pictures that show typical low-dimensional configuration spaces of many-body systems.

In the case of a 2-body system, the full configuration space is 2-dimensional, and there are just two collision planes corresponding to $a_{\text{min}} = \{\{1\}, \{2\}\}$ and $a_{\text{max}} = \{1, 2\}$.

![Fig. 5.1. Configuration space of a 2-body system.](image)

The configuration space of a system of 3 one-dimensional particles is 3-dimensional. On the following picture, we show the reduced configuration space of such a system, which is 2-dimensional. The picture shows the collision planes corresponding to all five cluster decompositions:
5. Classical $N$–Body Hamiltonians

\[
\begin{align*}
    a_{\text{max}} &= \{\{1,2,3\}\}, \quad \# = 1, \\
    (1,2), \; (2,3), \; (3,1), \quad \# = 2, \\
    a_{\text{min}} &= \{\{1\},\{2\},\{3\}\}, \quad \# = 3.
\end{align*}
\]

**Fig. 5.2.** Reduced configuration space of a 3–body system.

Probably the most complicated $N$-body configuration space whose picture it is still possible to draw is the reduced space of a system of 4 one-dimensional particles. This configuration space is 3-dimensional. On the following picture, we show the unit sphere in this space and its intersections with collision planes.

In the case of a reduced 4-body system, 3-cluster decompositions are labeled by pairs of particles. They correspond to 2-dimensional collision planes and their intersections with the sphere are big circles. Every two 3-cluster collision planes intersect along a line that corresponds to a certain 2-cluster decomposition. Every such a line intersects the sphere at two points, one of which is shown at the picture.
To finish the section, let us mention some other Hamiltonians slightly different from the standard ones that can be considered as generalized $N$–particle Hamiltonians. The first example is obtained by allowing particles not only with pair interactions but also with triple, quadruple, etc. interactions. In the quantum case, such models are quite common in nuclear physics. For example, a potential describing a triple interaction between particles $i, j, k$ would be of the form

$$V_{ijk}(x_i - x_j, x_j - x_k),$$

where $V_{ijk}(x, y)$ goes to $0$ when $|x|$ or $|y|$ go to $\infty$. Such a potential is of the form $v^a(x^a)$ for

$$a = \{\{i, j, k\}, \{i\}, \ldots, \{i_{N-3}\}\}.$$

Another example is obtained by adding some particles of infinite masses. One then obtains a Hamiltonian of the form

$$H(x, \xi) = \sum_{i=1}^{N} \frac{\xi_i^2}{2m_i} + \sum_{i<j} V_{ij}(x_i - x_j) + \sum_{i} V_i(x_i). \quad (5.1.9)$$

Note that in this case $H(x, \xi)$ is no more translation invariant and we have $X_{\text{d-max}} = \{0\}$.

The configuration space of such a system is $X = X_1 \times \cdots \times X_n$, where $X_j$ are configuration spaces of particles having a finite mass, so it is the same as in the system of $N$ particles, but the family of collision planes is different. Namely, to the usual family of subspaces corresponding to cluster decompositions we have to add the subspaces \{(x_1, \ldots, x_N) \mid x_j = 0\} and their intersections.

**Fig. 5.3.** A sphere in the reduced configuration space of a 4–body system.
Below we give a picture that shows the configuration space of a system of 2 particles interacting with a particle of infinite mass.

![Configuration space diagram](image)

**Fig. 5.4.** A 3-body system with one particle of infinite mass.

### 5.2 Some Special Observables

One of the most important techniques of scattering theory is the use of observables having an approximately positive Poisson bracket with the Hamiltonian. An especially successful example of such an observable is the so-called Graf’s vector field. This section will be devoted mostly to a construction of this vector field, or actually, of its “potential” – a scalar function on the configuration space. Graf’s vector field appeared originally in [Gr]. The function $R(x)$, whose gradient is essentially Graf’s vector field, first appeared in [De6]. Its construction that we are going to present is taken from [De6, De8].

The function $R(x)$ is a distortion of $x^2/2$. At the end of this section we will study another useful observable, $r(x)$, which is a distortion of $|x|$. This observable first appeared in [Yaf5], and was then used in [De8] to prove the asymptotic completeness of long-range $N$-body systems.

Note also that similar functions having an approximately positive Poisson bracket with the Hamiltonian were used before [Gr], especially in [SS1]. The main discovery of [Gr] was the idea how to distort these functions in a vicinity of collision planes, which considerably simplified the study of $N$-body systems.

Let $\rho = \{\rho_a, a \in A\}$ be a sequence of numbers indexed with elements of $A$ such that $\rho_{a_{\text{min}}} = 0$. We define

$$\Xi^a_\rho := \{x \in X \mid x^2_a + \rho_a \geq x^2_b + \rho_b, \forall b \neq a\}. \quad (5.2.1)$$
We will say that a sequence $\rho$ is admissible iff there exists $\delta > 0$ such that

$$\Xi^\rho_a \cap X^\delta_b = \emptyset, \ b \leq a.$$ 

In applications to $N$-body systems, we will need a family of sets $\Xi^\rho_a$ with an admissible $\rho$. Such a family of sets we will call a Graf partition. On the following picture we show a typical Graf partition for a 3-body system.

![Graf partition](image)

**Fig. 5.5.** Graf partition on the configuration space of a 3—body system.

The following picture of the configuration space of a simplified 4—body system will be used to illustrate the properties of admissible partitions of unity.

![Configuration space](image)

**Fig. 5.6.** A sphere in the configuration space of a simplified 4—body system.
If we choose a non-admissible \( \rho \), we still get a partition of the configuration space with a positive Poisson bracket, but it does not have the properties that we need. An example is shown on the picture below.

![Non-admissible partition](image)

**Fig. 5.7.** A non-admissible partition on the 4—body configuration space.

The next picture shows an admissible partition of unity for the simplified 4—body system.

![Admissible partition](image)

**Fig. 5.8.** An admissible partition on the 4—body configuration space.

**Proposition 5.2.1**

(i) For \( a \neq b \), the intersection \( \Xi_a^\rho \cap \Xi_b^\rho \) is a set of measure zero. The sets \( \{\Xi_a^\rho\}_{a \in A} \) are closed and

\[
\bigcup_{a \in A} \Xi_a^\rho = X. \tag{5.2.2}
\]

(ii) There exist admissible sequences \( \rho \). More precisely, for any \( \epsilon > 0 \), there exists \( \delta > 0 \) and a sequence \( \rho \) such that
\[ \Xi_a^\rho \subset Z_a^{\delta} = X_a^\delta \setminus \bigcup_{b \geq a} X_b^\delta. \] (5.2.3)

Moreover, such \( \rho \) satisfies
\[ X_a^\delta \subset \bigcup_{a \leq b} \Xi_b^\rho. \] (5.2.4)

**Proof of Proposition 5.2.1 (i).** It is obvious that the sets \( \Xi_a^\rho \) are closed and that their union is \( X \). The intersection \( \Xi_a^\rho \cap \Xi_b^\rho \) is a zero set of a non-trivial quadratic polynomial, hence of zero Lebesgue measure. \( \square \)

In the proof of (ii) we will use the following simple geometric observation.

**Lemma 5.2.2**
There exists \( M > 0 \) such that we have
\[ M|x^{a\vee b}|^2 \leq |x^a|^2 + |x^b|^2, \ a, b \in A. \] (5.2.5)

**Proof.** For \( a, b \in A \), we have
\[ X^{a \vee b} = X^a \oplus X^b. \]
Therefore \( \sqrt{|x|^2 + |x^b|^2} \) is a norm on \( X^{a \vee b} \), which is clearly equivalent to the usual norm \( |x^{a \vee b}| \), because the space is finite dimensional. Therefore, there exists a constant \( M > 0 \) such that (5.2.5) is true. \( \square \)

Now suppose that \( \rho \) is an arbitrary sequence with \( \rho_{a_{\min}} = 0 \). We split our study of the set \( \Xi_a^\rho \) in a series of lemmas.

**Lemma 5.2.3**
If \( a \neq a_{\min} \), then
\[ \Xi_a^\rho \subset X_a^{\infty}. \]

**Proof.** If \( x \in \Xi_a^\rho \), then
\[ x_a^2 + \rho_a \geq x^2. \]
Therefore,
\[ |x_a|^2 \leq \rho_a. \] \( \square \)

**Lemma 5.2.4**
For any \( a, b \in A \),
\[ \Xi_a^\rho \cap X_b^{\sqrt{\rho_a - \rho_b}} = \emptyset. \]
Proof. We have
\[ x^2 + \rho_a \geq x_a^2 + \rho_a \geq x_b^2 + \rho_b. \]
Therefore
\[ |x^b|^2 \geq \rho_b - \rho_a. \]
\[ \square \]

Lemma 5.2.5
For any \(a, b \in \mathcal{A}\),
\[ \Xi^\rho \cap X_b \sqrt{M(\rho_{a \lor b} - \rho_a) - \rho_a} = \emptyset. \]

Proof. We have
\[ x^2 + \rho_a \geq x_a^2 + \rho_a \geq x_{a \lor b}^2 + \rho_{a \lor b}. \]
Therefore
\[ |x_{a \lor b}|^2 \geq \rho_{a \lor b} - \rho_a. \]
By Lemma 5.2.2, this yields
\[ |x^a|^2 + |x^b|^2 \geq M(\rho_{a \lor b} - \rho_a). \]
By Lemma 5.2.3, this implies
\[ |x^b|^2 \geq M(\rho_{a \lor b} - \rho_a) - \rho_a. \]
\[ \square \]

Proof of Proposition 5.2.1. Let \(\gamma > 0\). Choose \(\rho\) such that
\[ \rho_a \leq \epsilon, \ a \in \mathcal{A}, \]
\[ \rho_b > \frac{M+1+\gamma}{M} \rho_a, \ \#b < \#a, \ a, b \in \mathcal{A}. \]
If \(\#b < \#a\), then
\[ \rho_b - \rho_a > \frac{M+1+\gamma}{M} \rho_a - \rho_a = (1 + \gamma) M^{-1} \rho_a =: \delta^{2}_{a,1} > 0. \]
If \(\#b \geq \#a\) and \(b \not\preceq a\), then, clearly, \(\#(a \lor b) < \#a\). Hence
\[ M(\rho_{a \lor b} - \rho_a) - \rho_a > M \left( \frac{M+1+\gamma}{M} - 1 \right) \rho_a - \rho_a = \gamma \rho_a =: \delta^{2}_{a,2} > 0. \]
Therefore, by Lemmas 5.2.3, 5.2.4 and 5.2.5, we have
\[ \Xi^\rho_a \subset X^\rho_a \setminus \left( \bigcup_{b < a} X^\delta_{a,1}_b \cup \bigcup_{b > a, b \notin a} X^\delta_{a,2}_b \right). \]

This implies (5.2.3). Let us now prove that (5.2.3) implies (5.2.4). Observe that if \( a \not\leq b \), then

\[ \Xi^\rho_b \subset X \setminus X^\delta_a. \]

Hence

\[ \bigcup_{a \notin b} \Xi^\rho_a \subset X \setminus X^\delta_a. \]

By (5.2.2), this implies (5.2.4). \( \square \)

Let us now put

\[ q^\rho_a(x) := \mathbf{1}_{\Xi^\rho_a}(x), \quad (5.2.6) \]

\[ R^\rho(x) := \frac{1}{2} \max_{a \in A} \{ x^2_a + \rho_a \}. \quad (5.2.7) \]

The next proposition describes some properties of \( R^\rho \) and \( \{ q^\rho_a \}_{a \in A} \). Note that the first identity of this proposition is only valid almost everywhere. Besides, all the derivatives in this proposition are in the distributional sense.

On the following picture, we show the vector field \( \nabla_x R(x) \) for a system of 3 particles. \( \nabla_x R(x) \) is often called a Graf vector field.

![Vector Field](image_url)

**Fig. 5.9.** Level sets and gradient of \( R^\rho \) on the 3-body configuration space.

**Proposition 5.2.6**

\( R^\rho \) is a continuous convex function. Moreover, one has
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(i) $R^\rho(x) = \sum_{a \in A} \frac{1}{2} q_a^\rho(x)(x_a^2 + \rho_a),$

(ii) $\nabla_x R^\rho(x) = \sum_{a \in A} x_a q_a^\rho(x),$

(iii) $\nabla_x^2 R^\rho(x) \geq \sum_{a \in A} \pi_a q_a^\rho(x),$

(iv) $\xi \nabla^2 R^\rho(x)\xi - \xi \nabla R^\rho(x) - \nabla R^\rho(x)\xi + 2R^\rho(x)
\geq \sum_{a \in A} q_a^\rho(x)|\xi_a - x_a|^2, \quad \xi \in X + iX,$

(v) $\max\{x^2, C_1\} \leq 2R^\rho(x) \leq x^2 + C_2, \quad \text{for some} \quad C_1, C_2 > 0,$

(vi) if $\rho$ is admissible, then $R^\rho, q_a^\rho \in \mathcal{F}.$

**Proof.** The function $R^\rho(x)$ is, clearly, continuous, as the supremum of a finite family of continuous functions. It is convex, as the supremum of a family of convex functions. In other words, its second distributional derivative is a measure with values in positive matrices. Inside $\text{Int} \Xi^\rho_a$ we have

$$\nabla^2_x R^\rho = \pi_a.$$

This proves (iii).

The set $X \setminus \bigcup_{a \in A} \text{Int} \Xi^\rho_a$ is the union of subsets of zero sets of quadratic polynomials. Therefore it has codimension 1, and hence it is of measure zero. Inside $\text{Int} \Xi^\rho_a$ we have

$$R^\rho_a = \frac{1}{2}(x_a^2 + \rho_a).$$

This implies (i).

Any convex function is differentiable almost everywhere in the usual sense and its distributional derivative is equal to its usual derivative. Inside $\text{Int} \Xi^\rho_a$ we have

$$\nabla_x R^\rho = x_a.$$

Therefore (ii) is true.

(i), (ii), (iii) and the positivity of $\rho_a$ imply (iv). The properties (v) and (vi) are obvious. This completes the proof of the lemma. □

We will now smooth out $R^\rho$ and $\{q_a^\rho\}_{a \in A}.$

It follows from the proof of Proposition 5.2.1 that we can find two sequences $\rho^- \text{ and } \rho^+$ such that $\rho^-_{a_{\text{min}}} = \rho^+_{a_{\text{min}}} = 0$, $\rho^-_a < \rho^+_a$ for $a \neq a_{\text{min}}$ and if $\rho^-_a \leq \rho_a \leq \rho^+_a$, $a \in A$, then $\rho$ is admissible. We fix two such sequences. We also fix a function

$$f \in C^\infty_0 \left( \times_{a \neq a_{\text{min}}} [\rho^-_a, \rho^+_a] \right) \quad \text{such that} \quad f \geq 0, \quad \int f(\rho)\,d\rho = 1,$$

where $d\rho = \otimes_{a \neq a_{\text{min}}} d\rho_a.$ We define
$$R(x) := \int f(\rho) R^a(x) d\rho,$$

$$q_a(x) := \int f(\rho) q^a_\rho(x) d\rho,$$

**Lemma 5.2.7**

$R(x)$ is a smooth convex function. Moreover one has:

1. \( \max\{x^2, C_1\} \leq 2R(x) \leq x^2 + C_2, \text{ for some } C_1, C_2 > 0, \)
2. \( \nabla_x R(x) = \sum_{a \in A} x_\alpha q_a(x), \)
3. \( \nabla_x^2 R(x) = \sum_{a \in A} \pi_\alpha q_a(x) - x_\alpha \nabla_x q_a(x) \geq \sum_{a \in A} \pi_\alpha q_a(x), \)
4. \( \xi \nabla^2 R(x) \xi - \tilde{\xi} \nabla R(x) - \nabla R(x) \xi + 2R(x) \geq \sum_{a \in A} q_a(x) |\xi_a - x_a|^2, \quad \xi \in X + iX, \)
5. \( R, q_a \in \mathcal{F}, \quad a \in A, \)
6. the following functions are bounded:
   \( \partial^\alpha (2R(x) - x^2), \quad \alpha \in \mathbb{N}^n, \)
   \( \partial^\alpha (x \nabla_x R(x) - x^2), \quad \alpha \in \mathbb{N}^n, \)
   \( \partial^\alpha (x \nabla_x^2 R(x) x - x^2), \quad \alpha \in \mathbb{N}^n. \)

**Proof.** The properties (i)-(v) of Lemma 5.2.7 are immediate consequences of Lemmas 5.2.6.

Let us now prove property (vi) of Lemma 5.2.7. We will actually prove the following more general estimate:

$$|\partial^\alpha (x \nabla_x)^k (2R(x) - x^2)| \leq C_{\alpha, k}, \quad k \in \mathbb{N}, \quad \alpha \in \mathbb{N}^n. \quad (5.2.8)$$

Note that

$$x \nabla_x R(x) - x^2 = x \nabla_x (R(x) - \frac{1}{2} x^2),$$

$$x \nabla_x^2 R(x) x - x^2 = (x \nabla_x)^2 - x \nabla_x \left( \frac{1}{2} R(x) - \frac{1}{4} x^2 \right).$$

Therefore (5.2.8) will imply (vi).

Note that

$$2R(x) - x^2 = \sum_{a \in A} \int \left( |x^a|^2 + \rho_a q^a_\rho(x) f(\rho) \right) d\rho. \quad (5.2.9)$$

Let us fix \( a \neq a_{\min} \) and a subset \( \{a_1, a_2, \ldots, a_n\} \subset A \setminus \{a_{\min}\} \). Let us also label the elements of \( A \setminus \{a, a_{\min}, a_1, \ldots, a_n\} \) as \( \{b_1, \ldots, b_m\} \).
Our aim will be to estimate the derivatives of the $a$th term in the sum (5.2.9) for $x \in X$ such that

$$x_a^2 + \rho_a^- \leq x_a^2 + \rho_a^+, \quad j = 1, \ldots, n,$$

and

$$x_a^2 + \rho_a^- > x_{b_k}^2 + \rho_{b_k}^+, \quad k = 1, \ldots, m.$$  

Obviously, any $x \in X$ satisfies such conditions for some subset $\{a_1, a_2, \ldots, a_n\} \subset \mathcal{A}\setminus\{a, a_{\min}\}$.

For $j = 1, \ldots, n$, we set

$$\bar{\rho}_a := \rho_a - \rho_a + x_a^2 - x_a^2$$

and

$$\bar{f}(\rho_a, \rho_{a_1}, \ldots, \rho_{a_n}) = \int f(\rho_a, \rho_{a_1}, \ldots, \rho_{a_n}, \rho_{b_1}, \ldots, \rho_{b_m}) \, d\rho_{b_1} \cdots d\rho_{b_m}.$$  

We have the following identity

$$\bar{f}(\rho_a, \rho_{a_1}, \ldots, \rho_{a_n}) = \int f(\rho_a, \rho_{a_1}, \ldots, \rho_{a_n}, \rho_{b_1}, \ldots, \rho_{b_m}) \, d\rho_{b_1} \cdots d\rho_{b_m}.$$  

We have the following identity

$$\int (|x_a^2 + \rho_a|g_a^p(x)f(\rho) \, d\rho$$

$$= \int (|x_a^2 + \rho_a|g_a^p(x)f(\rho, \rho_{a_1}, \ldots, \rho_{a_n}) \, d\rho_a \, d\rho_{a_1} \cdots d\rho_{a_n}$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{0} \int_{-\infty}^{\infty} d\rho_a \, f^{0}(\bar{\rho}_{a_1} \cdots d\rho_{a_n}$$

$$\int (|x_a^2 + \rho_a|f(\rho_a, \rho_{a_1} + \rho_a - x_{a_1}^2, \ldots, \rho_{a_n} + \rho_a - x_{a_n}^2 + x_a^2)).$$

Now note that on the support of the above integral we have

$$|x_a^2| \leq \rho_a^+.$$  

Therefore, $|x - x_a| \leq C_1$.

Moreover,

$$x_a^2 - x_{a_j}^2 \leq \rho_a^+ - \rho_a^-.$$  

Therefore,

$$x^2 - x_{a_j}^2 = x^2 - x_a^2 + x_a^2 - x_{a_j}^2 \leq \rho_a^+ + \rho_a^+ - \rho_a^-.$$  

Hence $|x - x_{a_j}| \leq C_2$.

Thus, on the support of the integrand we have

$$|x_a - x_{a_j}| \leq |x_a - x_a| + |x - x_{a_j}| \leq C_1 + C_2.$$  

(5.2.12)

Now we remark that

$$\partial_a^2(x \nabla x)^k f(\rho_a, \rho_{a_1} + \rho_a + x_{a_1}^2 - x_a^2, \ldots, \rho_{a_{n-1}} + \rho_a + x_{a_{n-1}}^2 - x_{a}^2)$$

is a linear combination of terms of the form
\begin{equation}
(x^2_{a_1} - x^2_a)^{k_1} \cdots (x^2_{a_{n-1}} - x^2_a)^{k_n} (x_{a_1} - x_a)^{a_1} \cdots (x_{a_{n-1}} - x_a)^{a_n} \\
\times \partial_{\rho_{a_1}}^{b_1} \cdots \partial_{\rho_{a_n}}^{b_n} \tilde{f}(\rho_a, \rho_{a_1} + \rho_a + x_{a_1}^2 - x_a^2, \ldots, \rho_{a_n} + \rho_a + x_{a_n}^2 - x_a^2).
\end{equation}

By (5.2.11) and (5.2.12), this is bounded. \qed

**Proposition 5.2.8**

The set $\mathcal{F} \cap C_0^\infty(X)$ is dense in $C_0(X)$ in the uniform topology.

**Proof.** It is enough to show that one can approximate functions of $C_0^\infty(X)$ with elements of $\mathcal{F} \cap C_0^\infty(X)$.

Let $f \in C_0^\infty(X)$. Clearly, $f$ is uniformly continuous. Therefore given $\delta > 0$ there exists $\epsilon > 0$ such that

$$|x_1 - x_2| < \epsilon \quad \text{implies} \quad |f(x_1) - f(x_2)| < \delta.$$  

We construct a partition of unity $q_a$ as in Lemma 5.2.7 with the requirement that $\text{supp} q_a \subset X_a$. We set

$$\tilde{f}(x) := \sum_{a \in \mathcal{A}} q_a(x) f(x_a).$$

Clearly, $\tilde{f} \in \mathcal{F} \cap C_0^\infty(X)$. Moreover,

$$f(x) - \tilde{f}(x) = \sum_{a \in \mathcal{A}} (f(x_a) - f(x)) q_a(x).$$

Therefore,

$$|f(x) - \tilde{f}(x)| \leq \sum_{a \in \mathcal{A}} |f(x_a) - f(x)| q_a(x) \leq \delta \sum_{a \in \mathcal{A}} q_a(x) \leq \delta.$$

\qed

Another function on the configuration space that will play an important role in our considerations is

$$r(x) := \sqrt{2R(x)}.$$  

The following lemma describes the properties of $r(x)$.

**Lemma 5.2.9**

$r(x)$ is a smooth convex function. It belongs to $\mathcal{F}$. It satisfies

$$\max\{|x|, C_1\} \leq r(x) \leq |x| + C_2,$$

for some $C_1, C_2 > 0$. Moreover,

$$|\partial^\alpha_x (r(x) - \langle x \rangle)| \leq C_\alpha \langle x \rangle^{-1}, \quad \alpha \in \mathbb{N}^n,$$

$$|\partial^\alpha_x (x \nabla_x r(x) - \langle x \rangle)| \leq C_\alpha \langle x \rangle^{-1}, \quad \alpha \in \mathbb{N}^n,$$

$$|\partial^\alpha_x (x \nabla_x^2 r(x)x)| \leq C_\alpha \langle x \rangle^{-1}, \quad \alpha \in \mathbb{N}^n. \quad (5.2.13)$$
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**Proof.** Note that, by (5.2.7), the polynomial

$$\mathbb{R} \ni t \mapsto t^2 \xi \nabla^2 R(x) \xi - 2 \nabla R(x) \xi + 2 R(x)$$

is nonnegative. Hence its discriminant is negative, which means that

$$4(\xi \nabla R(x))^2 - 8 \xi \nabla^2 R(x) \xi R(x) \leq 0.$$ Consequently,

$$\xi \nabla^2 r(x) \xi = \frac{1}{\sqrt{2R(x)}} \left( \nabla^2 R(x) - \frac{\nabla R(x) \nabla R(x)}{2R(x)} \right) \xi \geq 0.$$ This proves the convexity of $r(x)$.

Now we would like to show (5.2.13). Actually, we will prove a more general estimate

$$|\partial_x^\alpha (x \nabla x)^k (r(x) - \langle x \rangle)| \leq C_{\alpha,k} \langle x \rangle^{-1}, \ k \in \mathbb{N}, \ \alpha \in \mathbb{N}^n. \quad (5.2.14)$$

If we note that

$$x \nabla x r(x) - |x| = x \nabla x (r(x) - |x|),$$

$$x \nabla^2 r(x) x = ((x \nabla x)^2 - x \nabla x) (r(x) - |x|),$$

then we see that (5.2.14) implies (5.2.13).

By (5.2.8), we clearly have

$$|\partial_x^\alpha (x \nabla x)^k R(x)| \leq C \langle x \rangle^{\max(2 - |\alpha|, 0)}, \ k \in \mathbb{N}, \ \alpha \in \mathbb{N}^n.$$ Therefore,

$$|\partial_x^\alpha (x \nabla x)^k r(x)| \leq C \langle x \rangle^{\max(1 - |\alpha|, -1)}, \ k \in \mathbb{N}, \ \alpha \in \mathbb{N}^n.$$ Obviously,

$$|\partial_x^\alpha (x \nabla x)^k \langle x \rangle| \leq C \langle x \rangle^{1 - |\alpha|}, \ k \in \mathbb{N}, \ \alpha \in \mathbb{N}^n.$$ The above two estimates imply easily

$$|\partial_x^\alpha (x \nabla x)^k (r(x) + \langle x \rangle)^{-1}| \leq C \langle x \rangle^{\max(-1 - |\alpha|, -3)}, \ k \in \mathbb{N}, \ \alpha \in \mathbb{N}^n.$$ This is actually a stronger inequality than what we need, for our purposes it would suffice to know that

$$|\partial_x^\alpha (x \nabla x)^k (r(x) + \langle x \rangle)^{-1}| \leq C \langle x \rangle^{-1}, \ k \in \mathbb{N}, \ \alpha \in \mathbb{N}^n. \quad (5.2.15)$$ Now (5.2.14) follows from the identity

$$r(x) - \langle x \rangle = \frac{2 R(x) - \langle x \rangle^2}{r(x) + \langle x \rangle},$$

from the estimate (5.2.15) and from (5.2.8). \ \square
5.3 Bounded Trajectories and the Classical Mourre Estimate

In this section we begin our study of N-body Hamiltonians. We assume in this section that the potential satisfy

\[
\lim_{|x^b| \to \infty} \langle x^b | \nabla_x v^b(x^b) \rangle = 0, \ b \in \mathcal{B}. \tag{5.3.1}
\]

We will study bounded and unbounded trajectories of N-body systems. One of the concepts that we will use will be that of \textit{trapping energies}, that is, the energies at which bounded trajectories exist. We will show a certain relationship between the set of trapping energies of the full system and the sets of trapping energies of subsystems.

The main tool used in this section will be the so-called classical Mourre estimate. This estimate says that a certain observable, which is a modification of \( \langle x, \xi \rangle \), has a positive Poisson bracket with the Hamiltonian in a certain region of phase space. This construction is based on an analogous construction of the quantum case [Mo1, PSS] and in the classical case was first given in [Ge1] in the 3-body case and in [Wa2] in the N-body case.

Let us first introduce some definitions.

**Definition 5.3.1**
For \( a \in A \), we define \( \mathcal{B}^{a+} \) to be the set of \((y^a, \eta^a) \in X^a \times X^a \) such that \( x^a(t, y^a, \eta^a) \) is bounded for \( t > 0 \), where (exceptionally) we denote by \( x^a(t, y^a, \eta^a) \) the trajectory generated by \( H^a(x^a, \xi^a) \) with the initial conditions \((y^a, \eta^a)\).

The set \( \sigma^a := H^a(\mathcal{B}^{a+}) \)

is called the set of trapping energy levels of \( H^a(x^a, \xi^a) \). Note that \( \sigma^{a_{\min}} = \{0\} \).

We also define \( \tau^a := \bigcup_{b < a} \sigma^b \).

We will denote simply by \( \sigma, \tau \) the sets \( \sigma^{a_{\max}}, \tau^{a_{\max}} \).

Note that \( \tau \) is an analog of the set of thresholds of the quantum Hamiltonian \( H \).

Let us first notice an immediate property of the sets \( \tau \) and \( \sigma \).

**Proposition 5.3.2**

(i) \( \left[ \min_{a \neq a_{\max}} \inf V^a(x^a), 0 \right] \subset \tau \),

(ii) \( \left[ \inf V(x), \min_{a \neq a_{\max}} \inf V^a(x^a) \right] \subset \sigma \).
Proof. Let \( \inf V(x) < \lambda < \min_{a \neq a_{\text{max}}} \inf V^a(x^a) \). Then \( V^{-1}(\{\lambda\}) \) is a non-empty set. The trajectory with initial conditions \((y, 0)\) for some \( y \in V^{-1}(\{\lambda\}) \) is confined to \( V^{-1}([-\infty, \lambda]) \), which is a compact set. Hence \( \lambda \in \sigma \). This proves (ii).

To prove (i), we note that

\[
\bigcup_{a \neq a_{\text{max}}, a \neq a_{\text{min}}} [\inf_{b<a} V^b \cap \{0\} = [\min V^a(x^a), 0].
\]

\[\square\]

In particular, the set \( \tau \) of “classical thresholds” usually contains some intervals. On the contrary, in the quantum case, we will see that the set of thresholds is much smaller.

The main results of this section are the following two theorems.

**Theorem 5.3.3**
Let \( [\lambda_1, \lambda_2] \subset \mathbb{R}\backslash \tau \). Then there exist constants \( C_1 \) and \( C_0 > 0 \) such that, for any \((y, \eta) \in H^{-1}([\lambda_1, \lambda_2])\), either

\[
|x(t, y, \eta)| \leq C_1, \quad (5.3.2)
\]

or, for some \( C \),

\[
|x(t, y, \eta)| \geq C_0 t - C. \quad (5.3.3)
\]

**Theorem 5.3.4**
The sets \( \tau \) and \( \sigma \cup \tau \) are closed.

As we mentioned, in order to prove the above theorems, we will construct a certain observable having a positive Poisson bracket with the Hamiltonian \( H(x, \xi) \) in some region of phase space. This observable extends the one constructed in the 2-body case in Propositions 2.3.3 and 2.4.2.

**Proposition 5.3.5**
(i) Let \([\lambda_1, \lambda_2] \subset \mathbb{R}\backslash \tau \). Then there exists a function \( G(x, \xi) \in C^{0,1}(X \times X') \), \( R_0 \) and \( C_0 > 0 \) such that

\[
|\partial_x^\alpha \partial_\xi^\beta G(x, \xi) - \langle x, \xi \rangle| \leq C, \quad |\alpha| + |\beta| \leq 1, \quad (x, \xi) \in H^{-1}([\lambda_1, \lambda_2]),
\]

\[
\{H, G\}(x, \xi) \geq C_0, \quad (x, \xi) \in H^{-1}([\lambda_1, \lambda_2]), \quad |x| \geq R_0.
\]

(ii) If moreover \([\lambda_1, \lambda_2] \subset \mathbb{R}\backslash (\tau \cup \sigma)\), then we can choose \( G(x, \xi) \) in such a way that it will additionally satisfy

\[
\{H, G\}(x, \xi) \geq C_0, \quad (x, \xi) \in H^{-1}([\lambda_1, \lambda_2]).
\]
Proof of Theorem 5.3.3 given Proposition 5.3.5. First we construct a function $G(x, \xi)$ that satisfies (i) of Proposition 5.3.5.

Note that we have the following estimates:

$G(x, \xi) \leq C_1$, $(x, \xi) \in H^{-1}([\lambda_1, \lambda_2])$, $|x| < R_0,$

$C_2 < G(x, \xi)$, $(x, \xi) \in H^{-1}([\lambda_1, \lambda_2])$, for some $C_2,$

$\{H, G\} (x, \xi) \geq C_0$, $(x, \xi) \in H^{-1}([\lambda_1, \lambda_2])$, $|x| \geq R_0,$ for some $C_0 > 0.$

Now suppose that $(x(t), \xi(t))$ is a trajectory in $H^{-1}([\lambda_1, \lambda_2])$. We consider separately 3 cases.

Case (1) If

$$\liminf_{t \to \infty} |x(t)| \geq R_0,$$

then, for $t > T$,

$$\frac{d}{dt} G(x(t), \xi(t)) \geq C_0 > 0.$$  \hspace{1cm} (5.3.4)

Therefore,

$$G(x(t), \xi(t)) \geq C_3 + C_0 t.$$

Hence

$$\langle x(t) \rangle \geq C_2^{-1} (C_3 + C_0 t),$$

which shows that (5.3.3) is satisfied.

Case (2) Let

$$\liminf_{t \to \infty} |x(t)| \leq R_0, \quad \limsup_{t \to \infty} |x(t)| \geq R_0.$$

Suppose that, for $t \in [T_1, T_2]$,

$$|x(t)| \geq R_0 \quad \text{and} \quad |x(T_1)| = |x(T_2)| = R_0.$$

Then for $t \in [T_1, T_2]$, we have

$$\frac{d}{dt} G(x(t), \xi(t)) \geq C_0,$$

and hence

$$G(x(T_2), \xi(T_2)) - G(x(T_1), \xi(T_1)) \geq C_0 (T_2 - T_1).$$  \hspace{1cm} (5.3.5)

Therefore,

$$2C_2 R_0 \geq C_0 (T_2 - T_1).$$

This gives a bound on the time that can be spent without interruption outside a ball of radius $R_0$. By the finiteness of the velocity, this means that the trajectory $x(t)$ is bounded.

Case (3)

$$\limsup_{t \to \infty} |x(t)| \leq R_0.$$
In this case, the trajectory is obviously bounded by $R_0$. This ends the proof of the theorem. \hfill \Box

**Proof of Theorem 5.3.4 given Theorem 5.3.3.** The proof uses the induction with respect to $a \in A$. We will explain the last step of the induction.

Assume that we know that, for $a < a_{\text{max}}$, the set $\sigma^a \cup \tau^a$ is closed. This implies that $\tau$ is closed, because

$$\tau = \bigcup_{a \neq a_{\text{max}}} (\sigma^a \cup \tau^a).$$

Let now $\lambda \not\in \sigma \cup \tau$. By the closedness of $\tau$, there exist $\lambda_1 < \lambda < \lambda_2$ such that $[\lambda_1, \lambda_2] \subset \mathbb{R}\setminus \tau$. By Theorem 5.3.3, we will find $R_0$ such that all the bounded trajectories of $H^{-1}([\lambda_1, \lambda_2])$ are confined to the ball of radius $R_0$.

Suppose now that there exist $\lambda_n \in \sigma$ such that $\lambda_n \to \lambda$. Let the trajectories $(x_n(t), \xi_n(t))$ be bounded and $H(x_n(t), \xi_n(t)) = \lambda_n$. Then they will stay inside a compact set and, by passing to a subsequence, we can assume that there exists

$$\lim_{n \to \infty} (x_n(0), \xi_n(0)) = (y, \eta).$$

By the continuity of the flow, the trajectory $(x(t, y, \eta), \xi(t, y, \eta))$ is bounded. Clearly, $H(y, \eta) = \lambda$. Therefore, $\lambda \in \sigma$. \hfill \Box

Now we are going to construct an observable with the properties described in Proposition 5.3.5. The construction of this observable is rather tedious. It consists in cutting and pasting functions in various regions of phase space. Moreover, one has to use an induction argument on the number of particles $N$. We start with a lemma that describes such a construction close to $Z_a$.

**Lemma 5.3.6**

Let $\lambda \in \mathbb{R}$, $a \in A$, $[\lambda_1, \lambda_2] \subset \mathbb{R}\setminus (\sigma^a \cup \tau^a)$ and $\epsilon, \gamma > 0$. Assume that Proposition 5.3.5 holds for the Hamiltonian $H^a(x^a, \xi^a)$ and the energy interval $[\lambda_1, \lambda_2]$.

Then for any large enough $\delta > 0$, there exists a function $g_a \in C^{0,1}(X \times X')$ such that

$$|\partial_x^\alpha \partial_\xi^\beta g_a(x, \xi)| \leq C, \quad |\alpha| + |\beta| \leq 1, \quad (x, \xi) \in H^{-1}(|-\infty, \lambda]),$$

$$\{H, g_a\}(x, \xi) \geq 1_{\sigma^{a, \delta}}(x) 1_{[\lambda_1, \lambda_2]}(H^a(x^a, \xi^a)) - \gamma, \quad (x, \xi) \in H^{-1}(|-\infty, \lambda]).$$

**Proof.** Let $\chi \in C_0^\infty(\mathbb{R})$ such that $0 \leq \chi \leq 1$ and $\chi = 1$ on a neighborhood of zero. Set

$$f_{a, R}(x) := \chi \left( \frac{|x^a|}{R} \right) \Pi_{b \neq a} \left( 1 - \chi \left( \frac{|x^b|}{R} \right) \right).$$

Let $m \in C_0^\infty(X^a)$ such that $m \geq 0$, and $m = 1$ on $\{x^a \mid |x^a| < \epsilon\}$. We choose $h \in C_0^\infty(\mathbb{R})$ such that $h = 1$ on $[\lambda_1, \lambda_2]$ and supp$h \subset \mathbb{R}\setminus \sigma^a$. We define

$$M(y^a, \eta^a) := -h(H^a(y^a, \eta^a)) \int_0^\infty m(x^a(t, y^a, \eta^a)) \, dt, \quad (5.3.6)$$
where \( x^a(t, y^a, \eta^a) \) is the trajectory generated by \( H^a(x^a, \xi^a) \) with the initial conditions \((y^a, \eta^a)\). We observe then that since by hypothesis Proposition 5.3.5 holds for the Hamiltonian \( H^a \) for the energies in \( \text{supph} \), we can apply Theorem 5.3.3 to \( H^a \). Consequently, every such a trajectory with the energy \( H^a \) from \( \text{supph} \) spends a finite amount of time in \( \text{suppm} \). Therefore the integral in (5.3.6) is well defined. By the compactness argument, we see that \( M(x^a, \xi^a) \) is bounded together with its derivative for \( |x^a| \leq R \). We set

\[
g_{a,R}(x, \xi) := f_{a,R}(x) M(x^a, \xi^a).
\]

We compute:

\[
\{ H, g_{a,R} \}(x, \xi) = \xi \nabla \xi f_{a,R}(x) M(x^a, \xi^a) + f_{a,R}(x) \nabla x^a I_a(x) \nabla \xi M(x^a, \xi^a) + f_{a,R}(x) \hbar (H^a(x^a, \xi^a)) m(x^a) \tag{5.3.7}
\]

The first term on the right of (5.3.7) is bounded by \( O(R^{-1}) \) for \((x, \xi) \in H^{-1}([-\infty, \lambda])\). The second term is bounded by \( C \sup_{x \in \text{supph}} |\nabla I_a(x)| \). By choosing \( R \) big enough, we can make the sum of these terms less than \( \gamma \). Enlarging \( R \) and choosing \( \delta \) big enough, we can make sure that the third term is greater than or equal to

\[
1_{[\alpha, \beta]}(x) I_{[\lambda_1, \lambda_2]}(H^a(x^a, \xi^a)).
\]

We set

\[
g_a(x, \xi) := g_{a,R}(x, \xi)
\]

for such \( R \).

**Lemma 5.3.7**

Let \( \lambda \in \mathbb{R} \). (i) Let \([\lambda_1, \lambda_2] \subset \mathbb{R}\backslash \tau\). Then for any \( \gamma_1, \gamma_2 > 0 \), there exists a sequence \( \rho = \{\rho_a \mid a \in \mathcal{A}\} \) and, for any \( a \neq a_{\text{max}} \), a function \( g_a(x, \xi) \) such that if \((x, \xi) \in H^{-1}([-\infty, \lambda])\), then

\[
|\partial_x^\alpha \partial_\xi^\beta g_a(x, \xi)| \leq C, \quad |\alpha| + |\beta| \leq 1,
\]

\[
\{ H, g_a \}(x, \xi) \geq q_a^a(x) I_{[\lambda_1, \lambda_2]}(H^a(x^a, \xi^a)) - \gamma_1, \tag{5.3.8}
\]

\[
|q_a^a(x) I_a(x)| < \gamma_2.
\]

(ii) Let \([\lambda_1, \lambda_2] \subset \mathbb{R}\backslash (\tau \cup \sigma)\). Then for any \( \gamma_1, \gamma_2 > 0 \), there exists a sequence \( \rho = \{\rho_a \mid a \in \mathcal{A}\} \) and, for any \( a \in \mathcal{A} \), a function \( g_a(x, \xi) \) such that (5.3.8) is satisfied.

**Proof.** The proof uses a decreasing induction with respect to \( n = \#a \). At the \( n \)th step of the induction we construct a sequence \( \rho^n \) and functions \( g_a(x, \xi) \) with \( \#a = n \).
We start the induction by setting $\rho_{a}^{N+1} = 0$, $a \in \mathcal{A}$. (There are no $a$'s with $|\#a| = N + 1$, hence no functions $g_{a}(x, \xi)$ are available yet).

Let $n = N, N - 1, \ldots$. Suppose that we have already constructed $g_{b}(x, \xi)$ for $\#b > n$ and we have chosen a sequence $\rho^{n+1}$ such that, for $\#b > n$ and $(x, \xi) \in H^{-1}(|-\infty, \lambda])$, we have

$$|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} g_{b}(x, \xi)| \leq C, \quad |\alpha| + |\beta| \leq 1,$$

$$\{H, g_{b}\}(x, \xi) \geq g_{b}^{\rho_{b}^{n+1}}(x) \mathbb{I}_{[\lambda_{b}, \lambda_{b}]}(H^{b}(x^{b}, \xi^{b})) - \gamma_{1}, \quad \rho_{b}^{\rho_{b}^{n+1}}(x) I_{b}(x) < \gamma_{2}. \quad (5.3.9)$$

Let $\epsilon > 0$ have the property

$$X_{a}^{\epsilon} \supseteq \Xi_{a}^{\rho_{a}^{n+1}}, \quad \#a = n. \quad (5.3.10)$$

Then there exists $\delta_{1}$ such that

$$|I_{a}(x) \mathbb{I}_{X_{a}^{\epsilon}}(x)| < \gamma_{2}, \quad \#a = n.$$

Using Lemma 5.3.6 for this $\epsilon$ determined in (5.3.10), we find $\delta > \delta_{1}$ and, for any $a \in \mathcal{A}$ such that $\#a = n$, we construct $g_{a}(x, \xi) \in C^{0,1}(X, X')$ with the following property:

$$|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} g_{a}(x, \xi)| \leq C, \quad |\alpha| + |\beta| \leq 1, \quad (x, \xi) \in H^{-1}(|-\infty, \lambda]),$$

$$\{H, g_{a}\}(x, \xi) \geq \mathbb{I}_{Y_{a}^{\epsilon \delta}}(x) \mathbb{I}_{[\lambda_{a}, \lambda_{a}]}(H^{a}(x^{a}, \xi^{a})) - \gamma_{1}, \quad (x, \xi) \in H^{-1}(|-\infty, \lambda]).$$

We choose a new sequence $\rho^{n}$ such that

$$\rho_{b}^{\rho_{b}^{n+1}} = \rho_{b}^{\rho_{b}^{n}}, \quad \#b \geq n, \quad \rho_{b}^{\rho_{b}^{n+1}} \leq \rho_{b}^{\rho_{b}^{n}}, \quad \#b < n,$$

so as to guarantee that, for $\#a = n$,

$$\mathbb{I}_{Y_{a}^{\epsilon \delta}} \geq g_{a}^{\rho_{a}^{n}}.$$

This implies that, for $\#a = n$ and $(x, \xi) \in H^{-1}(|-\infty, \lambda])$, we have

$$\{H, g_{a}\}(x, \xi) \geq g_{a}^{\rho_{a}^{n}}(x) \mathbb{I}_{[\lambda_{a}, \lambda_{a}]}(H^{a}(x^{a}, \xi^{a})) - \gamma_{1},$$

$$|I_{a}(x) g_{a}^{\rho_{a}^{n}}(x)| < \gamma_{2}. \quad (5.3.11)$$

Note also that

$$g_{b}^{\rho_{b}^{n+1}} \geq g_{b}^{\rho_{b}^{n}}, \quad \#b \geq n.$$

Hence the induction assumption (5.3.9) implies that (5.3.11) is true also for $\#a > n$.

In the case of the proof of (i), we repeat this construction until we arrive at $n = 2$. We put $\rho := \rho^{2}$. Note that in this case we have constructed $g_{a}$ for all $\#a \geq 2$, which means for all $a \neq a_{\text{max}}$. 

5.4 Asymptotic Velocity

In the case of (ii), we stop at \( n = 1 \) and we put \( \rho := \rho^1 \). In this case, we have constructed \( g_a \) for all \( #a \geq 1 \), which means for all \( a \in \mathcal{A} \). \( \square \)

**Proof of Proposition 5.3.5.** We choose \( \gamma_1, \gamma_2 > 0 \), \( \bar{\lambda}_1, \bar{\lambda}_2 \) and \( 1/2 \geq C_1 > 0 \) such that

\[
[\bar{\lambda}_1, \bar{\lambda}_2] \cap \sigma \cup \tau = \emptyset, \\
\lambda_1 = \bar{\lambda}_1 + C_1 + \gamma_1, \quad \lambda_2 = \bar{\lambda}_2 - \gamma_1, \\
C_1 - M \gamma_2 \geq C_2 > 0,
\]

where \( M \) is the number of elements of \( \mathcal{A} \). We construct the functions \( g_a \) and a sequence \( \rho \) as in Lemma 5.3.7. We set

\[
G(x, \xi) := \langle \nabla_x R^\rho(x), \xi \rangle + \sum_{a \in \mathcal{A}} g_a(x, \xi).
\]

For \((x, \xi) \in H^{-1}([-\infty, \lambda])\), we have

\[
\{H, G\}(x, \xi) = \langle \nabla_x^2 R^\rho(x, \xi), \xi \rangle + \sum_{a \in \mathcal{A}} \{H, g_a\}(x, \xi) \\
\leq \sum_{a \in \mathcal{A}} q^a_a(x) \left( \xi^2_a + \mathbb{1}_{[\bar{\lambda}_1, \bar{\lambda}_2]}(H^a(x, \xi^a)) \right) - M \gamma_1. \tag{5.3.12}
\]

It is easy to see using \( 1/2 \geq C_1 \) that

\[
\xi^2_a + \mathbb{1}_{[\bar{\lambda}_1, \bar{\lambda}_2]}(H^a(x, \xi^a)) \geq 2C_1 \mathbb{1}_{[\bar{\lambda}_1 + C_1, \bar{\lambda}_2]}(H_a(x, \xi)).
\]

Besides, on the support of \( q^a_a(x) \) we have

\[
|H_a(x, \xi) - H(x, \xi)| < \gamma_1.
\]

Therefore,

\[
q^a_a(x) \mathbb{1}_{[\bar{\lambda}_1 + C_1, \bar{\lambda}_2]}(H_a(x, \xi)) \geq q^a_a(x) \mathbb{1}_{[\bar{\lambda}_1, \bar{\lambda}_2]}(H(x, \xi)).
\]

Hence

\[
q^a_a(x)(\xi^2_a + \mathbb{1}_{[\bar{\lambda}_1, \bar{\lambda}_2]}(H^a(x, \xi^a))) \geq 2C_1 q^a_a(x) \mathbb{1}_{[\bar{\lambda}_1, \bar{\lambda}_2]}(H(x, \xi)).
\]

Therefore,

\[
\{H, G\}(x, \xi) \geq C_1 - M \gamma_1, \quad (x, \xi) \in H^{-1}([\lambda_1, \lambda_2]).
\]

By choosing \( \gamma_1 > 0 \) small enough, we can guarantee that \( 2C_1 - M \gamma_1 = C_0 > 0 \). This proves (ii).

The proof of (i) is similar except we sum just over \( a \neq a_{\text{max}} \). \( \square \)

**5.4 Asymptotic Velocity**

In this section we introduce the basic asymptotic quantity for classical \( N \)-particle Hamiltonians, the *asymptotic velocity*. This result is similar to the one already obtained for 2-body Hamiltonians. It is, however, much deeper.
5. Classical $N$–Body Hamiltonians

The proof of the existence of the asymptotic velocity is taken from [De7]. It was inspired by arguments used in [Gr] to prove the asymptotic completeness of $N$-body quantum short-range systems.

Throughout this section we will assume that

$$
\int_0^\infty \sup_{|x^a| \geq R} |\nabla_x v^b(x^b)| \, dR < \infty, \ b \in B.
$$

The following theorem describes the main result of this section.

**Theorem 5.4.1**

Assume the hypotheses (5.4.1). Then the following properties hold:

(i) For any $(y, \eta) \in X \times X'$, the following limit exists

$$
\lim_{t \to \infty} \frac{x(t, y, \eta)}{t} =: \xi^+(y, \eta).
$$

This limit is called the asymptotic velocity.

(ii) If $\xi^+(y, \eta) \in Y_a$, then

$$
\lim_{t \to \infty} \xi_a(t, y, \eta) = \xi^+_a(y, \eta).
$$

(iii) If $\xi^+(y, \eta) \in Y_a$, then there exists

$$
\lim_{t \to \infty} H^a(x(t, y, \eta), \xi(t, y, \eta)) =: H^{a,+}(y, \eta).
$$

(iv)

$$
H(y, \eta) = \frac{1}{2} (\xi^+_a)^2(y, \eta) + H^{a,+}(y, \eta).
$$

Theorem 5.4.1 gives a rough classification of all trajectories of an $N$–body system. In this classification, two functions are available: the full energy

$$
X \times X' \ni (y, \eta) \mapsto H(y, \eta) \in \mathbb{R}
$$

and the asymptotic velocity

$$
X \times X' \ni (y, \eta) \mapsto \xi^+(y, \eta) \in X.
$$

It is sometimes convenient to use another asymptotic quantity, the asymptotic internal energy of the subsystem $a$ defined in (5.4.3):

$$
(\xi^+)^{-1}(Y_a) \ni (y, \eta) \mapsto H^{a,+}(y, \eta) \in \mathbb{R}.
$$

However, as follows from (5.4.4), this quantity is a function of $H(y, \eta)$ and $\xi^+(y, \eta)$.

The set
(\xi^+)^{-1}(Z_a)

will be called the set of \textit{a–clustered trajectories.}

In physical terms, Theorem 5.4.1 means that, for large times, any system of classical particles separates into subsystems. The centers of masses of the subsystems have a separation of order \(O(t)\). The size of the subsystems is of order \(o(t)\). We will see in Sect. 5.7 that one can get a more precise result about the size of the subsystems.

We start with a simple lemma about the boundedness of the velocity.

**Lemma 5.4.2**

Assume the hypotheses (5.4.1). Then for any \((y, \eta) \in X \times X'\), there exists \(C\) such that

\[ |x(t, y, \eta)| \leq C|t|, \quad |\xi(t, y, \eta)| \leq C. \]

**Proof.** Since \(V(x)\) is bounded and \(H(x, \xi)\) is constant on a trajectory, we get that

\[ \frac{1}{2} \xi^2(t) = H(x(t), \xi(t)) - V(x(t)) \leq C. \]

Using then the identity \(\dot{x}(t) = \xi(t)\), we obtain the desired result. \(\square\)

The main tools of this section are the so-called propagation estimates. They were first used in quantum scattering theory, notably in [SS1]. The next two propositions are classical analogs of quantum propagation estimates due to Graf [Gr]. The abstract argument that is used in the proof of classical propagation estimates is explained in Lemma A.5.1.

**Proposition 5.4.3**

Assume the hypotheses (5.4.1). Then for any \(\epsilon > 0\), \(a \in \mathcal{A}\) and any trajectory \((x(t), \xi(t))\), one has

\[ \int_1^\infty I_{Y^a}(\frac{x(t)}{t})((\frac{x(t)}{t} - \xi_a(t))^2 = \frac{dt}{t} < \infty. \quad (5.4.5) \]

**Proof.** We consider the observable

\[ \Phi(t, x, \xi) := \text{D}tR(\frac{\xi}{t}) = R(\frac{\xi}{t}) + \langle \nabla R(\frac{\xi}{t}), (\xi - \frac{\xi}{t}) \rangle. \]

We compute

\[ \text{D}\Phi(t, x, \xi) = t^{-1}\langle (\xi - \frac{\xi}{t}), \nabla^2 R(\frac{\xi}{t})(\xi - \frac{\xi}{t}) \rangle - \langle \nabla R(\frac{\xi}{t}), \nabla xV(x) \rangle \]

\[ \geq \sum_{a \in \mathcal{A}} \frac{1}{2}q_a(\frac{\xi}{t})(\frac{x_a}{t} - \xi_a)^2 - \langle \nabla R(\frac{\xi}{t}), \nabla xV(x) \rangle. \quad (5.4.6) \]
We observe that, by Lemma 5.4.2, the function \( \Phi(t, x(t), \xi(t)) \) is uniformly bounded in \( t \). Moreover, the second term on the right-hand side of (5.4.6) is integrable along the trajectory, using Lemma 5.2.7 (v) and hypothesis (5.4.1). Therefore, by Lemma A.5.1, for any \( a \in \mathcal{A} \),

\[
\int_1^\infty q_a\left(\frac{x_a(t)}{t}\right)\left|\frac{x_a(t)}{t} - \xi_a(t)\right|^2 dt < \infty.
\tag{5.4.7}
\]

Let us also note that

\[
\sum_{b \leq a} \frac{1}{t} q_b\left(\frac{x}{t}\right)\left|\frac{x}{t} - \xi_b\right|^2 \geq \frac{1}{t} \sum_{b \leq a} q_b\left(\frac{x}{t}\right)\left|\frac{x}{t} - \xi_a\right|^2
\]

Given \( \epsilon > 0 \) we can choose the functions \( R(x) \) and \( q_a(x) \) such that

\[
\sum_{b \leq a} q_b(x) \geq R(x).
\tag{5.4.9}
\]

Now (5.4.7), (5.4.8) and (5.4.9) imply the proposition.

**Proposition 5.4.4**

Assume the hypotheses (5.4.1). Then for any \( \epsilon > 0 \), \( a \in \mathcal{A} \) and any trajectory \( (x(t), \xi(t)) \), one has

\[
\int_1^\infty R\left(\frac{x(t)}{t}\right)\left|\frac{x(t)}{t} - \xi_a(t)\right|\frac{dt}{t} < \infty.
\tag{5.4.10}
\]

**Proof.** Let \( J \in \mathcal{F} \cap C_0^\infty(X) \) such that \( \text{supp} J \subset Y_a \). We consider the observable

\[
\Phi(t, x, \xi) := J\left(\frac{x}{t}\right)\left|\frac{x}{t} - \xi_a\right|
\]

and we compute

\[
D\Phi(t, x, \xi) = -\frac{1}{t} J\left(\frac{x}{t}\right)\left|\frac{x}{t} - \xi_a\right|
\]

\[
+\frac{1}{t} \langle \nabla J\left(\frac{x}{t}\right), \xi - \frac{x}{t}\rangle\left|\frac{x}{t} - \xi_a\right|
\]

\[
+ J\left(\frac{x}{t}\right)\langle \nabla_x J_a(x), \frac{x}{t} - \xi_a\rangle\left|\frac{x}{t} - \xi_a\right|^{-1}.
\tag{5.4.11}
\]

We observe, using Lemma 5.4.2, that the function \( \Phi(t, x(t), \xi(t)) \) is bounded uniformly in \( t \). The second term on the right of (5.4.11), for an appropriate admissible \( \rho \), equals

\[
\sum_{b \leq a} \frac{1}{t} q_b(x)\langle \nabla J\left(\frac{x}{t}\right), \xi_b - \frac{x}{t}\rangle\left|\frac{x}{t} - \xi_a\right| \leq C \sum_{b \leq a} \frac{1}{t} q_b(x)\left|\xi_b - \frac{x}{t}\right|^2,
\]

which is integrable along the flow by Proposition 5.4.3. Moreover, the third term on the right of (5.4.11) is also integrable along the flow. Therefore, by Lemma A.5.1,
\[ J \int \frac{1}{t} J(\frac{\mathbf{x}(t)}{t}) \big| \frac{\mathbf{x}_a(t)}{t} - \xi_a(t) \big| \frac{dt}{t} < \infty. \quad (5.4.12) \]

\[ \text{Proof of Theorem 5.4.1.} \] Consider first a function \( J \in C_0^\infty(X) \cap \mathcal{F} \). We have
\[ \frac{d}{dt} J(\frac{\mathbf{x}(t)}{t}) = -\frac{1}{t} \langle \nabla_x J(\frac{\mathbf{x}(t)}{t}), \frac{\mathbf{x}(t)}{t} - \xi(t) \rangle \quad (5.4.13) \]

For an appropriate admissible \( \rho \), (5.4.13) equals
\[ -\frac{1}{t} \sum_{a \in A} \rho_a(\frac{\mathbf{x}(t)}{t}) \langle \nabla_x J(\frac{\mathbf{x}(t)}{t}), \frac{\mathbf{x}_a(t)}{t} - \xi_a(t) \rangle, \]

which is integrable by Proposition 5.4.4. So the limit
\[ \lim_{t \to \infty} J \left( \frac{\mathbf{x}(t)}{t} \right) \quad (5.4.14) \]

exists for any \( J \in C_0^\infty(X) \cap \mathcal{F} \). Since \( C_0^\infty(X) \cap \mathcal{F} \) is dense in \( C_0(X) \), we see that the limit (5.4.14) also exists for \( J \in C_0(X) \). For a given \((y, \eta)\), we can choose a function \( J \in C_0(X) \) such that
\[ J \left( \frac{\mathbf{x}(t)}{t} \right) = \frac{\mathbf{x}(t)}{t}, \quad t \geq T_0. \]

Hence there exists (5.4.2), which proves (i).

Let us now prove (ii). Let \((y, \eta) \in X \times X'\) such that \( x = \xi^+(y, \eta) \in Y_a \). Note first that
\[ \nabla_{\mathbf{x}_a} I_a(x(t)) \in L^1(dt), \]
by (5.4.1). Next we compute
\[ \frac{d}{dt} (x_a(t) - t \xi_a(t)) = t \nabla_{\mathbf{x}_a} I_a(x(t)). \]

So
\[ x_a(t) - t \xi_a(t) = y - \int_0^t s \nabla_{\mathbf{x}_a} I_a(x(s)) ds + o(t), \]
and hence
\[ x_a(t) = \frac{1}{t} x_a(t) = \xi_a(t) + o(t^0), \]
which completes the proof of (ii).

To prove (iii), we just note that if \( \xi^+(y, \eta) \in Y_a \), then
\[ \frac{d}{dt} H^a(x(t), \xi(t)) = \langle \nabla_x I_a(x(t)), \xi(t) \rangle, \]
which is integrable.

To prove (iv), note that, by the conservation of energy,
\[ H(y, \eta) = H(x(t, y, \eta), \xi(t, y, \eta)) \]
\[ = \frac{1}{2} \xi_a^2(t, y, \eta) + I_a(x(t, y, \eta)) + H^a(x^a(t, y, \eta), \xi^a(t, y, \eta)). \]

Now we use
\[ \lim_{t \to \infty} \frac{1}{2} \xi_a^2(t, y, \eta) = (\xi_a^+(y, \eta))^2, \quad \lim_{t \to \infty} I_a(x(t, y, \eta)) = 0. \]
5.5 Joint Localization of the Energy and the Asymptotic Velocity

In this section we will make the same assumptions on the potentials as in the previous section, that is, (5.4.1). Note that, by Proposition 2.5.1, (5.4.1) implies the assumptions (5.3.1). Therefore all the results of Sect. 5.3 on the bounded trajectories and trapping energies are true under the hypothesis (5.4.1). In this section we will present their refinements that take into account the asymptotic velocity.

First let us present a refinement of Theorem 5.3.3.

**Theorem 5.5.1**

Let $[\lambda_1, \lambda_2] \subset \mathbb{R}\setminus \tau^a$, and let $\Theta \subset Y_a$ be compact. Then there exist constants $C_1$ and $C_0 > 0$ such that, for any $(y, \eta) \in (\xi^+, H^{a,+})^{-1}(\Theta \times [\lambda_1, \lambda_2])$ and some $T$, $C$, either

$$|x^a(t, y, \eta)| \leq C_1, \quad t > T,$$

or

$$|x^a(t, y, \eta)| \geq C_0(t - T) - C, \quad t > T,$$  \hspace{1cm} (5.5.1) (5.5.2)

**Definition 5.5.2**

Let us denote by $\mathcal{E}^{a,+}$ the set of $(y, \eta) \in (\xi^+)^{-1}(Z_a)$ such that $x^a(t, y, \eta)$ is bounded for $t > 0$, where, as usual, $x(t, y, \eta)$ denotes the trajectory generated by $H(x, \xi)$ with the initial conditions $(y, \eta)$.

Let us note that $\mathcal{E}_{\text{max},+} = \mathcal{B}_{\text{max},+}$.

By definition, we have

$$\mathcal{E}^{a,+} \subset (\xi^+)^{-1}(Z_a).$$  \hspace{1cm} (5.5.3)

In general, however, we cannot replace the inclusion in (5.5.3) by the equality. Using Theorem 5.5.1, we can prove the following inclusions.

**Theorem 5.5.3**

The following inclusions are true:

$$(\xi^+, H^{a,+})^{-1}(Z_a \times (\sigma^a \setminus \tau^a)) \subset \mathcal{E}^{a,+},$$

(5.5.4)

$$(\xi^+, H^{a,+})^{-1}(Z_a \times (\sigma^a \cup \tau^a)) = (\xi^+)^{-1}(Z_a),$$

(5.5.5)

$$(\xi^+, H)(X \times X') \subset \bigcup_{\alpha \in X} \{(\xi_\alpha, \lambda + \frac{1}{2} \xi^2_\alpha) \mid \xi_\alpha \in X_\alpha, \lambda \in \sigma^a \cup \tau^a\}. $$  \hspace{1cm} (5.5.6)

**Proof of Theorem 5.5.1.** First we construct a function $G^a(x^a, \xi^a)$ that satisfies (i) of Proposition 5.3.5 with $H(x, \xi)$ replaced with $H^a(x^a, \xi^a)$. 
Let \((x(t), \xi(t))\) be a trajectory in \((\xi^+, H)^{-1}(\Theta \times [\lambda_1, \lambda_2])\). Then
\[
\frac{d}{dt}G^a(x^a(t), \xi^a(t)) = \{H^a, G^a\}(x^a(t), \xi^a(t)) - \nabla_{\xi^a}G^a(x^a(t), \xi^a(t)) \nabla_{x^a} I_a(x(t)).
\]
(5.5.7)

The second term on the right-hand side of (5.5.7) is \(o(t^0)\). Moreover, for large enough time, \((x^a(t), \xi^a(t)) \in (H^a)^{-1}([\lambda_1, \lambda_2])\) for some \([\lambda_1, \lambda_2] \subset \mathbb{R}\) \(\neq \tau^a\) such that \([\lambda_1, \lambda_2] \subset [\hat{\lambda}_1, \hat{\lambda}_2]\). Therefore, for \(t > T\), \(|x^a| \geq R_0\) and \(T\) large enough, we have
\[
\frac{d}{dt}G^a(x^a(t), \xi^a(t)) \geq \bar{C}_0 > 0.
\]
(5.5.8)

Next we argue as in the proof of Theorem 5.3.3. 

**Proof of Theorem 5.5.3.** The first and second inclusions follow immediately from Theorem 5.5.1.

To prove (5.5.6), note that (5.5.5) implies
\[
(\xi^+, H^{a \cdot}) ((\xi^+)^{-1}(Z_a)) \subset Z_a \times (\sigma^a \cup \tau^a).
\]
Hence
\[
(\xi^+, H) ((\xi^+)^{-1}(Z_a)) \subset \{(\xi_a, \frac{1}{2}\xi_a^2 + \lambda) \mid \xi_a \in Z_a, \lambda \in \sigma^a \cup \tau^a\}.
\]
Finally,
\[
(\xi^+, H) ((\xi^+)^{-1}(Z_a)) \subset \{(\xi_a, \frac{1}{2}\xi_a^2 + \lambda) \mid \xi_a \in X_a, \lambda \in \sigma^a \cup \tau^a\},
\]
since the right-hand side is easily seen to be closed, using Theorem 5.3.4.

\[\square\]

### 5.6 Regular \(a\)-Trajectories

Various asymptotic quantities that can be defined in \(N\)-body scattering tend to be ill-behaved. They are often discontinuous, it is difficult to predict their range. Nevertheless, there are some regions in phase space where they are well-behaved. This is for example the case of the free region \((\xi^+)^{-1}(Z_{\text{min}})\), where scattering is essentially as regular as possible, as we will see in Section 5.8. In this section we will describe some regions where the asymptotic internal energy and the asymptotic velocity are continuous and the closure of their joint range fills up the set that one would expect by heuristic arguments. These regions correspond to the “wells” of the potentials \(V^a(x^a)\), which can trap \(a\)-clustered trajectories for large enough time when the effects of the interaction become negligible.

**Definition 5.6.1**

For any \(a \in \mathcal{A}\), we define
\[ \mathcal{W}^a(\lambda) := \bigcup \text{bounded connected components of } (V^a)^{-1}([-\infty, \lambda]), \]
\[ \sigma^a_{\text{reg}} := \bigcup_{\lambda \in \mathbb{R}} V^a(\mathcal{W}^a(\lambda)) \]
\[ = \left\{ \inf V^a(x^a), \sup \{ \lambda \mid \mathcal{W}^a(\lambda) \neq \emptyset \} \right\}, \]
\[ \mathcal{E}^{a,+}_{\text{reg}} := \bigcup_{\lambda \in \mathbb{R}} \{(y, \eta) \in (\xi^+)^{-1}(Z_a) \mid x^a(t, y, \eta) \in \mathcal{W}^a(\lambda), \ t \ \text{big enough}\}. \]

The set \( \mathcal{E}^{a,+}_{\text{reg}} \) is the union of \( a \)-clustered trajectories that end up in a well of the potential \( V^a \). It turns out that scattering inside \( \mathcal{E}^{a,+}_{\text{reg}} \) is quite regular in comparison with the general case. Indeed, we have the following theorem:

**Theorem 5.6.2**

The following inclusions are true:

\[ \sigma^a_{\text{reg}} \subset \sigma^a, \quad \mathcal{E}^{a,+}_{\text{reg}} \subset \mathcal{E}^{a,+}. \]  

(5.6.1)

The sets \( \mathcal{E}^{a,+}_{\text{reg}} \) are open. Moreover, the function

\[ \mathcal{E}^{a,+}_{\text{reg}} \ni (y, \eta) \mapsto (\xi^+(y, \eta), H^{a,+}(y, \eta)) \]  

(5.6.2)

is continuous. Finally,

\[ (\xi^+, H^{a,+})(\mathcal{E}^{a,+}_{\text{reg}}) \subset X_a \times \sigma^a_{\text{reg}}. \]  

(5.6.3)

The proof of Theorem 5.6.2 is based on the following lemma.

**Lemma 5.6.3**

Let \( \xi^+ \in Z_a, \delta > 0, \lambda_1 \in \sigma^a_{\text{reg}} \). Let \( U_1 \) be a certain compact connected component of \( (V^a)^{-1}([-\infty, \lambda_1]) \). Then there exist \( \epsilon > 0 \) and \( T_0 \) such that if \( (y, \eta) \) satisfies

\[ |y_a - T_0 \xi^+_a| \leq \epsilon T_0, \]
\[ |\eta_a - \xi^+_a| \leq \epsilon, \]
\[ H^a(y^a, \eta^a) < \lambda_1, \]
\[ y^a \in U_1, \]

then one has, for \( t \geq T_0 \),

\[ |x_a(t, y, \eta) - y_a - t\eta_a| \leq \delta |t|, \]
\[ |\xi_a(t, y, \eta) - \eta_a| \leq \delta, \]
\[ |H^a(x^a(t, y, \eta), \xi^a(t, y, \eta)) - H^a(y^a, \eta^a)| \leq \delta, \]
\[ x^a(t, y, \eta) \in U_1. \]  

(5.6.4)
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**Proof.** Let $J \in C_0^\infty(X)$ a cutoff function equal to 1 near $\xi_a^+$ and supported in $Y_a$. We will denote by 

$$(x(t, s, y, \eta), \xi(t, s, y, \eta))$$

the trajectories satisfying the initial conditions $(x(s, s, y, \eta), \xi(s, s, y, \eta)) = (y, \eta)$ associated with the time-dependent force 

$$-\nabla_x V^a(x^a) + F_f(t, x),$$

(5.6.5)

where 

$$F_f(t, x) := -J \left( \frac{x}{x} \right) \nabla_x I_a(x).$$

This force satisfies the assumptions of Chap. 1. By Proposition 1.3.2, these trajectories, uniformly for $s \leq t$, satisfy 

$$|x_a(t, s, y, \eta) - y_a - (t-s)\eta_a| \in o(s^0)|t-s|,$$  

(5.6.6)

$$|\xi_a(t, s, y, \eta) - \eta_a| \in o(s^0),$$  

(5.6.7)

$$|H^a(x^a(t, s, y, \eta), \xi^a(t, s, y, \eta)) - H^a(y^a, \eta^a)| \in o(s^0).$$  

(5.6.8)

Suppose now that $(y, \eta)$ satisfy the assumptions of the lemma. We see that, for $s$ large enough, 

$$H^a(x^a(t, s, y, \eta), \xi^a(t, s, y, \eta)) < \lambda_1.$$

By continuity of the flow, we also have 

$$x^a(t, s, y, \eta) \in U_1.$$  

(5.6.9)

By (5.6.6) and (5.6.7), we can choose $s$ large enough such that, for $s \leq t$, 

$$|x_a(t, s, y, \eta) - y_a - (t-s)\eta_a| \leq \delta|t-s|,$$  

(5.6.10)

$$|\xi_a(t, s, y, \eta) - \eta_a| \leq \delta.$$  

(5.6.11)

We have 

$$\left| \frac{x(t, s, y, \eta)}{t} - \xi_a^+ \right| \leq \left| \frac{x^a(t, s, y, \eta)}{t} \right| + \left| \frac{x_a(t, s, y, \eta) - y_a - (t-s)\eta_a}{t} \right|$$

$$+ \left| \frac{y_a - \xi_a^+}{t} \right| + \left| \frac{y_a - \xi_a^+}{t} \right|.$$  

(5.6.12)

The first term on the right of (5.6.12) is less that $C/t$ because of (5.6.9). The second is $o(s^0)$ by (5.6.6). The last two terms are less than $2\epsilon$. Therefore, for any given $\delta_1$, by choosing $s$ big enough and $\epsilon > 0$ small enough, we can make sure that 

$$\left| \frac{x(t, s, y, \eta)}{t} - \xi_a^+ \right| < \delta_1.$$
In particular, we can demand that this is true for $\delta_1$ satisfying $J = 1$ on the ball $B(\xi_\alpha^+, \delta_1)$. Therefore, for $t \geq s$,

$$F_j(t, x(t, s, y, \eta)) = -\nabla_x I_a(x(t, s, y, \eta)).$$

Hence, for $T_0$ large enough and $t > 0$, we have

$$(x(t + T_0, T_0, y, \eta), \xi(t + T_0, T_0, x, \eta)) = (x(t, y, \eta), \xi(t, y, \eta)). \quad (5.6.13)$$

Now the estimates (5.6.4) follow from (5.6.6), (5.6.7) and (5.6.8). □

**Proof of Theorem 5.6.2.** The inclusions (5.6.1) are obvious.

Let us prove the openness of $\mathcal{E}_{\text{reg}}^{\alpha+}$. Let $(y^0, \eta^0) \in \mathcal{E}_{\text{reg}}^{\alpha+}$ with such that

$$\xi^+(y^0, \eta^0) = \xi_\alpha^+, \quad H^\alpha+(y^0, \eta^0) = \lambda_0 < \lambda_1, \quad x^\alpha(t, y^0, \eta^0) \in U_1, \quad t > T_1,$$

where $U_1$ is a compact connected component of $(V^\alpha)^{-1}([-\infty, \lambda_1])$.

Let $\epsilon > 0$ and $T_0 > T_1$ be chosen as in Lemma 5.6.3. By enlarging $T_0$ if needed, we can make sure that

$$|x(T_0, y^0, \eta^0) - T_0\xi_\alpha^+| < \epsilon T_0,$$

$$|\xi_\alpha(T_0, y^0, \eta^0) - \xi_\alpha^+| < \epsilon, \quad (5.6.14)$$

$$H^\alpha(x^\alpha(T_0, y^0, \eta^0), \xi^\alpha(t, y^0, \eta^0)) < \lambda_1.$$ 

By the continuity of the flow, we can find a neighborhood $\mathcal{U}$ of $(y^0, \eta^0)$ such that if $(y^1, \eta^1) \in \mathcal{U}$, then

$$\left|\frac{x(T_0, y^1, \eta^1) - T_0\xi_\alpha^+}{T_0}\right| < \epsilon,$$

$$|\xi_\alpha(T_0, y^1, \eta^1) - \xi_\alpha^+| < \epsilon,$$

$$x^\alpha(T_0, y^1, \eta^1) \in U_1, \quad (5.6.15)$$

$$H^\alpha(x^\alpha(T_0, y^1, \eta^1), \xi(T_0, y^1, \eta^1)) < \lambda_1.$$ 

Thus the conditions of Lemma 5.6.3 are satisfied for all

$$(y, \eta) = (x(T_0, y^1, \eta^1), \xi(T_0, y^1, \eta^1)), \quad (y^1, \eta^1) \in \mathcal{U}.$$ 

This implies that $\mathcal{U} \subset \mathcal{E}_{\text{reg}}^{\alpha+}$ and proves that $\mathcal{E}_{\text{reg}}^{\alpha+}$ is open.

Let us now prove the continuity of $\xi^+$ inside $\mathcal{E}_{\text{reg}}^{\alpha+}$. With the above notation, we have, for $(y_1, \eta_1) \in \mathcal{U}$,

$$|\xi^+(y_1, \eta_1) - \xi^+(y^0, \eta^0)| = \lim_{t \to \infty} |\xi_\alpha(t, y_1, \eta_1) - \xi_\alpha^+|$$

$$\leq \limsup_{t \to \infty} |\xi_\alpha(t, y_1, \eta_1) - \xi_\alpha(T_0, y_1, \eta_1)| + |\xi_\alpha(T_0, y_1, \eta_1) - \xi_\alpha^+| \leq \delta + \epsilon,$$
Since \( \epsilon, \delta \) can be arbitrary small, this implies the continuity of \( \xi^+ \) at \((y^\delta, \eta^\delta)\).

A similar argument proves (5.6.3). \( \square \)

The following corollary of Theorem 5.6.2 should be compared with the inclusion (5.5.6) of Theorem 5.5.3.

**Corollary 5.6.4**

\[
(\xi^+, H)(X \times X') \supset \bigcup_{a \in A} \left\{ \left( \xi_a, \lambda + \frac{1}{2} \xi_a^2 \right) \mid \xi_a \in X_a, \lambda \in \bigcup_{b \leq a} \sigma^b_{\text{reg}} \right\}.
\]

### 5.7 Upper Bound on the Size of Clusters

The existence of the asymptotic velocity implies that if \((y, \eta) \in (\xi^+)^{-1}(Z_\alpha)\), then the system separates into clusters of size \(o(t)\). From Theorem 5.7.2 below, we shall see that the size of the clusters can be estimated in a more accurate way, for instance if \(|\nabla_x v^b(x^b)| \leq C|x^b|^{-1-\mu}\), then the size of clusters can be bounded by \(C \langle t \rangle^{-2(2+\mu)^{-1}}\). This theorem can be viewed as a generalization of Proposition 2.2.1 to \(N\)–particle systems. A quantum analog of this estimate plays a big role in the proof of the asymptotic completeness of quantum long-range systems [De8]. The results of this section are taken from [De7].

In our estimate we will use certain auxiliary functions that measure the rate of decay of the potentials.

**Definition 5.7.1**

For \( a \in A \), let

\[
g^a(s) := \sup_{b \leq a, |x^a| \geq s} |\nabla_x v^b(x^b)|,
\]

\[
g_a(s) := \sup_{b \leq a, |x^a| \geq s} |\nabla_x v^b(x^b)|.
\]

We denote by \( w^a(t) \) the unique solution of

\[
\begin{align*}
\dot{w}^a(t) &= -g^a(w^a(t)), \\
w^a(0) &= 0, \quad \lim_{t \to \infty} \frac{w^a(t)}{t} = 0,
\end{align*}
\]

and by \( w_a(t) \) the unique solution of

\[
\begin{align*}
\dot{w}_a(t) &= -g_a(t), \\
w_a(0) &= 0, \quad \lim_{t \to \infty} \frac{w_a(t)}{t} = 0.
\end{align*}
\]

Note that if we put
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\[ G^a(s) := \int_s^\infty g^a(s_1) \, ds_1, \]
then $w^a(t)$ is also the unique solution of

\[
\begin{align*}
\frac{1}{2}(\dot{w}^a(t))^2 &= G^a(w^a(t)), \\
w^a(0) &= 0, \quad \dot{w}^a(0) \geq 0.
\end{align*}
\]

The function $w^a(t)$ can be computed exactly as in Sect. 2.2.

The function $w_a(t)$ can be computed from the formula

\[ w_a(t) = \int_0^t ds \int_s^\infty g_{\alpha}(s_1) \, ds_1. \]

In the following theorem we state the main result of this section.

**Theorem 5.7.2**

Assume (5.4.1). Suppose that $x(t, y, \eta)$ is a trajectory such that $(y, \eta) \in (\xi^+)^{-1}(Z_a)$. Then there exists $\epsilon > 0$ and $C$ such that

\[ |x^a(t, y, \eta)| \leq C w^a(t) + C w_a(t), \quad (5.7.1) \]

**Proof.** Let us consider a function $r \in C^\infty(X^a)$ constructed as in Sect. 5.2 with the space $X$ replaced by the space $X^a$. We put

\[ r_1(t, x) := w^a(t)r\left(\frac{x^a}{w^a(t)}\right). \]

We compute

\[
D r_1(t, x, \xi) = \dot{w}^a(t)r\left(\frac{x^a}{w^a(t)}\right) + \langle \nabla r\left(\frac{x^a}{w^a(t)}\right), (\xi^a - \frac{x^a w^a(t)}{w^a(t)}) \rangle,
\]

\[
D^2 r_1(t, x, \xi) = \frac{1}{w^a(t)}\langle (\xi^a - \frac{x^a w^a(t)}{w^a(t)}), \nabla^2 r\left(\frac{x^a}{w^a(t)}\right)(\xi^a - \frac{x^a w^a(t)}{w^a(t)}) \rangle
\]

\[
- \nabla r\left(\frac{x^a}{w^a(t)}\right) \nabla_x V(x) + \dot{w}^a(t) \left(r\left(\frac{x^a}{w^a(t)}\right) - \frac{x^a}{w^a(t)} \nabla r\left(\frac{x^a}{w^a(t)}\right)\right)
\]

\[
\geq - \nabla r\left(\frac{x^a}{w^a(t)}\right) \nabla_x V(x) + \dot{w}^a(t) \left(r\left(\frac{x^a}{w^a(t)}\right) - \frac{x^a}{w^a(t)} \nabla r\left(\frac{x^a}{w^a(t)}\right)\right). \]

Using the properties of $r(x^a)$ described in Lemma 5.2.9 and the fact that $(y, \eta) \in (\xi^+)^{-1}(Z_a)$, we get that, for some $\epsilon > 0$,

\[
- \nabla r\left(\frac{x^a(t)}{w^a(t)}\right) \nabla_x V(x(t)) = - \nabla r\left(\frac{x^a(t)}{w^a(t)}\right) \nabla_x V^a(x^a(t)) - \nabla r\left(\frac{x^a(t)}{w^a(t)}\right) \nabla_x I_a(x(t)) \leq C g^a(w^a(t)) + C g_a(t).
\]

On the other hand, using again Lemma 5.2.9, we get

\[
\left| r\left(\frac{x^a}{w^a(t)}\right) - \frac{x^a}{w^a(t)} \nabla_x r\left(\frac{x^a}{w^a(t)}\right) \right| \leq C.
\]
Therefore,
\[
\dot{r}_1(t, x(t)) \geq -C|\dot{w}^a(t)| - Cg^a(w^a(t)) - Cg_a(e^a) \quad (5.7.2)
\]
Since \(\dot{w}^a \leq 0\) and \(\dot{w}^a(t) = -g^a(w^a(t))\), we deduce from (5.7.2) that
\[
\frac{d}{dt}(r_1(t, x(t)) - 2Cw^a(t) - Cw_a(e^a)) \geq 0. \quad (5.7.3)
\]
From Lemma 5.2.9 and the fact that \(|x^a(t)| \in o(t)\), we deduce
\[
\dot{r}_1(t, x(t)) \in o(t).
\]
So we have
\[
r_1(t, x(t)) - 2Cw^a(t) - Cw_a(e^a) \in o(t).
\]
This together with (5.7.3) implies
\[
\frac{d}{dt}(r_1(t, x(t)) - 2Cw^a(t) - Cw_a(e^a)) \leq 0,
\]
and hence
\[
r_1(t, x(t)) \leq 2Cw^a(t) + Cw_a(e^a) + C_1,
\]
which by Lemma 5.2.9 implies (5.7.1).

Let us give examples of the functions \(w_a(t), w^a(t)\) for various rates of decay of the pair potentials.

**Corollary 5.7.3**

(i) Assume that
\[
\int_0^\infty \sup_{|x| \geq R} |\nabla_x v^b(x^b)| R^a dR < \infty, \quad b \in \mathcal{B}, \quad \mu \geq 0.
\]
Then
\[
w^a(t) \in o(t^{2/(2+\mu)}), \quad w_a(t) \in \begin{cases} o(t^{1-\mu}), & \mu < 1 \\ O(1), & \mu \geq 1. \end{cases}
\]
Therefore, in this case, if \((y, \eta) \in (\xi^+)^{-1}(Z_a)\), then
\[
|x^a(t, y, \eta)| \leq C|t|^{2/(2+\mu)}.
\]

(ii) Assume that
\[
|\nabla_x v^b(x^b)| \leq Ce^{-C|x^b|} \quad b \in \mathcal{B}.
\]
Then
\[
w^a(t) \in O(\log t), \quad w_a(t) \in O(1).
\]
Therefore, in this case, if \((y, \eta) \in (\xi^+)^{-1}(Z_a)\), then
\[
|x^a(t, y, \eta)| \leq C|\log t|.
\]

(iii) Assume that, for any \(b \in \mathcal{B}\), the support of \(v^b(x^b)\) is compact in \(X^b\). Then
\[
w^a(t) \in O(1), \quad w_a(t) \in O(1).
\]
Therefore, in this case, \((\xi^+)^{-1}(Z_a) \subset \mathcal{E}^{a,+}\), or in other words
\[
|x^a(t, y, \eta)| \leq C.
\]
5.8 Free Region Scattering

Scattering in the free region corresponds in physical terms to all particles moving apart without forming clusters. It is very similar to scattering for 2-body Hamiltonians. In particular, one is able to give a complete classification of trajectories. We have

\[ E_{\text{min},+}^{\text{reg}} = E_{\text{reg}}^{\text{min},+} = (\xi^+)^{-1}(Z_{\text{min}}). \]

We will see in next sections that classical scattering in other regions of phase space is not so well understood.

We will study separately the short-range and the long-range case.

5.8.1 Short-Range Free Region Case

In this subsection we will study the trajectories in \((\xi^+)^{-1}(Z_{\text{min}})\) for short-range interactions. This case is almost identical to the case of 2-body potentials considered in Chap. 2. It is based on comparing the full dynamics with the free dynamics:

\[ \phi_0(t)(x, \xi) = (x + t\xi, \xi). \]

Our first theorem is analogous to Theorems 2.5.2 and 2.6.3.

**Theorem 5.8.1**

(i) Assume

\[ \int_0^\infty \langle R \rangle \sup_{|t| \geq R} |\nabla_x v^b(x^b)| dR < \infty, \quad b \in \mathcal{B}. \]  

Then there exist the limits

\[ \lim_{t \to \infty} (x(t, y, \eta) - t\xi^+(t, y, \eta)) =: x_{\text{sr}, \text{min}}^+(y, \eta), \]

\[ \lim_{t \to \infty} \phi_0(-t)\phi(t) \]

uniformly on compact sets of \((\xi^+)^{-1}(Z_{\text{min}})\). Moreover, we have

\[ \lim_{t \to \infty} \phi_0(-t)\phi(t)(y, \eta) = (x_{\text{sr}, \text{min}}^+(y, \eta), \xi^+(y, \eta)). \]

and the limit \((5.8.3)\) is continuous from \((\xi^+)^{-1}(Z_{\text{min}})\) into \(X \times Z_{\text{min}}\).

(ii) Assume, in addition, that

\[ \int_0^\infty \langle R \rangle \sup_{|t| \geq R} |\partial^\alpha_x \nabla_x v^a(x^b)| dR < \infty, \quad |\alpha| = 1, \quad b \in \mathcal{B}. \]

Then there exists the limit

\[ \lim_{t \to \infty} \phi(-t)\phi_0(t) =: \mathcal{F}_{\text{sr}, \text{min}}^+ \]

uniformly on compact sets of \(X \times Z_{\text{min}}\). The map
is bijective, continuous and called the free region wave transformation. Moreover, (5.8.3) is equal to \( (F_{sr,a_{\text{min}}}^+)^{-1} \).

(ii) If \((y, \eta) = F_{sr,a_{\text{min}}}^+(x, \xi)\), one has

\[
|\phi(t)(y, \eta) - \phi_0(t)(x, \xi)| \to 0 \text{ when } t \to \infty. \tag{5.8.5}
\]

(iii) The mapping \( F_{sr,a_{\text{min}}}^+ \) is symplectic.

(iv) The free region wave transformation intertwines the full and the free dynamics

\[
H \circ F_{sr,a_{\text{min}}}^+ = H_0, \\
\phi(t) \circ F_{sr,a_{\text{min}}}^+ = F_{sr,a_{\text{min}}}^+ \circ \phi_0(t).
\]

Proof. Let us define

\[
|x|^{a_{\text{min}}} := \min_{a \notin a_{\text{min}}} |x^a|,
\]

By the continuity of \( \xi^+ \) on \( (\xi^+)^{-1}(Z_{a_{\text{min}}}) \) proven in Theorem 5.6.2, we obtain that if \( K \) is a compact set included in \( (\xi^+)^{-1}(Z_{a_{\text{min}}}) \), then there exist \( c_0, T \) such that

\[
|x|^{a_{\text{min}}}(t, y, \eta) \geq c_0(t - T), \quad (y, \eta) \in K, \quad t \geq 0. \tag{5.8.6}
\]

We may then use (5.8.6), as we used Theorem 2.3.3 (iv) and (iii), to introduce an effective time-dependent force

\[
F_J(t, x) := -J \left( \frac{x}{t} \right) \nabla_x V(x),
\]

where \( J \in C^\infty(X) \) such that

\[
\text{supp } J \subset \left\{ x \in X \mid |x|^{a_{\text{min}}} \geq \frac{1}{2}c_0 \right\}, \quad J = 1 \text{ on } \left\{ x \in X \mid |x|^{a_{\text{min}}} \geq c_0 \right\},
\]

and apply the results about time-decaying forces.

\[\square\]

5.8.2 Long-Range Free Region Case

The study of long-range scattering for trajectories in the free region \( (\xi^+)^{-1}(Z_{a_{\text{min}}}) \) can also be reduced to the case of 2-body potentials.

First note that we can construct a solution of the Hamilton-Jacobi equation in a similar way as we did in Theorem 2.7.5. We have the following analog of Theorem 2.7.5.

Theorem 5.8.2

Under the hypothesis
\[
\int_0^\infty \sup_{|x'| \geq R} |\partial_\alpha v^b(x^b)| |R|^{|\alpha|-1}dR, \quad b \in \mathcal{B}, \quad |\alpha| = 1, 2, \quad (5.8.7)
\]

there exists a function
\[
R \times X \ni (t, \xi) \mapsto S_{\text{min}}(t, \xi) \in \mathbb{R}
\]
that has the following property: for any \( \epsilon > 0 \), there exists \( T_\epsilon \) such that
\[
\partial_t S_{\text{min}}(t, \xi) = \frac{1}{2} \xi^2 + V(\nabla_\xi S_{\text{min}}(t, \xi)), \quad \xi \in \mathcal{Z}_{\text{min}}, \quad t \geq T_\epsilon.
\]

For any \( \epsilon > 0 \), the function \( S_{\text{min}}(t, \xi) \) satisfies, uniformly for \( \xi \in \mathcal{Z}_{\text{min}}^\epsilon \),
\[
\partial_\xi^\beta \left( S_{\text{min}}(t, \xi) - \frac{1}{2} \xi^2 \right) \in o(t), \quad |\beta| \leq 2.
\]

**Proof.** The proof is almost identical to the one of Theorem 2.7.5, except that we replace sets \{ \{ \xi \mid > 2^{-n} \} \} with \( \mathcal{Z}_{\text{min}}^{2^{-n}} \).

We define now the modified free flow by
\[
X \times \mathcal{Z}_{\text{min}} \ni (x, \xi) \mapsto \phi_{t, \text{min}}(x, \xi)
\]
\[
:= (x + \nabla_\xi S_{\text{min}}(t, \xi), \xi) \in X \times X'. \quad (5.8.8)
\]

We have now the following analog of Theorem 2.7.11.

**Theorem 5.8.3**

(i) Assume (5.8.7). Then the following limit exists uniformly on compact sets of \( X \times \mathcal{Z}_{\text{min}} \)
\[
\lim_{t \to \infty} \phi(-t) \phi_{t, \text{min}}(t) =: \mathcal{F}_{t, \text{min}}^+, \quad (5.8.9)
\]
and the following limits exist uniformly on compact sets of \((\mathcal{Z}_{\text{min}}^+)\) \(1\)
\[
\lim_{t \to \infty} (x(t, y, \eta) - \nabla_\xi S_{\text{min}}(t, \xi(t, y, \eta))) = x_{t, \text{min}}^+(y, \eta), \quad (5.8.10)
\]
\[
\lim_{t \to \infty} \phi_{t, \text{min}}(t) \phi(t). \quad (5.8.11)
\]

The limit in (5.8.11) is equal to \((\mathcal{F}_{t, \text{min}}^+)^{-1}\). Moreover,
\[
(\mathcal{F}_{t, \text{min}}^+)^{-1}(y, \eta) := (x_{t, \text{min}}^+(y, \eta), \xi^+(y, \eta)).
\]

The map
\[
\mathcal{F}_{t, \text{min}}^+ : X \times \mathcal{Z}_{\text{min}} \to (\mathcal{Z}_{\text{min}}^+) \quad (5.8.11)
\]
is bijective, continuous and called the modified free region wave transformations.

(ii) The mapping \( \mathcal{F}_{t, \text{min}}^+ \) is symplectic.

(iii) The modified free region wave transformation intertwines the full and free dynamics
\[
H \circ \mathcal{F}_{t, \text{min}}^+ = H_0,
\]
\[
\phi(t) \circ \mathcal{F}_{t, \text{min}}^+ = \mathcal{F}_{t, \text{min}}^+ \circ \phi(t).
\]
5.9 Existence of the Asymptotic External Position

The results about the asymptotic behavior of trajectories in \((\xi^+)^{-1}(Z_a)\) with \(a \neq a_{\text{min}}\) are rather limited. The components of \(a\)-clustered trajectories that are usually better behaved are \(x_a\) components. The results of this section, taken from [De7], can be viewed as poor substitutes for asymptotic completeness. (Note that asymptotic completeness can be shown in the quantum case under similar conditions on potentials as those used in this section).

5.9.1 Asymptotic External Position in the Short-Range Case

**Theorem 5.9.1**

*Assume (5.8.1). Then for \((y, \eta) \in (\xi^+)^{-1}(Z_a)\), there exists the limit*

\[
\lim_{t \to \infty} (x_a(t, y, \eta) - t\xi_a(t, y, \eta)) =: x_{sr,a}^+(y, \eta).
\]

*We also have*

\[
\lim_{t \to \infty} (x_a(t, y, \eta) - t\xi_a^+(y, \eta)) = x_{sr,a}^+(y, \eta).
\]

The proof is completely analogous to the proof of Theorem 2.6.3. The observable \(x_{sr,a}^+\) is called the *asymptotic external position*.

Note that Theorem 5.9.1 can be interpreted as follows.

**Corollary 5.9.2**

*Let \((y, \eta) \in (\xi^+)^{-1}(Z_a)\). Then there exists a unique trajectory \(\tilde{x}_a(t)\) of the Hamiltonian \(\frac{1}{2}\xi_a^2\) such that*

\[
x_a(t, y, \eta) - \tilde{x}_a(t) \in o(t^0).
\]

**Proof.** In fact, we set \(\tilde{x}_a(t) = x_{sr,a}^+(y, \eta) + t\xi^+(y, \eta)\). \(\square\)

5.9.2 Asymptotic External Position in the Long-range Case

The external position in the long-range case is not asymptotic to free motion. It is possible to describe this asymptotics in a number of ways.

Probably the most canonical way to describe the asymptotics of the \(x_a\) components of \(a\)-clustered trajectories is to compare them with the motion generated by the following Hamiltonian on \(X_a \times X'_a\):

\[
h_a(x_a, \xi_a) := \frac{1}{2}\xi_a^2 + I_a(x_a).
\]

This is also a generalized N-body Hamiltonian, but much simpler than \(H(x, \xi)\). In particular, the set \(Z_a\) is the “free region” for \(h_a(x_a, \xi_a)\). Therefore, the trajectories
for $h_a(x_a, \xi_a)$ with the asymptotic velocity in $Z_a$ are “asymptotically free” and well understood by the results of Subsect. 5.8.2.

Below we will show that the motion of an $a$-clustered trajectory is asymptotic to an asymptotically free trajectory generated by $h_a(x_a, \xi_a)$.

**Theorem 5.9.3**

Assume that

$$\int_0^\infty \sup_{|x|^2 R} \left| \partial_{a, b}^{a, b}(x, b) \right| |(R)|^{|\alpha|+1+\mu}dR, \quad b \in B, \quad |\alpha| = 1, 2. \quad (5.9.2)$$

Assume either one of the following conditions:

(i) $(y, \eta) \in E_a^+$ and $\mu = 0$, or

(ii) $(y, \eta) \in (\xi^+)^{-1}(Z_a)$ and $\mu = \sqrt{3} - 1$.

Then there exists a unique trajectory $\tilde{x}_a(t)$ in $X_a$ for the Hamiltonian $h_a(x_a, \xi_a)$ such that

$$x_a(t, y, \eta) - \tilde{x}_a(t) \in o(t^0).$$

**Proof.** Let $(y, \eta) \in (\xi^+)^{-1}(Z_a)$ and denote $x(t) = x(t, y, \eta)$. Let $\tilde{x}_a^1(t)$ be an arbitrary trajectory in $X_a$ for the Hamiltonian $h_a(x_a, \xi_a)$ such that

$$\lim_{t \to \infty} \frac{\tilde{x}_a^1(t)}{t} = \xi^+(y, \eta). \quad (5.9.3)$$

Such a trajectory exists by Theorem 5.8.3, since $\xi^+(y, \eta) \in Z_a$ and $Z_a$ is the free region for $h_a(x_a, \xi_a)$. We compute

$$\frac{d^2}{dt^2} (x_a(t) - \tilde{x}_a^1(t)) = -\nabla x_a I_a(x(t)) + \nabla x_a I_a(\tilde{x}_a^1(t))$$

$$= -\left( \nabla x_a I_a(x_a(t)) - \nabla x_a I_a(\tilde{x}_a^1(t)) \right)$$

$$- \left( \nabla x_a I_a(x(t)) - \nabla x_a I_a(x_a(t)) \right). \quad (5.9.4)$$

We set

$$\tilde{z}_a(t) := x_a(t) - \tilde{x}_a^1(t),$$

From (5.9.3) and (5.9.4), we obtain

$$|\tilde{z}_a| \leq f(t)|\tilde{z}_a(t)| + g(t),$$

$$\lim_{t \to \infty} \tilde{z}_a(t) = 0.$$

where $g(t) = f(t)|x_a(t)|$. Using (5.8.7), we obtain $\langle t \rangle f(t) \in L^1(dt)$.

If $(y, \eta) \in E_a^+$, then $|x_a(t)|$ is uniformly bounded. Therefore, $\langle t \rangle g(t) \in L^1(dt)$.

In general, if $(y, \eta) \in (\xi^+)^{-1}(Z_a)$, then we have by Theorem 5.7.2

$$|x_a(t)| \leq C\langle t \rangle^{2/(2+\mu)}.$$
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We also have
\[ \langle t \rangle^{1+\mu} f(t) \in L^1(dt), \]
so, for \( \mu = \sqrt{3} - 1 \), we have
\[ \langle t \rangle g(t) \in L^1(dt). \]

Summarizing, in both cases we have \( \langle t \rangle g(t) \in L^1(dt) \). We deduce from Lemma A.1.2 that
\[ \lim_{t \to \infty} z_a(t) \]
exists. Using now the fact that \( Z_a \) is the free region for \( h_a(x_a, \xi_a) \) and
\[ \lim_{t \to \infty} \frac{\tilde{x}_a(t)}{t} \in Z_a, \]
we can find, as in Subsect. 5.8.2, a unique trajectory \( \tilde{x}_a(t) \) for \( h_a(x_a, \xi_a) \) such that
\[ \lim_{t \to \infty} (\tilde{x}_a(t) - \tilde{x}_a(t)) = \lim_{t \to \infty} z_a(t). \]
This completes the proof of the theorem. \( \square \)

An alternative method that can be applied to describe the external components of a-clustered trajectories uses solutions of the Hamilton-Jacobi equation.

If we apply Theorem 5.8.2 replacing \( H(x, \xi) \) with \( h_a(x_a, \xi_a) \), then we will convince ourselves that there exists a function
\[ \mathbb{R} \times X_a^{\prime} \ni (t, \xi) \mapsto S_a(t, \xi_a) \in \mathbb{R} \]
with the following property: for any \( \epsilon > 0 \), there exists \( T_\epsilon \) such that
\[ \partial_t S_a(t, \xi_a) = \frac{1}{2} \xi_a^2 + I_a(\nabla_{\xi_a} S_a(t, \xi_a)), \quad t \geq T_\epsilon, \quad \xi_a \in Z_\epsilon^a, \quad \partial_{\xi_a}^\beta (S_a(t, \xi_a) - \frac{1}{2} t \xi_a^2) \in o(t), \quad \xi_a \in Z_\epsilon^a, \quad |\beta| \leq 2. \] (5.9.5)

**Theorem 5.9.4**

Assume the hypotheses of Theorem 5.9.3. Then, for any \( (y, \eta) \in (\xi^+)^{-1}(Z_a) \), there exists the limit
\[ \lim_{t \to \infty} (x_a(t, y, \eta) - \nabla_{\xi_a} S_a(t, \xi_a(t, y, \eta))) =: x_{ir,a}^+(y, \eta). \]
The observable \( x_{ir,a}^+(y, \eta) \) is called the asymptotic modified external position.

**Proof.** Using the Hamilton-Jacobi equation (5.9.5), we compute
\[ \frac{d}{dt}(x_a(t) - \nabla_{\xi_a} S_a(t, \xi_a(t))) \]
\[ = \nabla_{\xi_a}^2 S_a(t, \xi_a(t)) (\nabla_{x_a} I_a(\nabla_{\xi_a} S_a(t, \xi_a(t))) - (\nabla_{x_a} I_a(x_a(t)))) \]
\[ = -\nabla_{\xi_a}^2 S_a(t, \xi_a(t)) (\nabla_{x_a} I_a(x_a(t)) - \nabla_{x_a} I_a(\nabla_{\xi_a} S_a(t, \xi_a(t)))) \]
\[ -\nabla_{\xi_a}^2 S_a(t, \xi_a(t)) (\nabla_{x_a} I_a(x_a(t)) - \nabla_{x_a} I_a(x_a(t))). \] (5.9.6)
As in the proof of Theorem 5.9.3, we deduce from (5.9.6) that, for
\[ z_a(t) := x_a(t) - \nabla_{\xi_a} S_a(t, \xi_a(t)), \]
one has
\[ |\dot{z}_a(t)| \leq f(t)|z_a(t)| + g(t) \tag{5.9.7} \]
for \( f(t), g(t) \in L^1(dt) \). Applying then Gronwall’s inequality (A.1.2), we obtain
the theorem. \( \square \)

Note that an alternative way of proving Theorem 5.9.4 is to apply Theorem
5.9.3, and then Theorem 5.8.3 with \( H(x, \xi) \) replaced with \( h_a(x, \xi) \).

### 5.9.3 External Position for Regular \( a \)-Trajectories

We already saw in Sect. 5.6 that regular \( a \)-trajectories are better behaved than
general \( a \)-trajectories. Here we study the regularity property of the external
position.

**Theorem 5.9.5**

(i) Assume (5.8.1). Then the function
\[ \mathcal{E}_{\text{reg}}^{a,+} \ni (y, \eta) \mapsto x_{a,r}^+(y, \eta) \tag{5.9.8} \]
is continuous and
\[ (x_{a,r}^+, \xi^+, H^{a,+})(\mathcal{E}_{\text{reg}}^{a,+}) \supset X_a \times X_a \times \sigma_{\text{reg}}^a \tag{5.9.9} \]

(ii) Assume (5.8.7). Then the function
\[ \mathcal{E}_{\text{reg}}^{a,+} \ni (y, \eta) \mapsto x_{a,r}^+(y, \eta) \tag{5.9.10} \]
is continuous and
\[ (x_{a,r}^+, \xi^+, H^{a,+})(\mathcal{E}_{\text{reg}}^{a,+}) \supset X_a \times X_a \times \sigma_{\text{reg}}^a \tag{5.9.11} \]

The proof is similar to the one of Theorem 5.6.2 and left to the reader.

### 5.10 Potentials of Super-Exponential Decay

In this section we consider the case of potentials that decay faster than any
exponential. Only in this case, one can get a rather complete classification of all
trajectories. In fact, the result of Theorem 5.10.1 below is close to what we would
like to call the existence and completeness of wave transformations. This result
comes from [De8]. It was inspired by a similar result about compactly supported $N$-body potentials that was proven in [Hu2].

Let us first introduce some notation. For any $a \in \mathcal{A}$, we denote by $\phi_{H_a}(t)$ the flow on $X \times X'$ generated by $H_a(x, \xi)$. By $\xi_{H_a}^+$ we denote the corresponding asymptotic velocity.

We will assume in this section that, for any $\theta > 0$, there exists $C_\theta$ such that

$$|\nabla v^a(x'|a)| \leq C_\theta e^{-\theta |x'|}, \quad x' \in \mathcal{A},$$

$$|\nabla^2 v^a(x'|a)| \leq C.$$  \hspace{1cm} (5.10.1)

The following theorem gives a complete classification of trajectories for pair potentials satisfying (5.10.1):

**Theorem 5.10.1**

Assume that (5.10.1) holds. Then one has the following results:

(i) For $(y, \eta) \in (\xi^+)^{-1}(Z_a)$, there exists the limit

$$\lim_{t \to \infty} \phi_{H_a}(-t)\phi(t)(y, \eta).$$  \hspace{1cm} (5.10.2)

(ii) For $(x, \xi) \in (\xi_{H_a}^+)^{-1}(Z_a)$, there exists the limit

$$\lim_{t \to \infty} \phi(-t)\phi_{H_a}(t)(x, \xi) =: \mathcal{F}_a^+(x, \xi).$$  \hspace{1cm} (5.10.3)

The mapping

$$\mathcal{F}_a^+: (\xi_{H_a}^+)^{-1}(Z_a) \to (\xi^+)^{-1}(Z_a)$$

is called the $a$–region wave transformations. The mapping (5.10.2) is equal to $(\mathcal{F}_a^+)^{-1}$.

(iii) If $(y, \eta) = \mathcal{F}_a^+(x, \xi)$, then one has

$$|\phi(t)(y, \eta) - \phi_{H_a}(t)(x, \xi)| \leq C_\theta e^{-\theta t}, \quad \theta > 0.$$  

(iv) $\mathcal{F}_a^+$ intertwines the dynamics of $H(x, \xi)$ and $H_a(x, \xi)$

$$H \circ \mathcal{F}_a^+ = H_a, \quad \phi(t) \circ \mathcal{F}_a^+ = \mathcal{F}_a^+ \circ \phi_{H_a}(t).$$

**Remark.** Let $\phi_{H_a}(t)$ denote the flow on $X^a \times X'^a$ generated by $H^a(x^a, \xi^a)$. By $\xi_{H_a}^+$, we denote the corresponding asymptotic velocity. Clearly, we have

$$\phi_{H_a}(t)(y, \eta)^a = \phi_{H_a}(t)(y^a, \eta^a),$$

$$\phi_{H_a}(t)(y, \eta)|_a = (y_a + t\eta_a, \eta_a),$$

$$\xi_{H_a}^+(y, \eta) = \eta_a + \xi_{H_a}^+(y^a, \eta^a).$$
Thus Theorem 5.10.1 gives a complete classification of the $a-$clustered trajectories. Namely, they are classified by an almost bounded or bounded trajectory of $H^a(x^a, \xi^a)$ and a free trajectory of $\frac{1}{2}\xi^2_a$.

If we assume instead of (5.10.1) that the pair potentials have compact support, then, by Sect. 5.7, there are no almost-bounded trajectories of $H^a(x^a, \xi^a)$. In this case, the internal part of a trajectory in $(\xi^+)^{-1}(Z_a)$ is asymptotic to a bounded trajectory of $H^a(x^a, \xi^a)$. Of course, this result can also be deduced directly from Theorem 5.4.1. This result is due to Hunziker [Hu2], who called it the asymptotic completeness of classical N-body systems, although, as we saw, there are a number of other properties that can be called by this name.

**Proof of Theorem 5.10.1.** Let $(y, \eta) \in (\xi^+)^{-1}(Z_a)$. From (5.10.1) we deduce that, for any $\theta > 0$,

$$\lim_{t \to \infty} e^{\theta t} \int_t^{\infty} |\nabla_x I_a(x(t, y, \eta))| dt = 0. \quad (5.10.4)$$

From (5.10.4) we see that we can apply Corollary A.6.2 with

$$F_1(x) = -\nabla_x V(x), \ F_2(x) = -\nabla_x V^a(x^a),$$

$$x_1(t) := x(t, y, \eta),$$

since $F_1(x) - F_2(x) = -\nabla_x I_a(x)$. This proves (ii).

Let now $(x, \xi) \in (\xi^+_H)^{-1}(Z_a)$, and let $x_2(t)$ the trajectory for $H_a(x, \xi)$ starting from $(x, \xi)$. Again from (5.10.1) we obtain

$$\lim_{t \to \infty} e^{\theta t} \int_t^{\infty} |\nabla_x I_a(x_2(t))| dt = 0.$$ 

We obtain now (iii) by exactly the same argument, exchanging the roles of $F_1$ and $F_2$.

Finally, (iii) follows from Corollary A.6.2 and (iv) is an immediate consequence of (ii).
6. Quantum $N$-Body Hamiltonians

6.0 Introduction

A system of $N$ non-relativistic distinguishable particles moving in the Euclidean space $\mathbb{R}^n$ is described by the Hilbert space $L^2(\mathbb{R}^{N\nu})$. Its evolution is usually described by a Hamiltonian of the form

$$H := \sum_{j=1}^{N} \frac{1}{2m_j} D_j^2 + \sum_{1 \leq i < j \leq N} V_{ij}(x_i - x_j).$$

(6.0.1)

If some of the particles are identical, then only a certain subspace of $L^2(\mathbb{R}^{N\nu})$ carrying an appropriate (bosonic or fermionic) statistics describes physical states. We will not consider this question; let us only mention that the results described in this chapter can be easily modified to take into account particle statistics [De9].

If the particles are point charges, then the interaction is described by Coulomb potentials

$$V_{ij}(x) = \frac{Z_i Z_j}{|x|},$$

where $Z_i$ are charges of the $i$-th particle. This class of potentials is the most important from the physical point of view; nevertheless other, usually short-range interactions are also of interest (e.g. Yukawa, van der Waals, dipole interactions).

One of the main goals of mathematical scattering theory is to give an asymptotic description of the evolution $e^{-itH}$ for $t \to \infty$. As we will see, for a very large class of potentials, including the physically important Coulomb case, we possess a very deep and satisfactory understanding of this asymptotics.

This understanding was first reached on a heuristic level by physicists, who conjectured that an $N$-body system evolving according to (6.0.1) will eventually break up into independent clusters and each cluster will evolve as a bound state of the corresponding cluster Hamiltonian. This conjecture is the basis for interpretation of experimental data. In fact, suppose that we consider an experiment involving a certain number (preferably small) of particles. For definiteness, we can imagine that these particles are electrons and nuclei. During a typical experiment, these particles scatter from one another; then they move away in various directions. During scattering, it is difficult to describe the state of the system.
But after a long enough time, one can observe that the system breaks up into independent clusters such as molecules, atoms, ions or single electrons. The same picture is true if we go with time to \(-\infty\).

In practice, it is difficult to measure the state of a system while it undergoes a scattering process. What experimentalists usually measure are the probabilities of obtaining the final configuration provided we know the initial configuration. Asymptotic completeness is a precise statement that describes all the possible initial and final configurations in very simple terms.

During scattering, system of particles can undergo all kinds of changes: clusters change their momenta, sometimes they change their composition, they break up or bind. In our example, where we treat electrons and nuclei as “elementary particles”, an ion may capture an electron, an atom may become ionized, molecules may undergo a chemical reaction. It is remarkable that most of these phenomena, which comprise a large part of physics and chemistry, can be understood mathematically using the Hamiltonian \(6.0.1\). In particular, the existence and completeness of wave operators explains in a very satisfactory way why the standard description of scattering processes is correct.
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**Fig. 6.1.** Three possible scattering processes.

We remember from Chap. 4 that, roughly speaking, typical mathematical assumptions that give a reasonable 2-body quantum scattering theory are the following:

the short-range assumption: \(|V(x)| \leq C\langle x\rangle^{-\mu}, \quad \mu > 1,\) \hspace{1cm} (6.0.2)

the long-range assumption: \(|\partial_x^\alpha V(x)| \leq C\langle x\rangle^{-|\alpha|-\mu}, \quad \mu > 0, \quad |\alpha| \leq 2.\) \hspace{1cm} (6.0.3)

In the \(N\)-body case, the situation is somewhat more complicated. The short-range assumption is sufficient to guarantee that the usual wave operators exist and are
complete. The long-range assumption (6.0.2) in the \( N \)-body case with \( N \geq 3 \) does not guarantee the existence and completeness of modified wave operators. In fact, there are counterexamples for \( \mu < 1/2 \) (see [Yaf7]). The existence and completeness of wave operators for systems with an arbitrary number of particles has been shown only for \( \mu > \sqrt{3} - 1 \sim 0.73 \). For physical applications, this is probably sufficiently, because in the nature there seem to be no potentials with a slower decay than \( \mu = 1 \), as in Coulomb potentials. Various other physically interesting potentials are usually short-range.

Nevertheless, \( N \)-body systems satisfying (6.0.3) have many elegant mathematical properties related to asymptotic completeness. Studying these properties, even though they may not have an immediate physical relevance, seems to clarify mathematical arguments needed to handle physically important cases.

It should be stressed, however, that \( N \)-body Hamiltonians are interesting not only because of their physical importance. We think that \( N \)-body scattering theory is also a very appealing piece of mathematics worth studying even if we disregard its physical aspects. The aim of our exposition is to present its logical structure and relationships between its various elements, and therefore in our theorems we usually try to state assumptions that are as weak as reasonably possible.

Let us now describe the contents of this chapter.

Basic definitions concerning the configuration space of \( N \)-body systems were given at the beginning of Chap. 5. In Sect. 6.1 we only recall some of them. We also define basic Hamiltonians that will be studied in this chapter.

Section 6.2 gives a short introduction to geometric methods used in the study of \( N \)-body systems. We also prove the so-called HVZ theorem, which describes the essential spectrum of \( H \) in terms of the spectra of its cluster Hamiltonians (see [RS, vol III] and references therein).

In the classical case (if the potentials are bounded), a bound on the energy yields automatically the finiteness of the velocity of trajectories. In the quantum case, there are similar results, but they are much more subtle. They are known as large velocity estimates. We studied various kinds of large velocity estimates in Chap. 4. In this chapter we will need only weak large velocity estimates, which we prove in Sect. 6.3 (see [SS1, Gr]).

One of the deepest technical results about \( N \)-body systems is the Mourre estimate. It says that, for some \( C_0 > 0 \),

\[
\mathbb{1}_\Delta(H) \ll[H, A]\mathbb{1}_\Delta(H) \geq C_0 \mathbb{1}_\Delta(H) + \text{ compact operator},
\]  

(6.0.4)

if \( \Delta \) is an interval disjoint of thresholds of \( H \). The Mourre estimate is used to prove various important properties of \( N \)-body Hamiltonians. Some of them, especially those related to the boundary values of the resolvent, are beyond the scope of this book (see [Mo1, PSS, JMP, Jen, CFKS, ABG]). Another consequence is the local finiteness of the pure point spectrum. We will need the Mourre estimate again in a crucial step of the proof of asymptotic completeness.
The proof of the Mourre estimate for \(N\)-body systems is given in Sect. 6.4 (see [Mo1, Mo2, PSS, FH1, CFKS]).

In Sect. 6.5 we prove the exponential decay of non-threshold eigenfunctions. The result is a consequence of the Mourre estimate. We also describe two related results. We prove that the eigenvalues do not accumulate from above at thresholds and that there are no positive eigenvalues (see [FH2, FHHO, Pe2, CFKS]).

Section 6.6 presents a number of weak propagation estimates. Using these estimates, we can show that, for long-range \(N\)-body systems satisfying (6.0.3), there exists the so-called asymptotic velocity

\[
P^+ := s-C_\infty \lim_{t \to \infty} e^{itH} x \frac{1}{t} e^{-itH}.
\]

We also prove that the eigenstates of \(P^+\) with zero eigenvalue are eigenstates of \(H\). Essentially, all the propagation estimates of Sect. 6.6 are taken from [Gr], with some modifications based on [Ya5, De8]. The existence of the asymptotic velocity was first shown (in a different formulation) in [De6], and then reformulated to its present form in [De8]. The ideas of considering similar asymptotic observables is much older; they were used for example by Enss [E3].

With help of the results of Sect. 6.6, it is easy to show the asymptotic completeness of short-range \(N\)-body systems, which we present in Sect. 6.7. The original proof due to Sigal and Soffer [SS1] was simplified by Graf [Gr], then also by Yafaev [Ya5]; nowadays one can argue that it is one of the most elegant and deepest pieces of mathematical physics.

Section 6.7 ends the main part of this chapter, which gives the most important and best understood elements of \(N\)-body quantum scattering theory. In fact, a full proof of asymptotic completeness for short-range \(N\)-body systems is contained in Sects. 5.1, 5.2, 6.1, 6.2, 6.3, 6.4, 6.6 and 6.7. The remaining sections of this chapter are devoted to more special topics of mathematical rather than physical interest and to the proof of asymptotic completeness for \(N\)-body long-range systems, which is technically more involved.

In Sect. 6.8 we introduce the notion of the asymptotic separation of a dynamics. We say that a dynamics is asymptotically separated with respect to the factorization \(L^2(X) = L^2(X_a) \otimes L^2(X^a)\) if it can be approximated for large times by a dynamics that acts independently in \(L^2(X_a)\) and \(L^2(X^a)\). An example of a Hamiltonian that generates a separated dynamics is the cluster Hamiltonian \(H_a\). Other examples are \(H_{[a]}\) and \(H_{a-\text{sep}}\), which are defined in this section. In the short-range case, \(e^{-itH}\) can be asymptotically approximated by a dynamics \(e^{-\mu H_a}\), \(e^{-itH_{[a]}}\) and \(e^{-\mu H_{a-\text{sep}}}\) on some large subspaces of the Hilbert space. The problem becomes much more difficult in the long-range case and is closely related to asymptotic completeness. As we will see later on, in the long-range case with \(\mu > \sqrt{3} - 1\), we will be able to use \(e^{-itH_{a-\text{sep}}}\) to approximate the full dynamics. This result will serve as the key element of our proof of asymptotic completeness in the long-range case.
6.0 Introduction

Sometimes it is convenient to replace the full Hamiltonian $H$ by a simpler many-body Hamiltonian with a time-decaying perturbation. This trick, which goes back to Sigal and Soffer, is described in Sect. 6.9. N-body systems satisfying (6.0.3) have a quite well behaved scattering theory, even though asymptotic completeness may fail. This we already saw in Sect. 6.6, where we proved the existence of the asymptotic velocity and we showed some of its properties. Section 6.10 can be regarded as a supplement to Sect. 6.6. In this section we give a complete description of the joint spectrum $\sigma(P^+, H)$. We also describe some large subspaces on which asymptotic separation holds.

In Sect. 6.11 we describe asymptotic clustering. This property involves a simplified effective dynamics that commutes with the external momentum. This property was first proven by Sigal and Soffer [SS2] for $\mu = 1$; then it was extended to the $\mu > 1/2$ case [DeGe1]. It is related to Dollard wave operators (see Sects. 3.6 and 4.8). It implies the so-called asymptotic absolute continuity, which is a certain property of the spectral measure of $P^+$ [De6, De8].

The remaining part of this chapter is devoted to a proof of the asymptotic completeness of long-range $N$-body systems. The most technical elements of this proof are contained in Sects. 6.12 and 6.13. It is based on [De8]. It is technically convenient to use the framework of effective time-dependent Hamiltonians of the form $\hat{H}(t) = H + W(t, x)$. We also use various special observables such as $R(x)$ and $r(x)$, which were constructed in Sect. 5.2. Characteristic for these sections is the use of functions of $x/t^\delta$ rather than of $x/t$, which was typical for the previous sections.

Recall from Sect. 5.2 that $r(x)$ was a deformation of the function $|x|$ that took into account the geometry of configuration space. A special role in our analysis is played by the operator

$$b_{\chi, l} = \frac{1}{2} \chi(H)(D \nabla r(\frac{x}{t}) + \nabla r(\frac{x}{t}) D)\chi(H).$$

In Sect. 6.12 we show that in the Heisenberg picture this observable possesses a limit, which we call $\hat{b}_\chi^+$, and which is equal to $|\hat{P}^+\chi|^2(H)$.

In Sect. 6.13 we concentrate our attention on the states for which the asymptotic velocity is zero, and hence that belong to the kernel of $\hat{b}_\chi^+$. A priori, such states may spread not faster than $o(t)$. We show that in fact they spread not faster than $O(t^\delta)$ with $\delta = 2(2 + \mu)^{-1}$. Note that an analogous statement was proven in the case of classical $N$-body systems (see Theorem 5.7.2). Nevertheless, the result in the quantum case is more difficult to show.

In Sect. 6.14 we prove that if $\mu > \sqrt{3} - 1$, then asymptotic separation holds, that is, on a certain subspace of the Hilbert space defined in terms of the spectrum of the asymptotic velocity, there exists a relative wave operator

$$s^- \lim_{t \to \infty} e^{itH_{a-sep}} e^{-itH},$$

where the Hamiltonian $H_{a-sep}$ has the property

$$H_{a-sep} = h_a \otimes 1 + 1 \otimes H^a.$$
The proof of the existence of (6.0.5) is based on the Cook method. We need to show that a certain expression of the order

\[ \text{force along the trajectory} \times \text{size of the cluster} \]

is integrable in time. The force decays as \( t^{-1-\mu} \) and, as follows from Sect. 6.13, the size of a cluster grows not faster than \( t^\delta \), where \( \delta = 2(2 + \mu)^{-1} \). Hence we obtain the condition

\[ \mu > 2(2 + \mu)^{-1}, \]

which is satisfied for \( \mu > \sqrt{3} - 1 \).

\( N \)-body scattering theory has a long and interesting history. Below we will try to describe the main contributions to its development, focusing on the problem of the existence and completeness of wave operators.

The formulation of \( N \)-body scattering theory using wave operators and a proof of the orthogonality of channels was given by Jauch [Jau]. The existence of wave operators for a class of short-range potentials was proven by Hack [Hack], and then extended to potentials with local singularities by Hunziker [Hu1].

The reader will find a review of most results of the earlier phase of \( N \)-body scattering theory in the monograph of Reed and Simon [RS, vol III].

Whereas the existence of \( N \)-body wave operators (under some restrictive conditions, which in the long-range case involved also bound states) was relatively easy to show, the problem of asymptotic completeness for a long time remained open. The first attempts to prove it were made by Faddeev. Faddeev used clever resolvent identities (named afterwards Faddeev equations) and the stationary method to study asymptotic completeness for a certain class of short-range potentials in dimension 3 or bigger for 3-body systems [Fa]. Unfortunately, his method required to impose certain implicit assumptions on the potentials (the absence of zero-energy resonances and bound states for subsystems).

After Faddeev the stationary method was developed by Ginibre and Moulin [GM] and Thomas [Th] for 3-body systems, by Hagedorn [Ha] for 4-body systems and by Sigal [Sig1] for \( N \)-body systems. All of these papers had the same drawback, namely, implicit assumptions. The only exception was the work of Loss and Sigal [LoSig], which contained a stationary proof of the asymptotic completeness of a certain (rather small) class of 3-body systems without implicit assumptions.

One should also mention proofs of asymptotic completeness for some special \( N \)-body systems. Iorio and O’Carrol proved asymptotic completeness for small potentials in 3 or more dimensions [IoO'C]. Lavine proved asymptotic completeness for a class of repulsive \( N \)-body potentials [La2]. Note, however, that, under the conditions of these two theorems, only the free channel is open.

Scattering for the energies below the lowest 3-cluster threshold is also relatively simple and asymptotic completeness can be shown in this region quite easily, see e.g. [Comb].

With the advent of time-dependent and geometric methods, mathematical physicists have essentially abandoned the stationary approach based on resolvent identities, such as the Faddeev equation, in the study of \( N \)-body scattering.
Some of the early successes in mathematical N-body scattering theory are associated with the name of E. Mourre. He found an abstract theory, that started with a pair of operators $A$ and $H$ satisfying the estimate (6.0.4), and led to a number of results about the spectral properties of $H$ and estimates on the boundary value of the resolvent of $H$. Mourre proved that the hypotheses of this theory were satisfied by 3-body systems [Mo1, Mo2], then Perry, Sigal and Simon showed that they were true also for an arbitrary number of particles [PSS].

The first big success in the quest for a rigorous proof of the asymptotic completeness of N-body systems was achieved by V. Enss. Using his time-dependent approach [E1, E2], he proved the asymptotic completeness of 3-body systems first in the short-range, and then in the long-range case with $\mu > \sqrt{3} - 1$ [E5, E6]. His proofs were valid essentially for the same class of potentials that we cover in this chapter. They were based on the analysis of the phase space properties of propagation.

In 1985, Sigal and Soffer announced a proof of the asymptotic completeness of short-range systems with an arbitrary number of particles [SS1]. (Their proof was preceded by a seminal paper of Mourre and Sigal [MoSig]). The proof of Sigal and Soffer was time-dependent, but its philosophy was different from that of Enss. Enss relied heavily on the so-called RAGE theorem (see [RS, vol III]) and on the compactness of various operators. The basic idea of Sigal and Soffer, which proved very fruitful also in the further development, was the following: find a bounded observable whose Heisenberg derivative is positive. Then the expectation value of any observable dominated by this derivative is integrable in time. This idea could be traced back to Putnam and Kato (see Appendix B.4 for references). Nevertheless, it was Sigal and Soffer who first showed its great flexibility and used it to prove a variety of propagation estimates.

A new proof of the propagation theorem, which was the key ingredient of Sigal’s and Soffer’s proof, was given in [De2].

In 1989, a very elegant and simple proof of N-body asymptotic completeness for short-range potentials was found by Graf [Gr]. The basic strategy of Graf was that of Sigal and Soffer – to find observables with a positive Heisenberg derivative. In the case of Sigal and Soffer, those observables were mostly functions of

$$\gamma = \frac{1}{2} (\frac{d}{dx} D + D \frac{d}{dx}).$$

Graf found a new observable, which was essentially the Heisenberg derivative of a modification of $x^2/t$ taking into account in a very clever way the geometry of the configuration space. Another feature of Graf’s proof was its complete time-dependence. Sigal and Soffer used conical cutoffs and the local decay estimate

$$\int_0^\infty \| \langle x \rangle^{-\frac{1}{2} - \epsilon} e^{-i t H} \phi \|^2 dt \leq \infty, \quad \epsilon > 0,$$

which followed from the Mourre estimate, whereas Graf used cutoffs of the form

$$J(\frac{\xi}{t})$$
and did not have to use the local decay estimate.

The problem that remained open was the asymptotic completeness of long-range systems with 4 or more particles. A number of very interesting but somewhat technical results that were valid for long-range N-body Hamiltonians were obtained by Sigal and Soffer in [SS2, SS3]. One of them was the method of strong propagation estimates, that we described in Chap. 4 (where it was used in the case of 2-body Hamiltonians; it clearly generalizes to the N-body case). Another result was the so-called asymptotic clustering, proven for \( \mu = 1 \) in [SS2] and extended to the case \( \mu > 1/2 \) in [DeGe1].

It was typical for the proofs of the asymptotic completeness of short-range N-body systems that they used the short-range condition only in the last step and essentially all the propagation estimates that were needed were valid under the long-range assumption. In particular, the long-range condition was sufficient to show the existence of the limits of various observables in the Heisenberg picture, even without knowing if wave operators exist. These limits generate a natural commutative \( C^* \)-algebra. It is possible to describe the spectrum of this algebra. This approach to scattering theory, which was less satisfactory than the existence and completeness of wave operators but still preserved the basic physical picture that is associated with scattering, was proposed in [De6]. Technically, it was based on propagation estimates of [Gr] (although those of [SS1] were used in an earlier version of this work, see [De5]). Later on, in [De8], those results were reformulated using the vector of commuting self-adjoint operator \( P^+ \) called the asymptotic velocity, instead of commutative \( C^* \)-algebras.

The approach of Graf to asymptotic completeness for short-range N-body systems (or to the existence of the asymptotic velocity, as in Sect. 6.6) was based on the construction of a certain observable, which was the Heisenberg derivative of a distortion of

\[
\frac{x^2}{t}.
\]

Yafaev found a similar proof, which used the Heisenberg derivative of a distortion of \( |x| \) [Ya5]. Yafaev's proof used only time-independent observables. Because of that, unlike in [Gr], Yafaev had to use the local decay estimate (6.0.6), which can be regarded as an extra complication. On the other hand, Yafaev's approach yielded an extra bonus – it could be used in the framework of the stationary scattering theory to study eigenfunction expansions and wave operators of N-body systems [Ya6].

One can say that the proof of the asymptotic completeness of 3-body long-range systems of [E5, E6] was based on considering a certain asymptotic effective Hamiltonian \( H^+ \), which enabled to localize "bad" states at thresholds. Sigal and Soffer tried to extend this idea to the 4-body Coulomb case in [SS3]. Nevertheless, it turned out that the right approach to prove the asymptotic completeness of long-range systems with 4 or more particles was to localize in \( x/t \), that is, in the asymptotic velocity. This idea was applied in [De8], which contained the first proof of the asymptotic completeness of long-range N-body systems. The proof was valid for any number of particles for \( \mu > \sqrt{3} - 1 \), which was the same
borderline as in the work of Enss. It also gave a heuristic argument why it should be difficult to extend the result to slower decaying potentials.

Let us mention other papers on the problem of the asymptotic completeness of \( N \)-body systems: [Ki6, Tam, SS5, Zie].

Apart from asymptotic completeness, there are various other problems about \( N \)-body scattering that one can study. In particular, one can ask whether the eigenfunction expansions are well defined, or (which is essentially equivalent) what are the properties of the kernel of wave operators. One can also study the regularity of the scattering matrix. These questions usually involve a study of the boundary value of the resolvent. We do not consider these questions in our monograph. Among the papers devoted to this subject, let us mention [Ya6, Sk1, HeSk2, GelSk, I4, I5, I6, I7, Bom, Va].

\( 3 \)-body systems can be regarded as an intermediate case between the 2-body and \( N \)-body systems. For 3-body systems, the validity of the asymptotic completeness was pushed to \( \mu > 1/2 \) in [Ge4] if we impose some additional virial-type assumptions on the potentials and the spherical symmetry. The main step of the proof involves a refined analysis of a one-dimensional 2-body Hamiltonian in the presence of a time-decaying potential.

Positive potentials also give the opportunity to prove asymptotic completeness for a slower decay in 3-body systems, see [Wa4].

A counterexample to asymptotic completeness for 3-body systems with potentials satisfying (6.0.3) with \( \mu < 1/2 \) was given by Yaaf ev [Ya7]. His counterexample involves a construction of an additional non-standard wave operator.

The traditional scattering theory regards the Laplacian as the unperturbed Hamiltonian. It is also possible to consider other types of scattering, with other exactly solvable operators serving as free Hamiltonians.

For example, \( N \) charged particles in the constant electric field \( \mathbf{E} \) are described by the \( N \)-body Stark Hamiltonian

\[
H := \sum_{j=1}^{N} \frac{1}{2m_j} D_j^2 + \sum_{j=1}^{N} q_j \mathbf{E} \cdot x_j + \sum_{1 \leq i < j \leq N} V_{ij}(x_i - x_j).
\]

Scattering theory for such Hamiltonians was studied in [AT, HeMSk].

\( N \) charged particles in the presence of a constant magnetic field \( \mathbf{B} \) are described by a Hamiltonian of the form

\[
H := \sum_{j=1}^{N} \frac{1}{2m_j} (D_j + q_j A x_j)^2 + \sum_{1 \leq i < j \leq N} V_{ij}(x_i - x_j),
\]

where \( A x \) is the vector potential of \( \mathbf{B} \). Scattering theory for such Hamiltonians was studied in [GeLa1, GeLa2, GeLa3].

Scattering theory for \( N \)-body Hamiltonians in combined constant magnetic and electric fields was studied in [Sk2, Sk3].

In relativistic and solid state physics, one sometimes considers the so-called dispersive \( N \)-body Hamiltonians
\[ H := \sum_{j=1}^{N} \omega_j(D_j) + \sum_{1 \leq i < j \leq N} V_{ij}(x_i - x_j). \]

Here \( \omega_j(\xi_j) \) is the kinetic energy of the \( j \)-th particle, which does not have to be a quadratic form. Scattering theory for 2-body dispersive systems is very similar to the usual non-dispersive case, described e.g. in Chap. 4. Scattering theory for \( N \)-body dispersive systems is still poorly understood, see [De3, Ge2].

### 6.1 Basic Definitions

Basic definitions and facts about Hilbert spaces are given in Appendix B.1. Basic definitions about the geometry of the \( N \)-body configuration space \( X \) are given in Sect. 5.1. Section 5.2 contains constructions of certain observables related to \( N \)-body systems that will be used in this chapter. This section will be devoted to some basic definitions about \( N \)-particle quantum Hamiltonians.

Most of the time, we will work in the Hilbert space \( L^2(X) \), where \( X \) is a Euclidean space having the meaning of the configuration space of an \( N \)-body system. Recall from Sect. 5.1 that \( X \) is equipped with families of subspaces

\[ \{ X_b \mid b \in B \} \subset \{ X_a \mid a \in A \}. \]

We will denote by \( D, D_a \) and \( D^a \) the momentum operators \( i^{-1} \nabla, i^{-1} \nabla_a \) and \( i^{-1} \nabla^a \) on \( L^2(X) \) respectively. Likewise, \( \Delta = -D^2, \Delta_a = -D_a^2 \) and \( \Delta^a = -(D^a)^2 \) will denote the Laplacians corresponding to the variables \( x, x_a \) and \( x^a \) respectively.

We will now introduce the definition of a (generalized) quantum \( N \)-particle Hamiltonian. We assume that, for every \( b \in B \), we are given a real function (called a potential) \( X^b \ni x^b \mapsto v^b(x^b) \). We will always assume that

\[ v^b(x^b)(1 - \Delta^b)^{-1} \text{ is compact on } L^2(X^b), \quad b \in B. \]  

(6.1.1)

In other words, for every \( b \in B \), the potential \( v^b(x^b) \) is a relatively compact perturbation of \( -\Delta^b \). We will also assume that

\[ v^{a_{\min}}(x^{a_{\min}}) = 0. \]

We set

\[ V(x) := \sum_{b \in B} v^b(x^b), \quad (6.1.2) \]

\[ V^a(x^a) := \sum_{b \leq a} v^b(x^b). \]

Note that the hypotheses (6.1.1) implies that \( V(x) \) and \( V^a(x^a) \) are bounded relatively to \( -\frac{1}{2} \Delta \) with the infinitesimal bound. Using Kato-Rellich’s theorem (see Theorem B.1.3), we can introduce the following definition.
**Definition 6.1.1**

*The Hamiltonian on $L^2(X)$*

$$ H := \frac{1}{2}D^2 + V(x) $$

with domain $H^2(X)$, where $V(x)$ is given by (6.1.2), is self-adjoint and bounded from below. It is called a (generalized) many-body Hamiltonian.

Similarly we define **clustered Hamiltonians**

$$ H_a := \frac{1}{2}D^2 + V^a(x), \quad a \in \mathcal{A}. $$

Clearly, $H = H_{\text{max}}$.

We may identify $L^2(X)$ with $L^2(X_a) \otimes L^2(X^a)$. Then we can write

$$ H_a = -\frac{1}{2}\Delta_a \otimes 1 + 1 \otimes H^a, $$

where

$$ H^a := -\frac{1}{2}\Delta^a + V^a(x^a) $$

is a self-adjoint operator on $L^2(X^a)$ called a **reduced clustered Hamiltonian** with domain $\mathcal{D}(\Delta^a)$.

For any $a \in \mathcal{A}$, the clustered Hamiltonian $H_a$ and the reduced clustered Hamiltonian $H^a$ are examples of generalized many-body Hamiltonians. Their configuration spaces are $X$ and $X^a$ respectively. Their families of subspaces are $\{X_b \mid b \in B, \ b \leq a\}$ and $\{X^a \cap X_b \mid b \in B, \ b \leq a\}$ respectively.

Note that $X_{\text{min}} = \{0\}$, $L^2(X^a_{\text{min}}) = \mathbb{C}$, $V^a_{\text{min}}(x^a_{\text{min}}) = 0$ and $H^a_{\text{min}} = 0$.

If we set $I_a(x) := V(x) - V^a(x)$, we have:

$$ H = H_a + I_a(x). $$

Obviously, instead of studying $H$ it is sufficient to study the **reduced Hamiltonian** $H^a_{\text{max}}$. Clearly, $H^a_{\text{max}}$ is an $N$-body Hamiltonian acting on the space $L^2(X^a_{\text{max}})$ associated with the Euclidean space $X^a_{\text{max}}$ and the family of vector subspaces $\{X^a_{\text{min}} \cap X_a \mid a \in \mathcal{A}\}$. We can always replace $H$ with $H^a_{\text{max}}$ and $X$ with $X^a_{\text{max}}$. If we do this we guarantee that

$$ X^a_{\text{max}} = \{0\}. \quad (6.1.3) $$

This procedure is a generalization of the separation of the center-of-mass motion for standard $N$–body Hamiltonians, which was described in Sect. 5.1. Most of our results are valid without the assumption (6.1.3). Sometimes it will be convenient to impose this assumption, which we will always state explicitly.

We will sometimes prove certain properties $P(a)$ of the Hamiltonians $H_a$ using the induction with respect to the semi-lattice $\mathcal{A}$. The logical structure of such a proof is the following:
(∀a∈A (∀b<bαP(b) ⇒ P(a))) ⇒ ∀a∈AP(a).

Every α ∈ A can be renamed α_max. Therefore it is actually sufficient to show

∀α<α_max P(α) ⇒ P(α_max),

which is notationally more convenient.

6.2 HVZ Theorem

In this section we just assume (6.1.1).

A very important role in the analysis of N—particle systems is played by the following set of energy levels, called the set of *thresholds*.

**Definition 6.2.1**
The set of thresholds of a subsystem α ∈ A is defined as

\[ T^α := \bigcup_{b<α} σ_{pp}(H^b). \]

The set \( T^{α\text{max}} \) will be simply denoted by \( T \). Moreover, we set \( \Sigma^α := \inf(T^α) \) and \( \Sigma := \Sigma^{α\text{max}} = \inf(T) \).

Note that \( σ_{pp}(H^{α\text{min}}) = \{0\} \). Hence \( \Sigma ≤ 0 \).

Let us now prove the following fundamental result, known as the *Hunziker-Van Winter-Zhislin theorem*. Its proof can be considered as a good introduction to geometric methods in the study of N—particle systems.

**Theorem 6.2.2**
Assume (6.1.1). Let \( H \) be an N—particle Hamiltonian with \( X^{α\text{max}} = \{0\} \). Then the essential spectrum of \( H \) is equal to

\[ σ_{ess}(H) = [Σ, ∞]. \]

From Theorem 6.2.2 we obtain the following picture of the spectrum of a typical N—particle Hamiltonian.

\[ \Sigma \quad 0 \]
\[ × × × ⊗ ⊗ ⊗ \]
\[ σ_{pp}(H) \quad σ_{ess}(H) \]
\[ ×: \text{bound states of } H \]
\[ ⊗: \text{thresholds of } H \]

**Fig. 6.2.** Spectrum of an N—body Hamiltonian.
Before the proof of the above theorem, let us state some general properties of \(N\)-body Hamiltonians that hold under the assumptions (6.1.1) and will be useful throughout his chapter. The first lemma describes properties that can be proven exactly as in the 2-body case.

**Lemma 6.2.3**

Assume (6.1.1). Let \(\chi \in C^\infty_0(\mathbb{R})\) and \(J \in C^\infty(X)\) such that \(\nabla J\) is bounded. Then

\[
\left[\chi(H), J \left(\frac{x}{t}\right)\right] (H + i) \in O(t^{-1}),
\]

(6.2.1)

\[
\langle x \rangle^s \chi(H) \langle x \rangle^{-s} \text{ is bounded for any } s \in \mathbb{R},
\]

(6.2.2)

\[
\mathbb{I}_{|\cdot|}(\frac{|x|^b}{t}) v^b(x^b)(1 - \Delta^b)^{-1} \in o(t^0), \ b \in \mathcal{B}.
\]

(6.2.3)

The next lemma says that on \(Y_a\) we can in some weak sense approximate the full Hamiltonian \(H\) by \(H_a\).

**Lemma 6.2.4**

Let \(\chi \in C^\infty_0(\mathbb{R})\), \(\delta > 0\), \(J \in C^1(X)\) such that \(\text{supp}(J) \subset Y_a^\delta\) and \(\partial^\alpha J\), \(|\alpha| = 0, 1\) are bounded. Then

\[
(\chi(H) - \chi(H_a)) J(\frac{x}{t})(H + i) \in o(t^0).
\]

**Proof.** Let \(\tilde{\chi}\) be an almost-analytic extension of \(\chi\) constructed in Proposition C.2.1. Then

\[
(\chi(H) - \chi(H_a)) J(\frac{x}{t})(H + i)
\]

\[
= \frac{i}{2\pi} \int \frac{\partial \tilde{\chi}}{\partial z}(z)(z - H)^{-1} I_a(x) (z - H_a)^{-1} J(\frac{x}{t})(H + i) dz \wedge d\bar{z}.
\]

and

\[
(z - H)^{-1} I_a(x)(z - H_a)^{-1} J(\frac{x}{t})
\]

\[
= (z - H)^{-1} I_a(x) J(\frac{x}{t})(z - H_a)^{-1}
\]

\[
+(z - H)^{-1} I_a(x)(z - H_a)^{-1} [H_a, J(\frac{x}{t})](z - H_a)^{-1}.\]

(6.2.4)

The first term on the right of (6.2.4) is \(o(t^0)\) by (6.2.3), the second is \(O(t^{-1})\), which completes the proof of the lemma. \(\square\)

We will often use Lemmas 6.2.3 and 6.2.4 without quoting them.

Next let us recall that in Sect. 5.2 we constructed a “smooth partition of unity” \(q_a(x)\) satisfying, for some \(\epsilon, \delta > 0\),
\[ \text{supp} q_a \subset Z_{\alpha}^\delta, \quad \sum_{a \in A} q_a(x) = 1, \] 
\[ |\partial_x^\alpha q_a(x)| \leq C_\alpha, \quad 0 \leq q_a(x) \leq 1. \] (6.2.5)

We will also need a closely related family of functions

\[ \tilde{q}_a(x) := \frac{q_a(x)}{\left( \sum_{\beta \in A} q_\beta^2(x) \right)^{1/2}}. \] (6.2.6)

They have the following properties:

\[ \text{supp} \tilde{q}_a \subset Z_{\alpha}^\delta, \quad \sum_{a \in A} \tilde{q}_a^2(x) = 1, \] 
\[ |\partial_x^\alpha \tilde{q}_a(x)| \leq C_\alpha, \quad 0 \leq \tilde{q}_a(x) \leq 1. \]

Let \( B \) be an operator. The following formula is sometimes useful:

\[ B = \sum_{a \in A} \tilde{q}_a(x) B \tilde{q}_a(x) + \frac{1}{2} \sum_{a \in A} [\tilde{q}_a(x), [\tilde{q}_a(x), B]]. \] (6.2.7)

In particular, if \( B = -\Delta \) then we get the so-called IMS localization formula [CFKS]:

\[ -\Delta = - \sum_{a \in A} \tilde{q}_a(x) \Delta \tilde{q}_a(x) - \frac{1}{2} \sum_{a \in A} |\nabla \tilde{q}_a(x)|^2. \] (6.2.8)

**Proof of Theorem 6.2.2.** Let us first prove that \( \sigma_{\text{ess}}(H) \subset [\Sigma, \infty[. \)

We prove by the induction with respect to \( a \in A \) that, for any \( a, \)

\[ \sigma_{\text{ess}}(H^a) \subset [\Sigma^a, \infty[. \] (6.2.9)

It is enough to consider \( a_{\max} \) and to assume that (6.2.9) is known for \( a < a_{\max}. \)

Let \( \chi \in C_0^\infty(\mathbb{R}) \) with \( \text{supp} \chi \subset [-\infty, \Sigma[. \) Let \( q_a(x) \) be the partition of unity satisfying (6.2.5). We have

\[
\chi(H) = \sum_{a \in A} \chi(H) q_a(x) \\
= \sum_{a \in A} \chi(H_a) q_a(x) + o(c^0),
\] (6.2.10)

using Lemma 6.2.4.

On the other hand, by the induction assumption, for any \( a < a_{\max}, \) we clearly have

\[ \sigma(H^a) = \sigma_{\text{pp}}(H^a) \cup [\Sigma^a, \infty[ \subset [\Sigma, \infty[. \]

But

\[ \sigma(H_a) = \sigma(H^a) + \mathbb{R}^+, \]

where + denotes the algebraic sum of subsets of \( \mathbb{R}. \) Therefore,

\[ \sigma(H_a) \subset [\Sigma, \infty[, \]

\]
which implies that all the terms in the second line of (6.2.10) vanish for \( a \neq a_{\text{max}} \). The remaining term is compact. Letting \( c \) tend to \( \infty \), we see that \( \chi(H) \) is compact for any \( \chi \) with \( \text{supp} \chi \subset [-\infty, \Sigma] \), which shows that \( \sigma_{\text{ess}}(H) \subset [\Sigma, \infty[ \).

Let us now prove the converse inclusion by constructing suitable Weyl’s sequences for a given energy level \( \lambda \geq \Sigma \). Let \( a \in \mathcal{A} \), \( a \neq a_{\text{max}} \) such that \( \Sigma = \inf \sigma_{pp}(H^a) \).

First we note that we will find a sequence of vectors \( u_n \in \mathcal{D}(H^a) \) and \( \rho_n \to \infty \) such that
\[
\|u_n\| = 1, \\
\lim_{n \to \infty} (H^a - \Sigma) u_n = 0, \\
u_n = \mathbb{I}_{[0,2]}(|x_a|\rho_n)u_n.
\]

In fact, since \( \Sigma \in \sigma(H^a) \), there exists a sequence \( \tilde{u}_n \in \mathcal{D}(H^a) \) satisfying the first two properties of (6.2.11). Let \( F \in C_0^\infty(\mathbb{R}) \) such that \( F = 1 \) on \([0,1]\) and \( F = 0 \) on \([2, \infty[ \). Replacing \( \tilde{u}_n \) by
\[
c_n F(|x_a|\rho_n)\tilde{u}_n
\]

for suitable sequences \( \rho_n \to \infty \) and \( c_n \to 1 \), we may guarantee that also the third property of (6.2.11) holds.

Next we pick \( y_a \in Z_a \) such that
\[
\{ x \mid |x| \leq 2, |x_a - y_a| \leq 2 \} \subset Y_a.
\]

We claim that we will find a sequence of vectors \( v_n \in \mathcal{D}(\frac{1}{2}D_a^2) \) such that
\[
\|v_n\| = 1, \\
\lim_{n \to \infty} (-\frac{1}{2}D_a^2 - \lambda + \Sigma)v_n = 0, \\
\mathbb{I}_{[0,2]}(|x_a - y_a|)v_n = v_n.
\]

In fact, if \( \omega_a \in X_a^e \) with \( |\omega_a| = 1 \), we can set
\[
v_n(x_a) := c_n F(|x_a - y_a|)e^{i\sqrt{(2\lambda - 2\Sigma)}|x_a\omega_a|},
\]
where \( c_n \) is such that \( \|v_n\| = 1 \). We put
\[
\phi_n(x) := v_n(x_a) \otimes u_n(x^a).
\]

Note that \( \|\phi_n\| = 1 \), \( \|H\phi_n\| \in O(1) \) and \( \phi_n \) tend weakly to 0. We have
\[
(H - \lambda)\phi_n = I_a(x)\phi_n \\
+ \left( (-\frac{1}{2}\Delta_a - \lambda + \Sigma)v_n \right) \otimes u_n + v_n \otimes ((H^a - \Sigma) u_n).
\]

Now, using (6.2.3), we get
\[
I_a(x)\phi_n = I_a(x)\mathbb{I}_{[0,2]}(|x_a - y_a|)\mathbb{I}_{[0,2]}(|x_a|\rho_n)(H + i)^{-1}(H + i)\phi_n \to 0.
\]
Therefore,
\[
(H - \lambda)\phi_n \to 0.
\]
Consequently, \( \phi_n \) is a Weyl’s sequence for the energy level \( \lambda \), which proves that \( \lambda \in \sigma_{\text{ess}}(H) \) (see [RS, vol. I, Thm. VII.12]). \qed

### 6.3 Weak Large Velocity Estimates

In this section we will show large velocity estimates for \( N \)-body Hamiltonians. They are similar to those proved in Sect. 4.2 for 2-body Hamiltonians.

In the 2-body case, the maximal velocity is essentially equal to \( \sqrt{2H} \). This comes from the fact that, for 2-body Hamiltonians, the kinetic energy of a particle far away from the origin is very close to its total energy. For \( N \)-particle Hamiltonians, it is possible to extract more kinetic energy from the system by building bounded clusters of particles. Therefore, the maximal allowed velocity is in general larger in the \( N \)-body case.

**Proposition 6.3.1**

Assume (6.1.1). Let \( \chi \in C_0^\infty(\mathbb{R}) \) and \( \text{supp}\chi \subset \mathbb{R} \). Then

(i) Let \( \theta_1 < \theta_2 \). Then

\[
\int_1^\infty \left\| \mathbb{1}_{[\theta_1, \theta_2]} \left( \frac{|x|}{t} \right) \chi(H) \phi_t \right\|^2 \frac{dt}{t} \leq C\|\phi\|^2.
\]

(ii) We have

\[
s-\lim_{t \to \infty} \mathbb{1}_{[\theta_1, \infty]} \left( \frac{|x|}{t} \right) \chi(H) e^{-\frac{t}{2H}} = 0.
\]

The proof of the above proposition follows by exactly the same arguments as in the proof of Proposition 4.2.1 except that it uses Lemma 6.3.2 instead of Lemma 4.2.2.

**Lemma 6.3.2**

Assume (6.1.1). Let \( \chi \in C_0^\infty(\mathbb{R}) \) with \( \text{supp}\chi \subset [-\infty, \frac{1}{2}\theta^2 + \Sigma] \) and \( 0 \leq \chi \leq 1 \). Let \( f \in C_0^\infty(\mathbb{R}) \), \( 0 \leq f \leq 1 \) and \( 0 \not\in \text{supp} f \). Then one has

\[
\left\| \chi(H) D_{\frac{|x|}{t}} f \left( \frac{|x|}{t} \right) \right\| \leq \theta + o(t^0). \tag{6.3.1}
\]

**Proof.** We write
\[
\chi(H) D_{\frac{r}{|x|}} f \left( \frac{|x|}{t} \right) = \sum_{a \in A} \chi(H) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) f \left( \frac{|x|}{t} \right) \\
= \sum_{a \neq a_{\max}} \chi(H) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) f \left( \frac{|x|}{t} \right),
\]
for \( \epsilon \) small enough, using the fact that \( 0 \not\in \text{supp} f \). Next we write
\[
\| \chi(H) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) f \left( \frac{|x|}{t} \right) \| \leq \| \chi(H) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) f \left( \frac{|x|}{t} \right) \|
\]
\[
+ \| \chi(H) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) f \left( \frac{|x|}{t} \right) \|.
\]
We have
\[
\| \chi(H) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) f \left( \frac{|x|}{t} \right) \| \leq \| \chi(H) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) \| \in O(\epsilon).
\]
Using then the direct sum representation
\[
H_a \simeq \int_{X^a_a} \left( \frac{1}{2} \xi_a^2 + H^a \right) d\xi_a,
\]
we obtain that
\[
\| \chi(H_a) D_a \| \leq \theta_1
\]
for some \( \theta_1 < \theta \). Therefore,
\[
\| \chi(H) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) f \left( \frac{|x|}{t} \right) \| = \| \chi(H_a) D_{\frac{r}{|x|}} q_a \left( \frac{x}{|x|} \right) f \left( \frac{|x|}{t} \right) \| + o_\epsilon(t^0)
\]
\[
\leq \theta_1 + o_\epsilon(t^0).
\]
Choosing \( \epsilon \) small enough in (6.3.2) this gives (6.3.1).
\( \square \)

### 6.4 The Mourre Estimate

This section is devoted to a proof of the Mourre estimate, which plays a very important role in the study of \( N \)-particle Hamiltonians. The Mourre estimate was first proved in [Mo1] for \( N = 3 \), and in [PSS] for general \( N \). Our proof follows essentially [FH1, CFKS].

In this section we will consider \( N \)-body Hamiltonians satisfying
\[
X_{a_{\max}} = \{ 0 \},
\]
i.e. we assume that the center-of-mass motion has been separated. We assume (6.1.1) and
\[
(1 - \Delta b)^{-1} x^b \nabla_{x^b} v^b(x^b)(1 - \Delta b)^{-1} \text{ is compact on } L^2(X^b), \ b \in B. \tag{6.4.2}
\]
We recall from Sect. 4.3 that we denote by \( A \) the generator of dilations
\[
A := \frac{1}{2} \left( \langle x, D \rangle + \langle D, x \rangle \right).
\]
Note that if $a \in \mathcal{A}$, we have

$$A = A_a \otimes I + I \otimes A^a,$$

where

$$A^a := \frac{1}{2} (\langle x^a, D^a \rangle + \langle D^a, x^a \rangle), \quad A_a := \frac{1}{2} (\langle x_a, D_a \rangle + \langle D_a, x_a \rangle)$$

are the generators of dilations along the spaces $X^a$ and $X_a$ respectively. If $a = a_{\text{min}}$, we put $A^{a_{\text{min}}} = 0$ acting on $L^2(X^{a_{\text{min}}}) = \mathcal{C}$.

Note also that it follows immediately from (6.1.1) and (6.4.2) that

$$(H + i)^{-1} [H, iA] (H + i)^{-1} \text{ is bounded.} \quad (6.4.3)$$

The main result of this section is the following theorem.

**Theorem 6.4.1**

Let $H$ be an $N$-particle Hamiltonian satisfying the hypotheses (6.1.1), (6.4.1), (6.4.2). Then the following results hold:

(i) For all $\lambda_1 \leq \lambda_2$ such that $[\lambda_1, \lambda_2] \cap \mathcal{T} = \emptyset$, we have

$$\dim \mathbb{P}_{[\lambda_1, \lambda_2]}(H) < \infty.$$  

Consequently, $\sigma_{\text{pp}}(H)$ can accumulate only at $\mathcal{T}$. Moreover, $\mathcal{T}$ and $\mathcal{T} \cup \sigma_{\text{pp}}(H)$ are closed countable sets.

(ii) For $\lambda \in [\Sigma, \infty[$, let

$$d(\lambda) := \inf \{ \lambda - \tau \mid \tau \leq \lambda, \tau \in \mathcal{T} \}.$$  

Then for any $\epsilon > 0$, $\lambda \in [\Sigma, \infty[$, there exists an open interval $\Delta$ containing $\lambda$ and a compact operator $K$ such that

$$\mathbb{P}(H) [H, iA] \mathbb{P}(H) \geq 2 \left( d(\lambda) - \epsilon \right) \mathbb{P}(H) + K. \quad (6.4.4)$$

(iii) For any $\epsilon > 0$, $\lambda \in [\Sigma, \infty[$ there exists an open interval $\Delta$ containing $\lambda$ such that

$$\mathbb{P}_\Delta(H) [H, iA] \mathbb{P}_\Delta(H) \geq 2 \left( d(\lambda) - \epsilon \right) \mathbb{P}_\Delta(H). \quad (6.4.5)$$

Note the following easy consequence of Theorem 6.4.1 (i):

**Corollary 6.4.2**

$$\mathbb{P}(H) = \mathbb{P}_{\mathcal{T} \cup \sigma_{\text{pp}}(H)}(H). \quad (6.4.6)$$

The remaining part of this section will be devoted to the proof of Theorem 6.4.1. For any $\lambda \in \mathbb{R}$ and $\kappa \geq 0$, we define
\[ \Delta_\lambda^k := [\lambda - \kappa, \lambda + \kappa]. \]

If \( a \in A \), \( \lambda \geq \Sigma^a \) and \( \kappa \geq 0 \), then we set
\[
\begin{align*}
    d^a(\lambda) &:= \inf\{\lambda - \tau \mid \tau \leq \lambda, \tau \in T^a\}, \\
    d^{a,\kappa}(\lambda) &:= \inf\{d^a(\lambda_1) \mid \lambda_1 \in \Delta_\lambda^k \}, \\
    \tilde{d}^a(\lambda) &:= \begin{cases} 
        d^a(\lambda) & \lambda \in [\Sigma^a, \infty) \setminus \sigma^{pp}(H^a) \\
        0 & \lambda \in [\Sigma^a, \infty] \cap \sigma^{pp}(H^a) 
    \end{cases}, \\
    \tilde{d}^{a,\kappa}(\lambda) &:= \inf\{\tilde{d}^a(\lambda_1) \mid \lambda_1 \in \Delta_\lambda^k \}.
\end{align*}
\]

Note that \( d(\lambda) = d^{a,\max}(\lambda) \). Likewise, we will write \( d^k(\lambda), \tilde{d}(\lambda), \tilde{d}^k(\lambda) \) instead of \( d^{a,\max}(\lambda), d^{a,\min}(\lambda), d^{a,\max}\max(\lambda) \).

Note also that \( d_{a,0}(\lambda) = d^a(\lambda) \) and \( \tilde{d}_{a,0}(\lambda) = \tilde{d}^a(\lambda) \).

The proof will use the induction with respect to \( a \in A \). Let us list the statements that we will show:

**H1** (a) Let \( \epsilon > 0, \lambda \in [\Sigma^a, \infty[. \) Then there exists an operator \( K^a \) compact on \( L^2(X^a) \) and an open interval \( \Delta \) containing \( \lambda \) such that
\[
\|I_\Delta(H^a)\|\|H^a, iA^a\|I_\Delta(H^a) \geq 2(d^a(\lambda) - \epsilon) \|I_\Delta(H^a) + K^a\|.
\]

**H2** (a) Let \( \epsilon > 0, \lambda \in [\Sigma^a, \infty[. \) Then there exists an open interval \( \Delta \) containing \( \lambda \) such that
\[
\|I_\Delta(H^a)\|\|H^a, iA^a\|I_\Delta(H^a) \geq 2(\tilde{d}^a(\lambda) - \epsilon) \|I_\Delta(H^a)\|.
\]

**H3** (a) Fix \( \lambda_0 \in \mathbb{R}, \kappa > 0 \) and \( \epsilon > 0 \). Then there exists \( \delta > 0 \) such that, for any \( \lambda \in [\Sigma^a, \lambda_0[, \) we have
\[
\|I_{\Delta_\lambda}(H^a)\|\|H^a, iA^a\|I_{\Delta_\lambda}(H^a) \geq 2(\tilde{d}^{a,\kappa}(\lambda) - \epsilon) \|I_{\Delta_\lambda}(H^a)\|.
\]

**S1** (a) \( T^a \) is a closed countable set.

**S2** (a) For all \( \lambda_1 \leq \lambda_2 \) such that \([\lambda_1, \lambda_2[ \cap T^a = \emptyset, \) we have
\[
\dim \|\|_{[\lambda_1, \lambda_2[}(H^a) < \infty.
\]

Consequently, \( \sigma^{pp}(H^a) \) can accumulate only at \( T^a \). Moreover, \( T^a \cup \sigma_{pp}(H^a) \) is a closed countable set.

Note that \( S_1(a_{\max}), S_2(a_{\max}) \) and \( H_1(a_{\max}) \) are the statements (i) and (ii) of Theorem 6.4.1.

We will show, for any \( a \in A \), the following implications.
\[
(S_1(a) \text{ and } (\forall b < a) H_3(b)) \Rightarrow H_1(a), \\
(\forall b < a) S_2(b) \Rightarrow S_1(a), \\
H_1(a) \Rightarrow S_2(a), \\
H_1(a) \Rightarrow H_2(a), \\
H_2(a) \Rightarrow H_3(a).
\]

(6.4.7)  
(6.4.8)  
(6.4.9)  
(6.4.10)  
(6.4.11)

As explained at the end of Sect. 6.1, it is enough to show these statements for \(a = a_{\text{max}}\), which we will do in the sequel.

Note that the implication (6.4.8) is obvious. The implication (6.4.9) follows exactly as in Theorem 4.3.3 using the virial theorem.

**Lemma 6.4.3**

Let \(\lambda \in ] - \infty, \Sigma[\). Then there exists an open interval \(\Delta\) containing \(\lambda\) such that

\[
\mathbb{1}_{\Delta}(H)[H, iA]\mathbb{1}_{\Delta}(H) = 0.
\]

**Proof.** The virial theorem says that, for any \(\lambda \in \mathbb{R}\),

\[
\mathbb{1}_{\{\lambda\}}(H)[H, A]\mathbb{1}_{\{\lambda\}}(H) = 0.
\]

So it is enough to take \(\Delta\) such that \(\Delta \cap \sigma_{pp}(H) = \{\lambda\}\). \(\square\)

**Lemma 6.4.4**

The implication \(H_1(a_{\text{max}}) \Rightarrow H_2(a_{\text{max}})\) is true.

**Proof.** By \(H_1(a_{\text{max}})\), we can find \(\Delta_1 \ni \lambda\) and a compact operator \(K_1\) such that

\[
\mathbb{1}_{\Delta_1}(H)H, iA\mathbb{1}_{\Delta_1}(H) \geq 2(d(\lambda) - \epsilon/2)\mathbb{1}_{\Delta_1}(H) + K_1.
\]

(6.4.12)

If \(\lambda \notin \sigma_{pp}(H)\), then \(s-\lim \mathbb{1}_{\Delta}(H) = 0\) for \(\Delta \ni \lambda\). By the compactness of \(K\), we will find an open interval \(\Delta \ni \lambda\) such that

\[
\mathbb{1}_{\Delta}(H)K_1\mathbb{1}(H) \geq -\epsilon\mathbb{1}_{\Delta}(H).
\]

(6.4.13)

Now since \(\tilde{d}(\lambda) = d(\lambda)\), (6.4.12) and (6.4.13) imply

\[
\mathbb{1}_{\Delta_1}(H)H, iA\mathbb{1}_{\Delta_1}(H) \geq 2(\tilde{d}(\lambda) - \epsilon)\mathbb{1}_{\Delta_1}(H).
\]

Now assume that \(P := \mathbb{1}_{\{\lambda\}}(H) \neq 0\). Using the compactness of \(K_1\), we pick a finite rank projection \(F\) such that \(F \leq P\) and

\[
\| (1 - P)K_1(1 - P) - (1 - F)K_1(1 - F) \| \leq \frac{\epsilon}{2}.
\]

(6.4.14)
6.4 The Mourre Estimate

We have

\[
\mathbb{1}_{\Delta_1}(H)[H, iA] \mathbb{1}_{\Delta_1}(H) = \mathbb{1}_{\Delta_1}(H)(1 - F)[H, iA](1 - F) \mathbb{1}_{\Delta_1}(H) + \mathbb{1}_{\Delta_1}(H)P[H, iA]P \mathbb{1}_{\Delta_1}(H) - \mathbb{1}_{\Delta_1}(H)(1 - F)P[H, iA]P(1 - F) \mathbb{1}_{\Delta_1}(H) + \mathbb{1}_{\Delta_1}(H)F[H, iA](1 - P) \mathbb{1}_{\Delta_1}(H) + \text{hc}
\]

(6.4.15)

Composing (6.4.12) to the left and right by \((1 - F)\) and using (6.4.14), we obtain

\[
R_1 \geq 2(d(\lambda) - \frac{\epsilon}{2}) \mathbb{1}_{\Delta_1}(H)(1 - F) + (1 - F)K_1(1 - F) \\
\geq -\epsilon \mathbb{1}_{\Delta_1}(H)(1 - F) + (1 - P)K_1(1 - P) - \frac{\epsilon}{2}.
\]

(6.4.16)

It follows then from the virial theorem (Theorem 4.3.3) that

\[
R_2 = R_3 = 0.
\]

(6.4.17)

Finally,

\[
R_4 + R_4^* = F^*R_4 + R_4^*F \\
\geq -\epsilon F^*F - \epsilon^{-1}R_4^*R_4 \\
\geq -\epsilon - \epsilon^{-1}(1 - P) \mathbb{1}_{\Delta_1}(H)K_2 \mathbb{1}_{\Delta_1}(H)(1 - P),
\]

(6.4.18)

where

\[
K_2 = \mathbb{1}_{\Delta_1}(H)[H, iA]F[H, iA] \mathbb{1}_{\Delta_1}(H)
\]

is a compact operator using (6.4.3) and the fact that \(F\) is a finite rank projection. Collecting (6.4.16), (6.4.17) and (6.4.18), we obtain

\[
\mathbb{1}_{\Delta_1}(H)[H, iA] \mathbb{1}_{\Delta_1}(H) \geq -\epsilon \mathbb{1}_{\Delta_1}(H) - \frac{\epsilon}{2} + (1 - P)(K_1 + K_2)(1 - P).
\]

(6.4.19)

Using the compactness of \(K_1 + K_2\), the fact that \(\mathbb{1}_\Delta(H)(1 - P)\) tends strongly to 0 when \(\Delta\) tends to \(\{\lambda\}\), and composing (6.4.19) to the left and right by \(\mathbb{1}_\Delta(H)\) with \(\Delta\) sufficiently small, we obtain

\[
\mathbb{1}_\Delta(H)[H, iA] \mathbb{1}_\Delta(H) \geq -2\epsilon \mathbb{1}_\Delta(H).
\]

Since \(\tilde{d}(\lambda) = 0\), this completes the proof of the lemma. \(\square\)

Next we give a uniform version of the above lemma.

**Lemma 6.4.5**

The implication \(H_2(a_{\text{max}}) \Rightarrow H_3(a_{\text{max}})\) is true.
Proof. By $H_2(a_{\text{max}})$, for every $\lambda \in \mathbb{R}$, we will find $\delta(\lambda)$ such that $\kappa > \delta(\lambda)$ and
\[
\mathbbm{1}_{\Delta^\delta(\lambda)}(H) [H, iA] \mathbbm{1}_{\Delta^\delta(\lambda)}(H) \geq 2 \left( \bar{d}(\lambda) - \epsilon \right) \mathbbm{1}_{\Delta^\delta(\lambda)}(H). \tag{6.4.20}
\]
We will find a finite sequence of $\lambda_i$, $i = 1, \ldots, N$ such that $\Delta^\delta_{\lambda_i}$ cover $[\Sigma, \lambda_0]$, where $\delta_i := \delta(\lambda_i)$. Thus we have
\[
\mathbbm{1}_{\Delta^\delta_{\lambda_i}}(H) [H, iA] \mathbbm{1}_{\Delta^\delta_{\lambda_i}}(H) \geq 2 \left( \bar{d}(\lambda_i) - \epsilon \right) \mathbbm{1}_{\Delta^\delta_{\lambda_i}}(H). \tag{6.4.21}
\]
We set
\[
\delta := \frac{1}{2} \min \{ \delta(\lambda_i) \mid i = 1, \ldots, N \}.
\]
Now let $\lambda \in [\Sigma, \lambda_0]$. Then for some $i = 1, \ldots, N$, we have $\Delta^\delta_{\lambda_i} \subset \Delta^\delta_{\lambda_i}$. Moreover, $\bar{d}^\delta(\lambda) \leq \bar{d}(\lambda_i)$. Hence
\[
\mathbbm{1}_{\Delta^\delta_{\lambda_i}}(H) [H, iA] \mathbbm{1}_{\Delta^\delta_{\lambda_i}}(H) \geq 2 \left( \bar{d}(\lambda_i) - \epsilon \right) \mathbbm{1}_{\Delta^\delta_{\lambda_i}}(H) \geq 2 \left( \bar{d}^\delta(\lambda) - \epsilon \right) \mathbbm{1}_{\Delta^\delta_{\lambda_i}}(H).
\]
\[
\Box
\]

Lemma 6.4.6

Let $\delta > 0$, $J \in C^\infty(X)$ such that supp $J \subset Y^\delta_{a}$ and $\partial_x^a J$ are bounded. Then
\[
(1 - \Delta)^{-1} J(\frac{x^b}{R}) x \nabla_x J(x) (1 - \Delta)^{-1} \in o(R^0).
\]

Proof. Let $b \in \mathcal{B}$, $F \in C^\infty(\mathbb{R})$, $F = 0$ around 0 and $F = 1$ around $\infty$. Clearly,
\[
[F(\frac{x^b}{R})], (1 - \Delta)^{-1} (1 - \Delta^b) \in O(R^{-1}).
\]

Therefore,
\[
(1 - \Delta)^{-1} F(\frac{x^b}{R}) x^b \nabla_x v^b(x^b) (1 - \Delta^b)^{-1} = F(\frac{x^b}{R}) (1 - \Delta)^{-1} x^b \nabla_x v^b(x^b) (1 - \Delta^b)^{-1} + O(R^{-1}) \in o(R^0), \tag{6.4.22}
\]

using the fact that $F(\frac{x^b}{R})$ tends strongly to 0 when $R$ tends to $\infty$.

Now,
\[
(1 - \Delta)^{-1} J(\frac{x^b}{R}) x \nabla_x J(x) (1 - \Delta)^{-1} = \sum_{b \notin a} (1 - \Delta)^{-1} J(\frac{x^b}{R}) x^b \nabla_x v^b(x^b) (1 - \Delta)^{-1} \tag{6.4.23}
\]
\[
= \sum_{b \notin a} (1 - \Delta)^{-1} J(\frac{x^b}{R}) F(\frac{x^b}{R}) x^b \nabla_x v^b(x^b) (1 - \Delta)^{-1}.
\]
for some $\epsilon > 0$. It follows from (6.4.22) that (6.4.23) is $o(R^0)$. \hfill \Box

The geometric argument needed for the proof of Theorem 6.4.1 is the following expansion of the commutator $[H, iA]$. It is related to the expansion (6.2.10) used in the proof of Theorem 6.2.2.

**Lemma 6.4.7**

Let $\chi \in C_0^\infty(\mathbb{R})$. Then

$$
\chi(H)[H, iA]\chi(H) = \sum_{a \in A} \tilde{q}_a(\frac{x}{R})\chi(H_a)[H_a, iA]\chi(H_a)\tilde{q}_a(\frac{x}{R}) + o(R^0),
$$

(6.4.24)

$$
\chi^2(H) = \sum_{a \in A} \tilde{q}_a(\frac{x}{R})\chi^2(H_a)\tilde{q}_a(\frac{x}{R}) + o(R^0).
$$

(6.4.25)

**Proof.** Using (6.2.7), we have

$$
\chi(H)[H, iA]\chi(H) = \sum_{a \in A} \tilde{q}_a(\frac{x}{R})\chi(H_a)[H_a, iA]\chi(H_a)\tilde{q}_a(\frac{x}{R})
+ \sum_{a \in A} \tilde{q}_a(\frac{x}{R})(\chi(H) - \chi(H_a))[H_a, iA]\chi(H_a)\tilde{q}_a(\frac{x}{R})
+ \sum_{a \in A} \tilde{q}_a(\frac{x}{R})\chi(H_a)[I_a(x), iA]\chi(H_a)\tilde{q}_a(\frac{x}{R})
+ \sum_{a \in A} [\tilde{q}_a(\frac{x}{R}), [\tilde{q}_a(\frac{x}{R}), \chi(H)]][H, iA]\chi(H)]].
$$

(6.4.26)

The second and the third term on the right-hand side of (6.4.26) are $o(R^0)$ by Lemma 6.2.4. The fifth is $O(R^{-2})$. To handle the fourth term, note that

$$
\tilde{q}_a(\frac{x}{R})\chi(H_a)[I_a(x), iA]\chi(H_a)
= \chi(H_a)\tilde{q}_a(\frac{x}{R})[I_a(x), iA]\chi(H_a) + O(R^{-1}),
$$

which is $o(R^0)$ by Lemma 6.4.6. This proves (6.4.24).

To prove (6.4.25), we write

$$
\chi^2(H) = \sum_{a \in A} \tilde{q}_a(\frac{x}{R})\chi^2(H_a)\tilde{q}_a(\frac{x}{R})
+ \sum_{a \in A} \tilde{q}_a(\frac{x}{R})(\chi^2(H) - \chi^2(H_a))\tilde{q}_a(\frac{x}{R})
+ \sum_{a \in A} [\tilde{q}_a(\frac{x}{R}), [\tilde{q}_a(\frac{x}{R}), \chi^2(H)]]],
$$

(6.4.27)

and we use a similar argument. \hfill \Box

**Lemma 6.4.8**

*The implication*

$$(S_1(a_{\text{max}}) \text{ and } (\forall b < a_{\text{max}}) H_3(b)) \Rightarrow H_1(a_{\text{max}})$$

*The implication*
is true.

**Proof.** Using the closedness of $\mathcal{T}$ (that is, the statement $S_1(a_{\text{max}})$), we easily see that

$$d(\lambda) = \sup_{\kappa > 0} d^\kappa(\lambda).$$

Hence we will find $\kappa > 0$ such that

$$d^\kappa(\lambda) \geq d(\lambda) - \frac{\varepsilon}{3}.$$ Moreover, it is easy to see that

$$\min_{a < a_{\text{max}}} \inf \{d^{a,\kappa}(\lambda - \lambda_1) + \lambda_1 \mid \lambda - \lambda_1 \in \Sigma^a, \lambda \} = d^\kappa(\lambda).$$

By $H_3(a)$, we will find $\delta > 0$ such that, for any $\lambda - \lambda_1 \in \Sigma^a, \lambda$, we have

$$\mathbf{1}_{\Delta^a_\lambda}(H^a + \lambda_1)[H^a, iA^a] \mathbf{1}_{\Delta^a_\lambda}(H^a + \lambda_1) \geq 2 \left(d^{a,\kappa}(\lambda - \lambda_1) - \frac{\varepsilon}{3}\right) \mathbf{1}_{\Delta^a_\lambda}(H^a + \lambda_1). \quad (6.4.28)$$

Therefore,

$$\mathbf{1}_{\Delta^a_\lambda}(H^a)[H^a, iA] \mathbf{1}_{\Delta^a_\lambda}(H^a)$$

$$= \int_{\mathcal{X}^a_\lambda} \mathbf{1}_{\Delta^a_\lambda}(H^a + \frac{1}{2}\zeta^2_a)[H^a, iA^a] \mathbf{1}_{\Delta^a_\lambda}(H^a + \frac{1}{2}\zeta^2_a) d\zeta^a_a$$

$$\geq \int_{\mathcal{X}^a_\lambda} \mathbf{1}_{\Delta^a_\lambda}(H^a + \frac{1}{2}\zeta^2_a) 2(d^{a,\kappa}(\lambda - \frac{1}{2}\zeta^2_a) + \frac{1}{2}\zeta^2_a - \frac{\varepsilon}{3}) d\zeta^a_a$$

$$\geq 2(d^\kappa(\lambda) - \frac{\varepsilon}{3}) \mathbf{1}_{\Delta^a_\lambda}(H^a) \geq 2(d(\lambda) - \frac{2\varepsilon}{3}) \mathbf{1}_{\Delta^a_\lambda}(H^a).$$

Now choose $\chi \in C_0^\infty(\mathbb{R})$ such that $\chi = 1$ around $\lambda$ and $\text{supp} \chi \subset \Delta^a_\lambda$. Then, using Lemma 6.4.7, we get

$$\chi(H)[H, iA] \chi(H) = \sum_{a \in \mathcal{A}} \tilde{q}_a(\frac{\pi}{R}) \chi(H^a)[H^a, iA^a] \chi(H^a) \tilde{q}_a(\frac{\pi}{R}) + o(R^0)$$

$$\geq (d(\lambda) - \frac{2\varepsilon}{3}) \sum_{a \in \mathcal{A}} \tilde{q}_a(\frac{\pi}{R}) \chi^2(H^a) \tilde{q}_a(\frac{\pi}{R}) + o(R^0) + K_R$$

$$= (d(\lambda) - \frac{2\varepsilon}{3}) \chi^2(H) + o(R^0) + K_R.$$ Where

$$K_R = q_{\text{max}}(\frac{\pi}{R}) \chi(H)[H, iA] \chi(H) q_{\text{max}}(\frac{\pi}{R})$$

$$- 2(d(\lambda) - \frac{2\varepsilon}{3}) \tilde{q}_{\text{max}}(\frac{\pi}{R}) \chi^2(H) \tilde{q}_{\text{max}}(\frac{\pi}{R}).$$

Using the fact that $\tilde{q}_{\text{max}}(x)$ is compactly supported since $X_{\text{max}} = \{0\}$ and the boundedness of $(i + H)^{-1}[H, iA](i + H)^{-1}$, we see that $K_R$ is a compact operator for any $R$. Choosing $R$ big enough we obtain

$$\chi(H)[H, iA] \chi(H) \geq (d(\lambda) - \frac{2\varepsilon}{3}) \chi^2(H) - \frac{\varepsilon}{3} + K_R. \quad (6.4.29)$$
Finally, we multiply both sides of (6.4.29) by $\mathbb{1}_\Delta(H)$ such that $\chi = 1$ on $\Delta$ and $\Delta$ is a neighborhood of $\lambda$, and we get (6.4.4) with
\[
K = \mathbb{1}_\Delta(H) K_R \mathbb{1}_\Delta(H).
\]
\[\square\]

### 6.5 Exponential Decay of Eigenfunctions and Absence of Positive Eigenvalues

There are basically two approaches to the study of the exponential decay of eigenfunctions of $N$-body Hamiltonians. One of them, due to Agmon [Ag2], is applicable in the case of eigenfunctions below the essential spectrum. It gives a very good understanding of the rate of decay of eigenfunctions in various directions of the configuration space. We will not describe this approach, since it is of a limited use in the case of embedded eigenvalues.

In order to study the exponential decay of eigenfunctions with embedded eigenvalues, one needs to apply commutator techniques. Early results and references on this subject are described in [RS, vol IV]. A very precise understanding of uniform exponential upper bounds has been achieved by Froese-Herbst [FH2] (see also [CFKS]). We describe this result in Theorem 6.5.1 below. Note, however, that the understanding of direction-dependent exponential upper bounds for eigenfunctions with embedded eigenvalues is still missing (see [De1, De4] and the references therein).

Modifying the arguments of Theorem 6.5.1, one can show that eigenvalues cannot accumulate from above at thresholds (although they can accumulate from below). This result is due to Perry [Pe2]. We describe it in Theorem 6.5.3.

Finally, if we impose slightly stronger assumptions on the potentials, then, following [FH2, CFKS], we show in Theorem 6.5.4 that there are no positive eigenvalues. (See also [FHHO] for related results).

**Theorem 6.5.1**

Let $H$ be an $N$-particle Hamiltonian satisfying the hypotheses (6.1.1), (6.4.2). Let $\psi \in H^2(X)$ such that $H\psi = E\psi$. Let
\[
\tau := \sup \left\{ \frac{1}{2}\theta^2 + E \mid \theta \geq 0, \ e^{\theta|x|}\psi \in L^2(X) \right\}.
\]
(6.5.1)

Then $\tau \in \mathcal{T} \cup \{\infty\}$. Moreover,
\[
\tau = \sup \left\{ \frac{1}{2}\theta^2 + E \mid \theta \geq 0, \ e^{\theta|x|}\psi \in H^2(X) \right\}.
\]
(6.5.2)

**Definition 6.5.2**

For any $\tau \in \mathcal{T} \cup \{\infty\}$, we define inductively a closed subspace $\mathcal{E}_\tau \subset \text{Ran}\mathbb{1}_{pp}(H)$
as follows. Suppose that we defined $\mathcal{E}_{\tau}$ for all $\tau > \tau$, $\tau \in T \cup \{\infty\}$. Then $\mathcal{E}_{\tau}$ is spanned by the vectors

$$\psi \in (\cup_{\tau > \tau} \mathcal{E}_{\tau})^\perp$$ such that, for some $E$, $H\psi = E\psi$

and $\tau = \sup\{\frac{1}{2}\theta^2 + E \mid \theta \geq 0, e^{\theta|x|}\psi \in L^2(X)\}$.

Clearly,

$$\mathcal{E}_{\tau} \subset \text{Ran} \mathbb{I}_{[-\infty,\tau]}(H).$$

Moreover, by Theorem 6.5.1 we have

$$\text{Ran} \mathbb{I}(H) = \sum_{\tau \in T \cup \{\infty\}} \mathcal{E}_{\tau}.$$

**Theorem 6.5.3**

Let $\lambda < \tau \in T \cup \{\infty\}$. Then

$$\dim \mathbb{I}_{[-\infty,\lambda]}(H) \mathcal{E}_{\tau} < \infty.$$ Consequently, the eigenvalues of $H$ can only accumulate at thresholds from below.

Note that

$$\mathcal{E}_{\infty} = \{\psi \in \text{Ran} \mathbb{I}(H) \mid e^{\theta|x|}\psi \in L^2(X), \theta \in \mathbb{R}\}.$$

**Theorem 6.5.4**

Assume (6.1.1), (6.4.2). Assume, in addition, that

$$\limsup_{\lambda \to \infty} \|((\lambda - \frac{1}{2}\Delta)^{-\frac{1}{2}}x\nabla x - V(x)(\lambda - \frac{1}{2}\Delta)^{-\frac{1}{2}}\| < 1. \quad (6.5.3)$$

Then $\mathcal{E}_{\infty} = \{0\}$. Consequently, the Hamiltonian $H$ has no positive eigenvalues.

The proof of Theorem 6.5.1 will be broken up into a number of steps. First let us consider $F \in C^\infty(X)$ such that

$$F(x) = f(|x|), f' \geq 0, |\partial_\alpha f(x)| \leq C_\alpha(x)^{1-|\alpha|}, \quad |\alpha| \geq 0. \quad (6.5.4)$$

Let $g(x)$ be defined by

$$\nabla F(x) = xg(x),$$

so that by (6.5.4)

$$g \geq 0, \quad |\partial_\alpha g(x)| \leq C_\alpha(x)^{-1-|\alpha|}, \quad |\alpha| \geq 0. \quad (6.5.5)$$

Let us define the operator
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\[ H_F := \frac{1}{2}(D + i\nabla F)^2 + V(x) \]
\[ = H - \frac{i}{2}(\nabla F)^2 + \frac{1}{2}(\langle D, \nabla F \rangle + \langle \nabla F, D \rangle). \]  

(6.5.6)

Let us list some properties of \( H_F \):

**Lemma 6.5.5**

(i) The operator

\[-\frac{1}{2}(\nabla F)^2 + \frac{i}{2}(\langle D, \nabla F \rangle + \langle \nabla F, D \rangle)\]

is \(-\Delta\) bounded with a zero bound. Therefore \( H_F \) with domain \( H^2(X) \) is a closed operator.

(ii) \[ H_F^* = H_{-F}. \]

(iii) As forms on \( C_0^\infty(X) \),

\[ H_F = e^F H e^{-F}. \]

In the following lemma we collect some properties of \( e^F \psi \) where \( \psi \) is an eigenfunction of \( H \).

**Lemma 6.5.6**

Let \( \psi \in H^2(X) \) such that \( H\psi = E\psi \), and \( \psi_F := e^F\psi \in L^2(X) \). Then

(i) \[ \|\psi_F\|_{H^2(X)} \leq C\|\psi\|, \]

(ii) \[ H_F\psi_F = E\psi_F, \]

(iii) \[ (\psi_F|H, iA)|\psi_F = -\|g^{1/2}(x)A\psi_F\|^2 - (\psi_F|G(x)|\psi_F) , \]

where \( G(x) = \frac{1}{2} (x \cdot \nabla (\nabla F))^2 (x) - (x \cdot \nabla)^2 g(x) \),

(iv) \[ (\psi_F|H\psi_F) = E\|\psi_F\|^2 - \frac{1}{2}(\psi_F|\nabla F)^2 |\psi_F|, \]

where \( C \) in (i) depends only on the constants in (6.5.4).

**Proof.** By Lemma 6.5.5 (iii), we have, for \( \phi \in C_0^\infty(X) \),

\[ (H_{-F}|\phi|_{\psi_F}) = (e^{-F}H e^F|\phi|_{\psi_F}) = (e^F \phi|H|\psi) = E(\phi|\psi_F), \]

which shows that \( \psi_F \in D(H_{-F}^*) = D(H_F) = H^2(X) \), and that (ii) is true.

By Lemma 6.5.5 (i), we have

\[ \| - \Delta \phi \| \leq C(\|H_F \phi\| + \|\phi\|), \]

which together with (ii) implies (i).

Let us show (iii). Let us denote by \( H^2_c(X) \) the Fréchet space of compactly supported functions in \( H^2(X) \). It follows from (6.4.2) that
\[ [H, ie^F A e^F] = e^F [H, iA] e^F + e^F A e^F + e^F G e^F, \]  

(6.5.7)

is true as an identity between quadratic forms on \( H^2_c(X) \).

Let now \( j \in C^\infty_0 (X) \) with \( j = 1 \) near the origin and let \( \psi_m = j (\frac{x}{m}) \psi \). Clearly, we have

\[ \lim_{m \to \infty} \psi_m = \psi \text{ in } H^2(X), \quad \psi_m \in H^2_c(X), \]

and using (i), we also have

\[ \lim_{m \to \infty} e^F \psi_m = \psi_F \text{ in } H^2(X). \]  

(6.5.8)

Using the identity (6.5.7), we have

\[ (\psi_m | [H, ie^F A e^F] \psi_m) = (e^F \psi_m | [H, iA] e^F \psi_m) + \| g^{1/2} A e^F \psi_m \|^2 + (e^F \psi_m | G e^F \psi_m). \]

We will show that

\[ \lim_{m \to \infty} (\psi_m | [H, ie^F A e^F] \psi_m) = 0, \]

\[ \lim_{m \to \infty} (e^F \psi_m | [H, iA] e^F \psi_m) = (\psi_F | [H, iA] \psi_F), \]

\[ \lim_{m \to \infty} \| g^{1/2} A e^F \psi_m \|^2 = \| g^{1/2} A \psi_F \|^2, \]

\[ \lim_{m \to \infty} (e^F \psi_m | G e^F \psi_m) = (\psi_F | G \psi_F), \]  

(6.5.9)

which will imply (iii).

The second, third and fourth identity of (6.5.9) follow by (6.5.8). In order to show the first identity of (6.5.9), we write

\[ |(\psi_m | [H, ie^F A e^F] \psi_m)| \leq \| \langle x \rangle e^F (H - E) \psi_m \| \| \langle x \rangle^{-1} A e^F \psi_m \|. \]  

(6.5.10)

Now it follows from (6.5.8) that

\[ \| \langle x \rangle^{-1} A e^F \psi_m \| \leq C. \]  

(6.5.11)

We also claim that

\[ \lim_{m \to \infty} \langle x \rangle e^F (H - E) \psi_m = 0. \]  

(6.5.12)

In fact, using that \( (H - E) \psi = 0 \), we have

\[ \langle x \rangle e^F (H - E) \psi_m = \langle x \rangle e^F [\frac{1}{2} D^2, j (\frac{x}{m})] \psi, \]

which shows that

\[ |\langle x \rangle e^F (H - E) \psi_m |(x) \leq C (|De^F \psi(x)| + |e^F \psi(x)|) \in L^2 (X), \]

Since obviously \( \langle x \rangle e^F (H - E) \psi_m \) goes pointwise to 0, this implies (6.5.12). Hence (6.5.10) goes to zero. This ends the proof of (iii).

The proof of Theorem 6.5.1 will use a contradiction argument. We assume that
\[ \tau = \frac{1}{2} \theta_0^2 + E \notin \mathcal{T} \cup \{\infty\}. \]

Since \( \tau(H) \) is closed, we can find \( \theta_1 \) and \( \epsilon > 0 \) such that \( \frac{1}{2} \theta_1^2 + E \notin \mathcal{T} \cup \{\infty\} \), \( \theta_1 \leq \theta_0 < \theta_1 + \epsilon \), and

\[
e^{\theta_1 |x|} \psi \in L^2(X), \quad e^{(\theta_1+\epsilon)|x|} \psi \notin L^2(X). \quad (6.5.13)
\]

We fix a cutoff function \( \chi \in C_0^\infty(\mathbb{R}) \) equal to 1 near the origin, and put

\[
F_n(x) := \left( \theta_1 + \epsilon \chi \left( \frac{|x|}{n} \right) \right) \langle x \rangle.
\]

Let us list some properties of \( F_n(x) \):

\[
|\partial_x^\alpha F_n(x)| \leq C_\alpha(x)^{1-|\alpha|}, \quad |\alpha| \geq 0, \quad (6.5.14)
\]

\[
|\nabla F_n|^2 - \theta_1^2 | \leq O(\epsilon), \quad (6.5.15)
\]

\[
|x \cdot \nabla (\nabla F_n)^2 | \leq O(\epsilon) + O(\langle x \rangle^{-1}). \quad (6.5.16)
\]

We have \( e^{F_n} \psi \in L^2(X) \) but, by (6.5.13),

\[
\lim_{n \to \infty} \|e^{F_n} \psi\| = \infty. \quad (6.5.17)
\]

We put

\[
\psi_n := \frac{e^{F_n} \psi}{\|e^{F_n} \psi\|}.
\]

Let us describe some properties of \( \psi_n \).

**Lemma 6.5.7**

(i) \( \lim_{n \to \infty} \int_{|x| \leq R} |\partial_x^\alpha \psi_n|^2 \, dx = 0 \), \( |\alpha| \leq 1 \), \( R \geq 0 \),

(ii) \( \lim_{n \to \infty} \psi_n = 0 \),

(iii) \( \|\psi_n\|_{H^2(X)} \leq C \),

(iv) \( \lim_{n \to \infty} (H - E - \frac{1}{2}(\nabla F_n)^2) \psi_n = 0 \).

**Proof.** Property (i) follows directly from (6.5.17) and implies (ii).

(iii) follows from Lemma 6.5.6 (i).

Let us show (iv). By Lemma 6.5.6 (ii), we have

\[
(H - E - \frac{1}{2}(\nabla F_n)^2) \psi_n = g_n A \psi_n + i x \cdot \nabla g_n \psi_n. \quad (6.5.18)
\]

Using property (i), the fact that \( \|\psi_n\| = 1 \) and

\[
x \cdot \nabla g_n (x) \in O(\langle x \rangle^{-1}),
\]
we obtain
\[ \lim_{n \to \infty} x \cdot \nabla g_n(x) \psi_n = 0. \]

It is more delicate to handle the first term on the right-hand side of (6.5.18). Using (iii) and the boundedness of \((-\Delta + 1)^{-1}[H, iA](-\Delta + 1)^{-1}\), we obtain that
\[ \|(\psi_n)[H, iA] \psi_n\| \leq C, \]
which, using Lemma 6.5.6 (iii), gives
\[ \|g_n^{1/2} A \psi_n\| \leq C. \] (6.5.19)

Using property (i), (6.5.19) and the fact that
\[ g_n^{1/2} \in O(\langle x \rangle^{-1/2}), \]
we obtain
\[ \lim_{n \to \infty} \|g_n A \psi_n\| = 0. \] (6.5.20)
This ends the proof of (iv). \(\square\)

**Lemma 6.5.8**

For every neighborhood \(\Delta\) of \(\frac{1}{2} \theta_1^2 + E\), one has
\[ \limsup_{n \to \infty} (\mathbb{1}_\Delta(H) \psi_n)[H, iA] \mathbb{1}_\Delta(H) \psi_n) \leq O(\varepsilon). \]

**Proof.** By (6.5.15) and Lemma 6.5.7 (iv), we have
\[ \limsup_{n \to \infty} \|(H - E - \frac{1}{2} \theta_1^2) \psi_n\| \in O(\varepsilon). \] (6.5.21)

This implies that if \(\Delta\) is a neighborhood of \(\frac{1}{2} \theta_1^2 + E\), then
\[ \limsup_{n \to \infty} \|\mathbb{1}_{\mathbb{R} \setminus \Delta}(H) \psi_n\| \in O(\varepsilon), \] (6.5.22)
\[ \limsup_{n \to \infty} \|(H + i) \mathbb{1}_{\mathbb{R} \setminus \Delta}(H) \psi_n\| \in O(\varepsilon). \] (6.5.23)

Using the fact that \((H + i)^{-1}[H, iA](H + i)^{-1}\) is bounded, we deduce from (6.5.23) that
\[ \limsup_{n \to \infty} \psi_n[H, iA] \psi_n \]
\[ = \limsup_{n \to \infty} \psi_n[\mathbb{1}_\Delta(H)H, iA] \mathbb{1}_\Delta(H) \psi_n + O(\varepsilon). \] (6.5.24)

By Lemma 6.5.6 (iii), we have
\[ (\psi_n[H, iA] \psi_n) \leq - (\psi_n[G_n(x) \psi_n]), \]
where \(G_n(x) = \frac{1}{2} (x \cdot \nabla (\nabla F_n)^2(x) - (x \cdot \nabla)^2 g_n(x)) \).
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Using (6.5.16), we see that

$$G_n(x) \in O(\epsilon) + O((x)^{-1}).$$

Therefore,

$$\limsup_{n \to \infty} |(\psi_n | G_n \psi_n) | \in O(\epsilon).$$

Hence

$$\limsup_{n \to \infty} \psi_n [H, iA] \psi_n \leq O(\epsilon) \quad (6.5.25)$$

Using (6.5.24), (6.5.25), we obtain the lemma.

\[\square\]

**Lemma 6.5.9**

There exists a neighborhood $\Delta$ of $\frac{1}{2} \theta_1^2 + E$ and $C_0 > 0$ such that

$$\liminf_{n \to \infty} (\|\Delta(H) \psi_n \| [H, iA] \Delta(H) \psi_n \|)^2 \geq C_0 + O(\epsilon). \quad (6.5.26)$$

**Proof.** Since $\frac{1}{2} \theta_1^2 + E \not\in \tau(H)$, we can apply the Mourre estimate

$$(\|\Delta(H) \psi_n \| [H, iA] \Delta(H) \psi_n \|)^2 \geq C_0 \|\Delta(H) \psi_n \|^2 + (\psi_n, K \psi_n).$$

Using (6.5.22) and the fact that $\psi_n$ tends weakly to 0, we obtain (6.5.26). \[\square\]

**Proof of Theorem 6.5.1.** It suffices to observe that, for small enough $\epsilon$, Lemmas 6.5.8 and 6.5.9 contradict each other. \[\square\]

**Proof of Theorem 6.5.3.** Let $\phi_n, n \in \mathbb{N}$ be an orthonormal sequence of eigenvectors of $H$ with eigenvalues $E_n$ such that $E_n \not\in \tau < \tau$. Assume that $\phi_n \in \mathcal{E}_\tau$, $n \in \mathbb{N}$. By the definition of $\mathcal{E}_\tau$, we can pick $\theta < \sqrt{2(\tau - E)}$ such that

$$E + \frac{1}{2} \theta^2 \not\in \mathcal{T} \quad \text{and} \quad e^F \phi_n \in L^2(X) \quad \text{where} \quad F(x) := \theta(x).$$

We set

$$\psi_n := \frac{e^F \phi_n}{\|e^F \phi_n\|}.$$

First note that Lemma 6.5.6 is true for the sequence $\psi_n$ uniformly in $n$.

Next we note that also Lemma 6.5.7 is true for the sequence $\psi_n$. This requires, however, a somewhat different proof.

The property (iii) of Lemma 6.5.7 follows immediately from Lemma 6.5.6 (iii).

Next we will show Lemma 6.5.7 (ii), or actually its stronger version

$$\text{w-} \lim_{n \to \infty} (1 - \Delta) \psi_n = 0. \quad (6.5.27)$$

Clearly, using the fact that $\phi_n$ is an orthonormal sequence and $H \phi_n = E_n \phi_n$, we see that
\[ w - \lim_{n \to \infty} (1 - \Delta) \phi_n = 0. \tag{6.5.28} \]

Moreover, by (iii) we have
\[ \|(1 - \Delta) \psi_n\| \leq C. \tag{6.5.29} \]

Now, for any \( \eta \in C_0^\infty(X) \),
\[ (\eta | (1 - \Delta) \psi_n) = \frac{\langle e^F (1 - \Delta) \eta | \phi_n \rangle}{\| e^F \phi_n \|} \leq \langle e^F (1 - \Delta) \eta | \phi_n \rangle. \]

Hence
\[ \lim_{n \to \infty} (\eta | (1 - \Delta) \psi_n) = 0, \ \eta \in C_0^\infty(X). \tag{6.5.30} \]

Now (6.5.30) and (6.5.29) imply (6.5.28).

To prove Lemma 6.5.7 (i), it is enough to pick \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \chi = 1 \) on \([0, 1]\) and to show that
\[ \lim_{n \to \infty} (1 - \Delta)^{1/2} \chi \left( \frac{|x|}{R} \right) \psi_n = 0. \tag{6.5.31} \]

But
\[ (1 - \Delta)^{1/2} \chi \left( \frac{|x|}{R} \right) \psi_n = K (1 - \Delta) \psi_n, \]

where
\[ K := (1 - \Delta)^{1/2} \chi \left( \frac{|x|}{R} \right) (1 - \Delta)^{-1} \]
is compact. Hence using (6.5.28) we see that (6.5.31) is true.

Finally, Lemma 6.5.7 (iv) is proven exactly as in the proof of Theorem 6.5.1.

Next, arguing as in the proof of Lemma 6.5.8 we see that, for any neighborhood \( \Delta \) of \( \frac{1}{2} \theta^2 + E \), we have
\[ \limsup_{n \to \infty} (\mathbb{1}_{\Delta}(H) \psi_n | [H, iA] \mathbb{1}_{\Delta}(H) \psi_n) \leq 0. \tag{6.5.32} \]

Arguing as in the proof of Lemma 6.5.9 we see that there exists an open neighborhood \( \Delta \) of \( \frac{1}{2} \theta^2 + E \) and \( C_0 > 0 \) such that
\[ \liminf_{n \to \infty} (\mathbb{1}_{\Delta}(H) \psi_n | [H, iA] \mathbb{1}_{\Delta}(H) \psi_n) \geq C_0. \tag{6.5.33} \]

Now, (6.5.32) and (6.5.33) contradict one another. \( \square \)

**Proof of Theorem 6.5.4.** Let \( H \psi = E \psi \). For any \( \theta \in \mathbb{R} \) set \( \psi_\theta = e^{\theta \langle x \rangle} \psi \).

Suppose that \( \psi_\theta \in L^2(X) \) for any \( \theta \in \mathbb{R} \), Since \( V \) is \( H_0 \)-bounded with the relative bound less than 1, we will find \( C_0 > 0 \) such that as quadratic forms
\[ \frac{1}{2} D^2 \geq C_0 H - C. \]

Therefore, applying Proposition 6.5.6 (iv) to the function \( F = \theta \langle x \rangle \), we obtain on the one hand
\[
(\psi | \frac{1}{2} D^2 \psi) \geq C_0 (\psi | H \psi) - C \| \psi \|^2
= C_0 \theta^2 (\psi | \frac{x^2}{|x|^2} \psi) + (C_0 E - C) \| \psi \|^2. \tag{6.534}
\]

On the other hand, it follows from (6.53) that
\[
\frac{1}{2} D^2 \leq C_1 [H, iA] + C, \text{ as forms on } H^2(X),
\]
which gives
\[
(\psi | \frac{1}{2} D^2 \psi) \leq C_1 (\psi | [H, iA] \psi) + C \| \psi \|^2 \\
\leq C_1 (\psi | G(x) \psi) + C \| \psi \|^2, \tag{6.555}
\]
using Proposition 6.6 \((\text{iii})\). By a direct computation, we have
\[
G(x) = \theta (3 \frac{x^4}{|x|^2} - 2 \frac{x^2}{|x|^4}) - 2 \theta^2 \frac{x^2}{|x|^4}.
\]
Combining (6.534) and (6.555), we obtain
\[
\int r_\theta(x) |\psi|^2(x) dx \leq 0, \tag{6.566}
\]
for
\[
r_\theta(x) = \theta^2 \left( C_0 \frac{x^2}{|x|^2} + 2C_1 \frac{x^2}{|x|^4} \right) + \theta C_1 \left( \frac{x^2}{|x|^2} - \frac{x^4}{|x|^4} \right) - C_0 E - 2C.
\]
When \( \theta \) tends to \( \infty \), then \( r_\theta(x) \) increases to \( \infty \) except for \( x = 0 \). This contradicts (6.566) unless \( \psi = 0 \). Hence \( E_\infty = \{0\} \).

Now a simple induction argument shows that \( H \) has no positive eigenvalues.

\[
\square
\]

### 6.6 Asymptotic Velocity

Traditionally, wave operators and scattering operators are regarded as the most important objects in \( N \)-body scattering theory. Their existence and completeness can be proven for a large class of potentials that includes essentially all physically interesting ones. Nevertheless, it seems that from the mathematical point of view another object has a more fundamental importance. This object is the **asymptotic velocity**.

The existence of the asymptotic velocity can be shown for a very large class of potentials – much larger than the class for which asymptotic completeness has been shown. It implies easily the asymptotic completeness of short-range systems. It is also an important preparatory step in our proof of the asymptotic completeness of long-range systems.

The construction of the asymptotic velocity is described in the following theorem.
Theorem 6.6.1
Assume (6.1.1) and
\[
\int_{0}^{\infty} \left\| (1 - \Delta^{b})^{-1} \nabla_{x^{*}} v^{b}(x^{b}) \right\|_{L^{1}[\mathbb{R}]} \left( 1 - \Delta^{b} \right)^{-1} \, dR < \infty, \quad b \in \mathcal{B}. \quad (6.6.1)
\]

Then the conclusion of Proposition 6.3.1 is true. Likewise (6.4.2) holds and hence the conclusion of Theorem 6.4.1 is true. Moreover, the following holds:
(i) There exists
\[
s - C_{\infty} = \lim_{t \to \infty} e^{itH} \frac{x}{t} e^{-itH} := P^{+}. \quad (6.6.2)
\]
The vector of commuting self-adjoint operators $P^{+}$ is densely defined and commutes with the Hamiltonian $H$.
(ii) If $a \in \mathcal{A}$, then
\[
s - C_{\infty} = \lim_{t \to \infty} e^{itH} D_{a} e^{-itH} \mathbb{1}_{Y_{a}}(P^{+}) = P^{+}_{a} \mathbb{1}_{Y_{a}}(P^{+}). \quad (6.6.3)
\]
(iii)
\[
\mathbb{1}_{\{x_{\text{max}}\}}(P^{+}) = \mathbb{1}^{P}(H^{\text{max}}).
\]

The proof of Theorem 6.6.1 will be divided into a series of lemmas and propositions, some of them of an independent interest.

The next lemma is an obvious generalization of Lemma 4.4.2 to the case of $N$-body potentials.

Lemma 6.6.2
It follows from (6.1.1) and (6.6.1) that, for any $b \in \mathcal{B}$,
\[
(1 - \Delta^{b})^{-1} \nabla_{x^{*}} v^{b}(x^{b}) (1 - \Delta^{b})^{-1} \text{ is compact on } L^{2}(X^{b}),
\]
\[
(1 - \Delta^{b})^{-1} x^{b} \nabla_{x^{*}} v^{b}(x^{b}) (1 - \Delta^{b})^{-1} \text{ is compact on } L^{2}(X^{b}). \quad (6.6.4)
\]

Moreover, let $\delta > 0$, $J \in C^{\infty}(X)$ such that $\partial_{x}^{\delta} J(x)$ are bounded and $\text{supp} J \subset Y_{a}^{\delta}$. Let $\chi \in C^{\infty}_{0}(\mathbb{R})$. Then for any $a \in \mathcal{A}$,
\[
(1 - \Delta)^{-1} \nabla_{x} I_{a}(x) J \left( \frac{x}{R} \right) (1 - \Delta)^{-1} \in L^{1}(dR), \quad (6.6.5)
\]
\[
[D_{a}, \chi(H)] J \left( \frac{x}{R} \right) \in o(R^{0}), \quad (6.6.6)
\]
\[
[D_{a}, \chi(H)] J \left( \frac{x}{R} \right) \in L^{1}(dR). \quad (6.6.7)
\]

Our next proposition is an important propagation estimate due to Graf [Gr].
Proposition 6.6.3
Let \( a \in \mathcal{A}, \chi \in C_0^\infty(\mathbb{R}), \ 0 < \theta \text{ and } \epsilon > 0. \) Then
\[
\int_1^\infty \left\| \mathbb{I}_{[0,t]} \left( \frac{|x|}{t} \right) \mathbb{I}_{V} \left( \frac{x}{t} \right) \left( \frac{x_a}{t} - D_a \right) \chi(H) \phi_1 \right\|_2^2 \frac{dt}{t} \leq C \|\phi\|^2.
\] (6.6.8)

Proof. We can always increase \( \theta \) so that \( \text{supp} \chi \subseteq [-\infty, \frac{1}{2} \theta^2 + \Sigma], \) in order to be able to apply Proposition 6.3.1. Let \( J \in C_0^\infty(\mathbb{R}) \) be a cutoff function such that \( J = 1 \) on \([0, \theta]\). Let \( j \in C_0^\infty(\mathbb{R}) \) such that \( j = 1 \) on \( \text{supp} J' \) and \( \text{supp} j \subseteq [\theta, \infty[. \) Let \( R(x) \) be the function defined in Sect. 5.2.

Set
\[
L(t) := \frac{1}{2} \langle D - \frac{x}{t}, \nabla R(\frac{x}{t}) \rangle + \frac{1}{2} \langle \nabla R(\frac{x}{t}), D - \frac{x}{t} \rangle + R(\frac{x}{t}),
\]
\[
\Phi(t) := \chi(H)J \left( \frac{|x|}{t} \right) L(t) J \left( \frac{|x|}{t} \right) \chi(H).
\]

Then \( \Phi(t) \) is uniformly bounded and
\[
D\Phi(t) = \chi(H) \left( D_o J \left( \frac{|x|}{t} \right) \right) L(t) J \left( \frac{|x|}{t} \right) \chi(H) + hc
-
\chi(H) \nabla_x V(x) \nabla_x R \left( \frac{x}{t} \right) J^2 \left( \frac{|x|}{t} \right) \chi(H)
+ t^{-1} \chi(H) J \left( \frac{|x|}{t} \right) \langle \frac{x}{t} - D, \nabla^2 R \left( \frac{x}{t} \right) \left( \frac{x}{t} - D \right) \rangle J \left( \frac{|x|}{t} \right) \chi(H).
\] (6.6.9)

The first term in the right-hand side of (6.6.9) can be written as
\[
t^{-1} \chi(H) j \left( \frac{|x|}{t} \right) B(t) j \left( \frac{|x|}{t} \right) \chi(H) + O(t^{-2}),
\]
for some uniformly bounded observable \( B(t) \). Using Proposition 6.3.1, we see that this term gives an integrable contribution along the evolution.

Using Lemma 5.2.7 (ii), we can rewrite the second term in the right-hand side of (6.6.9) as
\[
\sum_{a \in \mathcal{A}} \chi(H) \nabla_x I_a(x) \frac{\partial}{\partial t} q_a(\frac{x}{t}) J^2 \left( \frac{|x|}{t} \right) \chi(H).
\]

This is integrable in norm by Lemma 6.6.2.

Finally, using Lemma 5.2.7 (iii), we have
\[
t^{-1} \chi(H) J \left( \frac{|x|}{t} \right) \langle \frac{x}{t} - D, \nabla^2 R \left( \frac{x}{t} \right) \left( \frac{x}{t} - D \right) \rangle J \left( \frac{|x|}{t} \right) \chi(H)
\geq \sum_{a \in \mathcal{A}} t^{-1} \chi(H) J \left( \frac{|x|}{t} \right) \left( \frac{x_a}{t} - D_a \right) q_a(\frac{x}{t}) \left( \frac{x}{t} - D_a \right) J \left( \frac{|x|}{t} \right) \chi(H).
\]

Therefore, by Lemma B.4.1, for any \( a \in \mathcal{A}, \) we have
\[
\int_1^\infty \left\| \sqrt{q_a} \left( \frac{x_a}{t} - D_a \right) J \left( \frac{|x|}{t} \right) \chi(H) \phi_1 \right\|_2 \frac{dt}{t} C < C \|\phi\|^2.
\] (6.6.10)

For any \( \epsilon > 0, \) we can choose \( R(x) \) and \( q_a(x) \) such that
\[ \mathbf{1}_{Y^a_\varepsilon}(x) \leq \sum_{a \leq b} q_b(x). \]

Therefore,
\[
t^{-1} \left\| \mathbf{1}_{Y^a_\varepsilon} \left( \frac{x}{t} \right) \mathbf{1}_{[0,\varepsilon]} \left( \frac{|x|}{t} \right) \left( \frac{x_a}{t} - D_a \right) \chi(H) \phi_t \right\|^2 \\
\leq t^{-1} \left\| \sum_{a \leq b} q_b \left( \frac{x}{t} \right) \left( \frac{x_a}{t} - D_a \right) J \left( \frac{|x|}{t} \right) \chi(H) \phi_t \right\|^2 + O(t^{-2}) \tag{6.6.11}
\leq \sum_{a \leq b} t^{-1} \left\| \sqrt{q_b} \left( \frac{x}{t} \right) \left( \frac{x_a}{t} - D_b \right) J \left( \frac{|x|}{t} \right) \chi(H) \phi_t \right\|^2 + O(t^{-2}).
\]

Now (6.6.10) and (6.6.11) yield
\[
\int_1^\infty \left\| \mathbf{1}_{Y^a_\varepsilon} \left( \frac{x}{t} \right) \mathbf{1}_{[0,\varepsilon]} \left( \frac{|x|}{t} \right) \left( \frac{x_a}{t} - D_a \right) \chi(H) \phi_t \right\|^2 \frac{dt}{t} \leq C \|\phi\|^2,
\]
as claimed. \qed

**Lemma 6.6.4**
Let \( a \in \mathcal{A}, \varepsilon > 0, \theta > 0 \). Let \( \chi \in C_0^\infty(\mathbb{R}) \). Then
\[
s^{- \lim}_{t \to \infty} \mathbf{1}_{[0,\varepsilon]} \left( \frac{|x|}{t} \right) \mathbf{1}_{Y^a_\varepsilon} \left( \frac{x}{t} \right) \left( \frac{x_a}{t} - D_a \right) \chi(H) e^{-\varepsilon H} = 0. \tag{6.6.12}
\]

**Proof.** We can always enlarge \( \theta \) if needed as in the proof of Proposition 6.6.3. Let \( J \in C_0^\infty(X) \cap \mathcal{F} \) such that \( \text{supp} J \subset Y^{a/2}_\varepsilon \cap \{x \mid |x| < 2\theta\} \) and \( J \geq 1 \) on \( Y^a_\varepsilon \cap \{x \mid |x| < \theta\} \). Let \( \chi_1 \in C_0^\infty(\mathbb{R}), \chi_1 = 1 \) on \( \text{supp} \chi \).

Using (6.6.6), we have
\[
s^{- \lim}_{t \to \infty} J(\frac{x}{t}) (\frac{x_a}{t} - D_a) \chi(H) e^{-\varepsilon H} = s^{- \lim}_{t \to \infty} \chi_1(H) J(\frac{x}{t}) (\frac{x_a}{t} - D_a) \chi(H) e^{-\varepsilon H}.
\]

Set
\[
\Phi(t) := \chi(H) \left( \frac{x_a}{t} - D_a \right) J \left( \frac{x}{t} \right) \chi_1^2(H) J \left( \frac{x}{t} \right) \left( \frac{x_a}{t} - D_a \right) \chi(H).
\]

We compute
\[
D \Phi(t) = -2t^{-1} \Phi(t)
\]
\[
+ t^{-1} \chi(H) \left( \frac{x_a}{t} - D_a \right) \nabla J(\frac{x}{t}), D - \frac{x}{t}) \chi_1^2(H) J(\frac{x}{t}) \left( \frac{x_a}{t} - D_a \right) \chi(H) + \text{hc}
\]
\[
- \chi(H) \nabla I_a(x) J(\frac{x}{t}) \chi_1^2(H) J(\frac{x}{t}) \left( \frac{x_a}{t} - D_a \right) \chi(H) + \text{hc} + O(t^{-2})
\]
\[
=: I_1(t) + I_2(t) + I_3(t) + O(t^{-2}).
\]
$I_1(t)$ is negative.

Using the fact that $J \in \mathcal{F}$, for some $\epsilon > 0$, we can write

$I_2(t)$

$$= \sum_{b \leq a} t^{-1} \chi(H) \left( \frac{\partial}{\partial t} - D_b \right) \nabla J(\frac{x}{t}) q_b(\frac{x}{t}) \left( \frac{\partial}{\partial t} - D_b \right) \chi(H)$$

$$= \sum_{b \leq a} t^{-1} \chi(H) \left( \frac{\partial}{\partial t} - D_b \right) q_b(\frac{x}{t}) B_b(t) J(\frac{x}{t}) \left( \frac{\partial}{\partial t} - D_a \right) \chi(H) + O(t^{-2}),$$

where $B_b(t)$ are uniformly bounded operators. Using then Proposition 6.6.3, we see that this term is integrable along the evolution.

$I_3(t)$ is integrable in norm by Lemma 6.6.2. This shows that there exists the limit

$$\lim_{t \to \infty} (\phi_t | \Phi(t) | \phi_t). \quad (6.6.13)$$

But, again by Proposition 6.6.3, we have

$$\int_1^\infty (\phi_t | \Phi(t) | \phi_t) \frac{dt}{t} < \infty.$$

This implies that the limit (6.6.13) is zero.

**Proposition 6.6.5**

Let $J \in C_\infty(\mathbb{R})$. Then there exists

$$s- \lim_{t \to \infty} e^{iH} J \left( \frac{x}{t} \right) e^{-iH}. \quad (6.6.14)$$

Moreover, if $J(0) = 1$, then

$$s- \lim_{R \to \infty} \left( s- \lim_{t \to \infty} e^{iH} J \left( \frac{x}{Rt} \right) e^{-iH} \right) = 1. \quad (6.6.15)$$

If we define

$$s-C_\infty \lim_{t \to \infty} e^{iaH} \frac{x}{t} e^{-iH} := P^+, \quad (6.6.16)$$

then the vector of commuting self-adjoint operators $P^+$ is densely defined and commutes with the Hamiltonian $H$. Hence Theorem 6.6.1 (i) is true.

**Proof.** By density, we may assume that $J \in C_0^\infty(\mathbb{R}) \cap \mathcal{F}$. It also suffices to prove the existence of

$$s- \lim_{t \to \infty} e^{iaH} J \left( \frac{x}{t} \right) \chi^2(H) e^{-iH}$$

$$= s- \lim_{t \to \infty} e^{iaH} \chi(H) J \left( \frac{x}{t} \right) \chi(H) e^{-iH} \quad (6.6.17)$$

for any $\chi \in C_0^\infty(\mathbb{R})$.

Set
\[ \Phi(t) := \chi(H) \left( J \left( \frac{x}{t} \right) + \left\langle D - \frac{x}{t}, \nabla J \left( \frac{x}{t} \right) \right\rangle \right) \chi(H). \]

As the first step, we will show that there exists
\[ s- \lim_{t \to \infty} e^{itH} \Phi(t) e^{-itH}. \tag{6.6.18} \]

To see this, note that
\[ D\Phi(t) = -\chi(H) \nabla V(x) \nabla J \left( \frac{x}{t} \right) \chi(H) \]
\[ + t^{-1} \chi(H) \left\langle D - \frac{x}{t}, \nabla^2 J \left( \frac{x}{t} \right) \left( D - \frac{x}{t} \right) \right\rangle \chi(H). \tag{6.6.19} \]

The first term on the right of (6.6.19) is integrable in norm by Lemma 6.6.2. The second is integrable along the evolution by Proposition 6.6.3. Therefore, the limit (6.6.18) exists.

It remains to show that (6.6.18) equals (6.6.17). This follows from Lemma 6.6.4.

(6.6.15) follows from Proposition 6.3.1 (ii). The fact that \( P^+ \) exists as a densely defined vector of commuting operators follows then from Proposition B.2.1. \( [P^+, H] = 0 \) follows from Lemma 6.2.3. \( \square \)

**Proposition 6.6.6**

Let \( g \in C_{\infty}(X_a) \). Then
\[ s- \lim_{t \to \infty} e^{itH} g(D_a) e^{-itH} \mathbb{1}_{Y_a} (P^+) = g(P^+_a) \mathbb{1}_{Y_a} (P^+). \tag{6.6.20} \]

Hence Theorem 6.6.1 (ii) is true.

**Proof.** It is enough to assume that \( g \in C_{0}^{\infty}(X_a) \) and to prove that
\[ s- \lim_{t \to \infty} e^{itH} g(D_a) J \left( \frac{x}{t} \right) \chi(H) e^{-itH} \]
\[ = s- \lim_{t \to \infty} e^{itH} g \left( \frac{x_a}{t} \right) J \left( \frac{x}{t} \right) \chi(H) e^{-itH} \tag{6.6.21} \]

for any \( J \in C_{\infty}^{\infty}(Y_a) \cap \mathcal{F} \) and \( \chi \in C_{0}^{\infty}(\mathbb{R}) \).

We already know that the limit on the right-hand side of (6.6.21) exists.

Next we note that, by the Baker-Campbell-Hausdorff formula (3.2.28), we have
\[ \left( g(D_a) - g \left( \frac{x_a}{t} \right) \right) J \left( \frac{x_a}{t} \right) \chi(H) e^{-itH} \]
\[ = B(t) \left( D_a - \frac{x_a}{t} \right) J \left( \frac{x}{t} \right) \chi(H) e^{-itH} + O(t^{-1}), \tag{6.6.22} \]

where \( B(t) \) is uniformly bounded. (6.6.22) goes strongly to zero by Lemma 6.6.4. Therefore (6.6.21) is true. \( \square \)

**Lemma 6.6.7**

Let \( \lambda \in \sigma_{pp}(H) \setminus \mathcal{T} \). Then the following is true:

(i) There exists \( C \) such that, for \( f \in C_{0}^{1}(X) \),
\[\|\langle x \rangle \|_\infty \leq C\|\nabla f\|_\infty.\]

(ii) If, moreover, \( f(x) = 0 \) on a neighborhood of 0, then
\[\|\langle x \rangle \|_\infty \leq C\|\nabla f\|_\infty, \quad |\alpha| \leq 2.\]

**Proof.** We recall from Theorem 6.5.1 that, since \( \lambda \not\in \mathcal{T} \), \( \mathbb{1}_\lambda(H) \) is a finite rank projection on exponentially decaying eigenfunctions. Hence
\[\|\langle x \rangle \mathbb{1}_\lambda(H)\| < \infty.\]
Now we have
\[
\begin{align*}
\mathbb{1}_\lambda(H), f(x) \rangle &= \mathbb{1}_\lambda(H) + \int_0^1 \mathbb{1}_\lambda(H), x\nabla_x f(sx)\rangle ds \\
&= 0 + O(\|\nabla f\|_\infty \|x \mathbb{1}_\lambda(H)\|).
\end{align*}
\]
This proves (i).
To show (ii), we use in addition the boundedness of \(\| (1 - \Delta) \mathbb{1}_\lambda(H) \|\).

Next we will prove the so-called low velocity estimate in a version due essentially to Graf [Gr].

**Proposition 6.6.8**
Let \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \text{supp}\chi \cap \mathcal{T} = \emptyset \). Then we can find \( \epsilon_0 > 0 \) such that
\[
\int_1^\infty \mathbb{1}_{[0, \epsilon_0]}(\frac{|x|}{t}) \chi(H)\mathbb{1}^\epsilon(H)\phi_1 \bigg\|^2 \frac{dt}{t} \leq C\|\phi\|^2. \tag{6.6.23}
\]

**Proof.** Let \( \lambda \in \mathbb{R}\setminus\mathcal{T} \). Let
\[\epsilon_0 < \frac{d(\lambda)}{2(\lambda - \Sigma)},\]
where \( d(\lambda) \) was defined in Theorem 6.4.1 and \( \Sigma \) in Definition 6.2.1. We will show that there exists a neighborhood \( \Delta \) of \( \lambda \) such that if \( \chi \in C_0^\infty(\mathbb{R}) \) and \( \text{supp}\chi \subset \Delta \), then (6.6.23) holds. Then we can extend the validity of (6.6.23) to \( \chi \) with larger supports by the covering argument (see the proof of Proposition 4.4.7).

Let \( \lambda < \lambda_1, d_1 < d(\lambda), \epsilon_1 \sqrt{2(\lambda - \Sigma)} < d_1 \) and \( \epsilon_0 < \epsilon_1 \).

By Theorem 6.4.1 (iii), we will find a function \( \tilde{\chi} \in C_0^\infty(\mathbb{R}) \) such that \( \tilde{\chi} = 1 \) on a neighborhood of \( \lambda \), \( \text{supp}\tilde{\chi} \subset ] - \infty, \lambda_1[ \) and
\[
\tilde{\chi}(H)\mathbb{1}^\epsilon(H)[H, iA]\mathbb{1}^\epsilon(H)\tilde{\chi}(H) \geq \theta_2^2 \tilde{\chi}^2(H)\mathbb{1}^\epsilon(H). \tag{6.6.24}
\]
Let \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \tilde{\chi} = 1 \) on \( \text{supp}\chi \). We will write
\[ \chi^c(H) := 1^c(H)\chi(H), \quad \tilde{\chi}^c(H) := 1^c(H)\tilde{\chi}(H). \]

We may assume that supp\(\chi\) \(\cap T = \emptyset\). By Lemma 6.6.7, for \(f \in C^\infty_0(X)\), we have that
\[ [f(\frac{t}{\tau}), \chi^c(H)] \in O(t^{-1}), \]
if, moreover, \(0 \notin \text{supp}\,f\), then \([Df(\frac{t}{\tau}), \chi^c(H)] \in O(t^{-1}) + L^1(dt)\).

Of course the same is true with \(\chi\) replaced with \(\tilde{\chi}\).

We also choose \(J, \tilde{J} \in C^\infty_0(X)\) such that \(J = 1\) for \(|x| \leq \epsilon_0\), \(\tilde{J} = 1\) on \text{supp}\,J and \(\text{supp}\,\tilde{J}, \text{supp}\,J \subset \{x \mid |x| < \epsilon_1\}, J \in \mathcal{F}\).

Set
\[ M(t) := J\left(\frac{t}{\tau}\right) + \langle D - \frac{\tau}{t}, \nabla J\left(\frac{t}{\tau}\right)\rangle, \]
\[ \Phi(t) := \chi^c(H)M(t)\tilde{\chi}^c(H)\frac{d}{dt}\chi^c(H)M^*(t)\chi^c(H). \]

Using the boundedness of \(\langle x \rangle\tilde{\chi}^c(H)\langle x \rangle^{-1}\), we see that \(\Phi(t)\) is uniformly bounded. We compute:
\[ \mathbf{D}\Phi(t) = t^{-1}\chi^c(H)\langle D - \frac{\tau}{t}, \nabla^2 J\left(\frac{t}{\tau}\right)\rangle\tilde{\chi}^c(H)\frac{d}{dt}\chi^c(H)M^*(t)\chi^c(H) + \text{hc} \]
\[ -\chi^c(H)\nabla_x V(x)\tilde{J}\left(\frac{t}{\tau}\right)\tilde{\chi}^c(H)\frac{d}{dt}\chi^c(H)M^*(t)\chi^c(H) + \text{hc} \]
\[ +t^{-1}\chi^c(H)\langle [H, iA] - \frac{d}{dt}\rangle\tilde{\chi}^c(H)M^*(t)\chi^c(H) \]
\[ =: R_1(t) + R_2(t) + R_3(t). \]

The term \(R_1(t)\) can be written as
\[ R_1(t) = \sum_{b \leq a} t^{-1}\chi^c(H)(D_b - \frac{\tau}{t})q_b(\frac{x}{\tau})B_b(t)q_b(\frac{x}{\tau})(D_b - \frac{\tau}{t})\chi^c(H) \]
\[ + O(t^{-2}) + \langle t \rangle^{-1}L^{-1}(dt) \]
for certain uniformly bounded operators \(B_b(t)\). Using Proposition 6.6.3, we see that \(R_1(t)\) is integrable along the evolution.

The term \(R_2(t)\) is integrable in norm.

Let us now estimate the term \(R_3(t)\). By (6.6.24), we have
\[ t^{-1}\chi^c(H)M(t)\tilde{\chi}^c(H)i[H, A]\tilde{\chi}^c(H)M^*(t)\chi^c(H) \]
\[ \geq d_1 t^{-1}\chi^c(H)M(t)(\tilde{\chi}^c)^2(H)M^*(t)\chi^c(H) \]
\[ = d_1 t^{-1}\chi^c(H)M(t)M^*(t)\chi^c(H) + O(t^{-2}) + \langle t \rangle^{-1}L^{-1}(dt). \]

By Lemma 6.3.2, we have:
\[ \|\tilde{J}(\frac{t}{\tau})\tilde{\chi}^c(H)\frac{d}{dt}\tilde{\chi}(\frac{t}{\tau})\tilde{J}(\frac{t}{\tau})\| \leq \|\tilde{J}(\frac{t}{\tau})\|\|\tilde{J}(\frac{t}{\tau})\|D\tilde{\chi}(H)\| + O(t^{-1}) \]
\[ \leq \epsilon_1 \sqrt{2(\lambda - \Sigma)} + o(t^0). \]

So,
\[-\frac{1}{\lambda^c} \chi^c(H) M(t) \bar{\chi}^c(H) \frac{d}{dt} \bar{\chi}^c(H) M^*(t) \chi^c(H) \]
\[
= -\frac{1}{\lambda^c} \chi^c(H) M(t) \bar{J}(\bar{\tau}) \bar{\chi}^c(H) \frac{d}{dt} \bar{\chi}^c(H) \bar{J}(\bar{\tau}) M^*(t) \chi^c(H) + O(t^{-2})
\geq -\epsilon_1 \sqrt{2(\lambda - \Sigma)} \frac{1}{\lambda^c} \chi^c(H) M(t) M^*(t) \chi^c(H) + O(t^{-2}).
\]
Therefore,
\[
R_3(t) \geq C_0 \chi^c(H) M(t) M^*(t) \chi^c(H) + O(t^{-2}) + \langle t \rangle^{-1} L^{-1} (dt),
\]
where by \( C_0 := d_1 - \epsilon_1 \sqrt{2(\lambda - \Sigma)} > 0 \).

We write then
\[
M(t) = J \left( \frac{\bar{\tau}}{t} \right) + \langle D - \frac{\bar{\tau}}{t}, \nabla J \left( \frac{\bar{\tau}}{t} \right) \rangle =: M_1(t) + M_2(t).
\]
We use now the inequality
\[
(M_1 + M_2) (M_1^* + M_2^*) \geq (1 - \epsilon) M_1 M_1^* + (1 - \epsilon^{-1}) M_2 M_2^*
\]
to deduce that
\[
R_3(t) \geq (1 - \epsilon) C_0 \langle \chi^c(H) J^2 \left( \frac{\bar{\tau}}{t} \right) \chi^c(H) \rangle + (1 - \epsilon^{-1}) C_0 \chi^c(H) \langle D - \frac{\bar{\tau}}{t}, \nabla J \left( \frac{\bar{\tau}}{t} \right) \rangle \rangle \langle \nabla J \left( \frac{\bar{\tau}}{t} \right), D - \frac{\bar{\tau}}{t} \rangle \chi^c(H).\tag{6.6.25}
\]
The second term on the right-hand side of (6.6.25) is integrable along the evolution by Proposition 6.6.3. Hence, by Proposition 4.2.1, we obtain
\[
\int_t^\infty \left\| J \left( \frac{\bar{\tau}}{t} \right) \chi^c(H) \phi_t \right\|^2 \frac{dt}{t} \leq C \| \phi \|^2.
\]

The following proposition shows that the states with zero asymptotic velocity coincide with the bound states.

**Proposition 6.6.9**

\[
\mathbb{1}_{\{ X_{\text{max}} \}} (P^+) = \mathbb{1}_{\text{PP}} (H^{\text{max}}).
\]

**Hence Theorem 6.6.1 (iii) is true.**

**Proof.** Using the fact that
\[
H = H^{\text{max}} + \frac{1}{2} D^2_{\text{max}},
\]
we see that it suffices to consider the case when \( X_{\text{max}} = \{0\} \), \( H = H^{\text{max}} \). Let \( H \phi = \tau \phi \) and \( J \in C_\infty (X) \). Then
\[
\lim_{t \to \infty} e^{itH} J \left( \frac{\bar{\tau}}{t} \right) e^{-itH} \phi
= J(0) \phi + \lim_{t \to \infty} e^{it(H-\tau)} \left( J \left( \frac{\bar{\tau}}{t} \right) - J(0) \right) \phi = J(0) \phi.
\tag{6.6.26}
\]
This shows that $P^+ \phi = 0$ and proves

$$\mathbb{1}_{\{0\}}(P^+) \geq \mathbb{1}^{pp}(H).$$

Let us prove the opposite inequality.

Let $\chi \in C_0^\infty(\mathbb{R})$ such that $\text{supp}\chi \cap (\sigma^{pp}(H) \cup T) = \emptyset$. Choose also $J \in C_0^\infty(X)$ such that $J(0) > 0$ and $\text{supp} J \subset B(0, \epsilon)$, where $\epsilon > 0$ is given by Lemma 6.6.8. Clearly,

$$\text{sn} \lim_{t \to \infty} e^{itH} \chi(H) J^2 \left( \frac{x}{t} \right) \chi(H) e^{-itH} = \chi^2(H) J^2(P^+).$$  \hspace{1cm} (6.6.27)

By Proposition 6.6.8,

$$\int_1^\infty \left\| J \left( \frac{x}{t} \right) \chi(H) \phi_1 \right\|^2 \frac{dt}{t} < \infty.$$  \hspace{1cm} (6.6.28)

Therefore, the limit (6.6.27) vanishes, which proves that

$$\mathbb{1}_{\{0\}}(P^+) \leq \mathbb{1}_{\sigma^{pp}(H)}(H).$$  \hspace{1cm} (6.6.29)

But by (6.4.6) the right-hand side of (6.6.29) equals $\mathbb{1}^{pp}(H)$.  \hfill \ensuremath{\Box}

### 6.7 Asymptotic Completeness of Short-Range Systems

The asymptotic velocity constructed in Theorem 6.6.1 gives a classification of the states in $L^2(X)$ according to their asymptotic behavior under the evolution $e^{-itH}$. In fact, we clearly have

$$\mathbb{1} = \sum_{a \in A} \mathbb{1}_{z_a}(P^+).$$  \hspace{1cm} (6.7.1)

Moreover, by Theorem 6.6.1,

$$\mathbb{1}_{_{\text{X}_{a_{\text{max}}}}}(P^+) = \mathbb{1}_{\text{z}_{a_{\text{max}}}}(P^+) = \mathbb{1}^{pp}(H_{a_{\text{max}}}),$$

i.e., the states with zero internal asymptotic velocity coincide with the bound states of the full Hamiltonian with a removed center-of-mass motion. However, we would like to have a better understanding of the spaces of scattering states Ran $\mathbb{1}_{z_a}(P^+)$.  

In this section we will assume that the potential $V(x)$ satisfies the short-range condition, In this case, one can describe the space Ran $\mathbb{1}_{z_a}(P^+)$ in a very satisfactory way by constructing the wave operators.

**Theorem 6.7.1**

Assume (6.1.1) and
\[
\int_0^\infty \left\| \left(1 - \Delta^b\right)^{-1} v(x^b) \mathbb{1}_{[1, \infty]} \left(\frac{|x^b|}{R}\right) \left(1 - \Delta^b\right)^{-\frac{1}{2}} \right\| \, \text{d}R < \infty, \quad b \in \mathcal{B}. \quad (6.7.2)
\]

Then assumption (6.6.1) holds and hence the conclusions of Theorem 6.6.1 hold. Moreover, for all \( a \in \mathcal{A} \), there exist

\[
s- \lim_{t \to \infty} e^{itH} e^{-iH_a} \mathbb{1}_{\mathbb{R}}(H^a), \quad (6.7.3)
\]

\[
s- \lim_{t \to \infty} e^{itH_a} e^{-iH} \mathbb{1}_{\mathbb{R}}(P^+). \quad (6.7.4)
\]

If we denote (6.7.3) by \( \Omega^+_{s,r,a} \), then (6.7.4) equals \( \Omega^+_{s,r,a} \). The operator \( \Omega^+_{s,r,a} \) is a partial isometry such that

\[
\Omega^+_{s,r,a} \mathbb{1}_{\mathbb{R}} = \mathbb{1}_{\mathbb{R}}(H^a), \quad \Omega^+_{s,r,a} \Omega^+_{s,r,a} = \mathbb{1}_{\mathbb{R}}(P^+), \quad (6.7.5)
\]

\[
\Omega^+_{s,r,a} H_a = H \Omega^+_{s,r,a}, \quad \Omega^+_{s,r,a} D_a = P^+ \Omega^+_{s,r,a} = P^+ \Omega^+_{s,r,a}.
\]

**Remark.** By (6.7.1) and (6.7.5),

\[
L^2(X) = \bigoplus_{a \in \mathcal{A}} \text{Ran} \Omega^+_{s,r,a}. \quad (6.7.6)
\]

If one notes that \( \Omega^+_{s,r,0_{\text{max}}} = \mathbb{1}_{\mathbb{R}}(H_{0_{\text{max}}}) \), then we can rewrite (6.7.6) as

\[
\text{Ran} \mathbb{1}_{\mathbb{C}}(H_{0_{\text{max}}}) = \bigoplus_{a \neq 0_{\text{max}}} \text{Ran} \Omega^+_{s,r,a}, \quad (6.7.7)
\]

which is the usual statement of asymptotic completeness. The operators \( \Omega^+_{s,r,a} \) are called the *channel wave operators*.

**Remark.** Let us recall that \( H_a, \mathcal{H}^a \) and \( -\frac{1}{2} \Delta_a \) can be regarded as many-body Hamiltonians satisfying the assumptions of theorem 6.6.1, acting on the Hilbert spaces \( X, \mathcal{H}^a \) and \( X_a \). In particular, for all these Hamiltonians, we can define the asymptotic velocities. The asymptotic velocity for \( H_a \) will be denoted \( P^+_{(a)} \); the asymptotic velocity for \( H^a \) will be denoted by \( P^{(a),+} \) and the asymptotic velocity for \( \frac{1}{2} D_a^2 \) equals \( D_a \). Clearly,

\[
\left(P^+_{(a)}\right)_a = D_a,
\]

\[
\left(P^{(a)}\right)^a = P^{(a),+}.
\]

Note that we write \( P^+_{(a)} \) and \( P^{(a),+} \) for the asymptotic velocities of \( H_a \) and \( H^a \), and not \( P^+_a \) and \( P^{a,+} \), because the latter symbols can be understood as the \( x_a^- \) and \( x^a \)-components of \( P^+ \).

Note also that
\[ \mathbb{1}_{Z_a}(P^{a+}_a) = \mathbb{1}_{Z_a}(D_a) \otimes \mathbb{1}_{(0)}(P^{(a),+}). \]

But
\[ \mathbb{1}_{Z_a}(D_a) = 1. \]

Therefore,
\[ \mathbb{1}_{Z_a}(P^{a+}_a) = \mathbb{1}_{(0)}(P^{(a),+}) = \mathbb{1}_{\text{pp}}(H^a). \quad (6.7.8) \]

Hence the existence of (6.7.3) and (6.7.4) are actually analogous statements obtained by exchanging the roles of \( H \) and \( H_a \).

The fact that (6.1.1) and (6.7.2) imply (6.6.1) follows from a remark in Sect. 4.6.

The proof of Theorem 6.7.1, given what we already know, is not very difficult. It is a prototype of a certain type of reasoning that we will repeat several times later on, while studying long-range scattering. It is useful to formalize this argument by introducing the following definition.

**Definition 6.7.2**
Let \( H_i, i=1,2, \) be many-body Hamiltonians on \( L^2(X) \) and \( \Theta \subset X \) be a Borel subset. Let \( P^{i+}_i \) be the corresponding asymptotic velocities. We say that \( e^{-itH_1} \) is asymptotic to \( e^{-itH_2} \) on \( \Theta \) if the following limits exist:

\[ s- \lim_{t \to \infty} e^{itH_2} e^{-itH_1} \mathbb{1}_{\Theta}(P^{1+}_1) =: \Gamma^{+}_{21}, \quad (6.7.9) \]

\[ s- \lim_{t \to \infty} e^{itH_1} e^{-itH_2} \mathbb{1}_{\Theta}(P^{2+}_2) =: \Gamma^{+}_{12}. \quad (6.7.10) \]

**Proposition 6.7.3**
We have \( \Gamma^{+}_{12} = \Gamma^{+}_{21} \). Moreover, \( \Gamma^{+}_{21} \) is a partial isometry satisfying

\[ \Gamma^{+}_{21} \Gamma^{+}_{21} = \mathbb{1}_{\Theta}(P^{1+}_1), \quad \Gamma^{+}_{21} \Gamma^{+}_{21} = \mathbb{1}_{\Theta}(P^{2+}_2), \quad (6.7.11) \]

\[ \Gamma^{+}_{21} P^{1+}_1 = P^{2+}_2 \Gamma^{+}_{21}, \quad \Gamma^{+}_{21} H_1 = H_2 \Gamma^{+}_{21}. \]

**Proof.** Let \( J \in C_\infty(X) \). Then

\[ \Gamma^{+}_{21} J(P^{1+}_1) = s- \lim_{t \to \infty} e^{itH_2} J(\frac{2}{t}) e^{-itH_1} \mathbb{1}_{\Theta}(P^{1+}_1) \]

\[ = J(P^{1+}_1) \Gamma^{+}_{21}. \]

Hence \( \Gamma^{+}_{21} P^{1+}_1 = P^{2+}_2 \Gamma^{+}_{21} \). Therefore

\[ \text{Ran} \Gamma^{+}_{21} \subset \text{Ran} \mathbb{1}_{\Theta}(P^{2+}_2). \]

The same statement is true if we exchange the roles of \( H_1 \) and \( H_2 \). Therefore, (6.7.11) is true by Lemma B.5.1. \( \square \)
We will now show the following theorem that, by (6.7.8), implies Theorem 6.7.1.

**Theorem 6.7.4**
Assume (6.1.1) and (6.7.2). Then $e^{-itH}$ is asymptotic to $e^{itH_a}$ on $Y_a$.

**Proof.** Let us first show the existence of the limit

$$s- \lim_{t \to \infty} e^{itH} e^{-itH_a} \mathbb{1}_{Y_a}(P^+_a). \quad (6.7.12)$$

Let $\chi \in C_0^\infty(\mathbb{R})$ and $J \in \mathcal{F} \cap C_0^\infty(X)$ such that $\text{supp} J \subset Y_a$. Denote

$$M(t) := J(\frac{\pi}{t}) + \langle D - \frac{\pi}{t}, \nabla J(\frac{\pi}{t}) \rangle,$$
$$\Phi(t) := \chi(H_a)M(t)\chi(H).$$

By Lemma 6.6.4, we have

$$s- \lim_{t \to \infty} e^{itH_a} e^{-itH} J(P^+_a) \chi^2(H) = s- \lim_{t \to \infty} e^{itH_a} M(t)\chi^2(H) e^{-itH}.$$

Commuting $\chi(H)$ through $M(t)$ and using (6.6.6), this is equal to

$$s- \lim_{t \to \infty} e^{itH_a} \Phi(t) e^{-itH}. \quad (6.7.13)$$

Now,

$$\frac{d}{dt} \Phi(t) + i H_a \Phi(t) - i \Phi(t) H = \chi(H_a) \nabla_x \nabla^a(x) \nabla J \left( \frac{\pi}{t} \right) \chi(H)$$
$$+ i \chi(H_a) I_a(x) M(t) \chi(H)$$
$$+ t^{-1} \chi(H_a) \langle D - \frac{\pi}{t}, \nabla^2 J \left( \frac{\pi}{t} \right) (D - \frac{\pi}{t}) \rangle \chi(H).$$

The first two terms on the right of the above equation are integrable in norm by (6.7.2). The third is integrable along the evolution by Proposition 6.6.3. Therefore the limit (6.7.13) exists.

Next we interchange the role of $H$ and $H_a$ and we prove that

$$s- \lim_{t \to \infty} e^{itH_a} e^{-itH} \mathbb{1}_{Y_a}(P^+). \quad (6.7.14)$$

exists. \qed

### 6.8 Asymptotic Separation of the Dynamics I

Suppose that the Hilbert space $\mathcal{H}$ is of the form

$$\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2. \quad (6.8.1)$$
Let $H$ be a self-adjoint operator on $\mathcal{H}$. In general, the evolution $e^{-itH}$ does not preserve the factorization (6.8.1) and “mixes” the spaces $\mathcal{H}_1$ and $\mathcal{H}_2$. Only if the Hamiltonian $H$ has the form

$$H = H_1 \otimes 1_{\mathcal{H}_2} + 1_{\mathcal{H}_1} \otimes H_2,$$

(6.8.2)

does the evolution

$$e^{-itH} = e^{-itH_1} \otimes e^{-itH_2}$$

(6.8.3)

act independently in $\mathcal{H}_1$ and in $\mathcal{H}_2$. We will say that a Hamiltonian $H$ satisfying (6.8.2) and a dynamics $e^{-itH}$ satisfying (6.8.3) are separated with respect to the factorization (6.8.1).

In the case of $N$-body systems, for any $a \in \mathcal{A}$, the Hilbert space has a natural factorization

$$L^2(X) = L^2(X_a) \otimes L^2(X^a).$$

(6.8.4)

In general, an $N$-body Hamiltonian $H$ is not separated with respect to (6.8.4). We can ask when $e^{-itH}$ can be approximated by a dynamics separated with respect to (6.8.4) for $t \to \infty$.

Let us now describe some separated Hamiltonians that may be used to asymptotically approximate the full dynamics. The first one we already know: it is

$$H_a = \frac{1}{2} D^2 + V^a(x^a)$$

$$= \frac{1}{2} D^2_a \otimes 1 + 1 \otimes H^a.$$

Theorem 6.7.4 says that on Ran$\mathcal{H}_a(P^+)$ the full dynamics $e^{-itH}$ can be approximated by the dynamics $e^{-itH_a}$.

This has, however, two drawbacks. First of all, this result is limited to the short-range case. Moreover, the approximating dynamics is valid on a relatively small subspace. Below we will describe separated dynamics that better approximate $e^{-itH}$.

It will be useful to study more closely the geometry of the configuration space and to introduce some new auxiliary definitions.

Fix $a \in \mathcal{A}$. Let us note that if we set

$$\mathcal{B}^a := \{b \in \mathcal{B} \mid b \leq a\} = \{b \in \mathcal{B} \mid X^b \subset X^a\},$$

then

$$V^a(x^a) = \sum_{b \in \mathcal{B}^a} v^b(x^b).$$

Now let us define

$$\mathcal{B}_{[a]} := \{b \in \mathcal{B} \mid X^b \subset X_a\}.$$

We set

$$V_{[a]}(x_a) := \sum_{b \in \mathcal{B}_{[a]}} v^b(x^b)$$

$$h_{[a]} := \frac{1}{2} D^2_a + V_{[a]}(x_a)$$

$$I_{[a]}(x) := \sum_{b \in \mathcal{B}_{[a]} \cup \mathcal{B}^a} v^b(x^b).$$
If we note that $\mathcal{B}^a \cap \mathcal{B}_{[a]} = a_{\min}$ and $v^{a_{\min}} = 0$, then we see that

$$V(x) = V^a(x^a) + V_{[a]}(x_a) + I_{[a]}(x).$$

The following Hamiltonian is clearly separated:

$$H_{[a]} := \frac{1}{2} D^2 + V^a(x^a) + V_{[a]}(x_a)
= h_{[a]} \otimes \mathbb{1} + \mathbb{1} \otimes H^a.\]$$

The Hamiltonians $H_{[a]}$ and $h_{[a]}$ are many-body Hamiltonians acting on $L^2(X)$ and $L^2(X_a)$ and their asymptotic velocities will be denoted by $P^+_{[a]}$ and $p^+_{[a]}$ respectively. Clearly,

$$P^+_{[a]} = p^+_{[a]} \otimes \mathbb{1} + \mathbb{1} \otimes P^{(a)+}.$$

Set

$$Y_{[a]} := X \setminus \bigcup_{b \not\in \mathcal{B}_{[a]} \cup \mathcal{B}^a} X_b,$$

$$Z_{[a]} := X_a \setminus \bigcup_{b \not\in \mathcal{B}_{[a]} \cup \mathcal{B}^a} X_b,$$

$$Y_{[a], \text{sep}} := Z_{[a]} + X^a = \{ x \in X \mid x_a \in Z_{[a]} \}.$$

It is easy to improve Theorem 6.7.4.

**Theorem 6.8.1**

*Assume (6.1.1) and (6.7.2). Then $e^{-tH}$ is asymptotic to $e^{tH_{[a]}}$ on $Y_{[a]}$.*

Note that $Y_{[a]}$, in general, is considerably bigger than $Y_a$, and hence $\text{Ran} \, \mathbb{1}_{Y_{[a]}}(P^+)$ is larger than $\text{Ran} \, \mathbb{1}_{Y_a}(P^+)$. Nevertheless, we are forced to assume the short-range assumptions, because we simply dropped the interaction $I_{[a]}(x)$. Let us define a third separated effective Hamiltonian, which will work for a large class of long-range potentials (including Coulomb potentials).

For any $a \in \mathcal{A}$, we define an auxiliary Hamiltonian on $L^2(X_a)$

$$h_a := \frac{1}{2} D^2_a + I_a(x_a)
= h_{[a]} + I_{[a]}(x_a).$$

(Note that the “true interaction” $I_a(x)$ depends in principle both on $x_a$ and $x^a$. In the auxiliary Hamiltonian $h_a$, we “freeze” the variable $x^a$ to zero.) The following Hamiltonian on $L^2(X)$

$$H_{a-\text{sep}} : = \frac{1}{2} D^2 + V^a(x^a) + I_a(x_a)
= \frac{1}{2} D^2 + V^a(x^a) + V_{[a]}(x_a) + I_{[a]}(x_a)
= h_a \otimes \mathbb{1} + \mathbb{1} \otimes H^a$$

is clearly separated with respect to (6.8.4). Clearly, $H_{a-\text{sep}}$ and $h_a$ are many-body Hamiltonians acting on $L^2(X)$ and $L^2(X_a)$ respectively. The asymptotic
velocities associated with them will be denoted by \( P_{a-\text{sep}}^+ \) and \( p_a^+ \) respectively. Clearly,

\[
P_{a-\text{sep}}^+ = p_a^+ \otimes \mathbb{1} + \mathbb{1} \otimes P^{(a)+}.
\]

The following theorem will be shown in Sects. 6.12, 6.13, 6.15:

**Theorem 6.8.2**

Assume (6.1.1). Suppose that \( \mu = \sqrt{3} - 1 \) and

\[
v_b(x) = v_a^b(x) + v_1^b(x), \quad b \in \mathcal{B},
\]

\[
\int_0^\infty \| v_b^a(x) \|_{1, \infty} \left( \frac{\| x \|}{R} \right) (1 - \Delta^b)^{-1} \| R^d R < \infty, \quad b \in \mathcal{B},
\]

\[
\int_0^\infty \| \partial_{a-\text{sep}} v_b^a(x) \|_{1, \infty} \left( \frac{\| x \|}{R} \right) \| R^d dR < \infty, \quad |a| = 1, \quad b \in \mathcal{B}.
\]

Then for all \( a \in \mathcal{A} \), the dynamics \( e^{itH} \) is asymptotic to \( e^{-itH_{a-\text{sep}}} \) on \( Z_{[a]} \).

**Corollary 6.8.3**

Under the assumptions of Theorem 6.8.2, there exist

\[
s-\lim_{t \to \infty} e^{itH} e^{-itH_{a-\text{sep}}} \mathbb{1}_{Z_a}(p_a^+) \otimes \mathbb{1}^\mathbb{P}(H^a),
\]

\[
s-\lim_{t \to \infty} e^{itH_{a-\text{sep}}} e^{-itH} \mathbb{1}_{Z_a}(P^+).
\]

Denote (6.8.6) by \( \Xi_a^+ \). Then (6.8.7) equals \( \Xi_a^+ \). The operator \( \Xi_a^+ \) is a partial isometry such that

\[
\Xi_a^{++} \Xi_a^+ = \mathbb{1}^{\mathbb{P}}(H^a) \otimes \mathbb{1}_{Z_a}(p_a^+), \quad \Xi_a^+ \Xi_a^{++} = \mathbb{1}_{Z_a}(P^+),
\]

\[
\Xi_a^{++} H_{a-\text{sep}} = H \Xi_a^+, \quad \Xi_a^+ p_a^+ = P_a^+ \Xi_a^+.
\]

Moreover,

\[
L^2(X) = \bigoplus_{a \in \mathcal{A}} \text{Ran} \Xi_a^+.
\]

**Proof of Corollary 6.8.3 given Theorem 6.8.2.** To see (6.8.6), (6.8.7) and

(6.8.8), it is enough to note that \( Z_a \subset Z_{[a]} \) and to use Theorem 6.8.2. To see

(6.8.9), it is sufficient to use (6.7.1) and

\[
\text{Ran} \mathbb{1}_{Z_a}(P^+) = \text{Ran} \Xi_a^+.
\]

The property (6.8.9) is closely related to asymptotic completeness for long-range systems. In fact, we will use the operators \( \Xi_a^+ \) and the identity (6.8.9) in our proof of the asymptotic completeness of long-range systems. One can even say that, up to minor technical assumptions, Corollary 6.8.3 is equivalent to
asymptotic completeness. The advantage of (6.8.9) and of the concept of asymptotic separation is that it uses the operators $\Xi_a^+$ that are intrinsically defined, whereas modified wave operators are not.

Note that, in the short-range case, one can improve Theorem 6.8.2 as follows:

**Theorem 6.8.4**
Assume (6.1.1) and (6.7.2). Then for all $a \in \mathcal{A}$, the dynamics $e^{-itH}$ is asymptotic to $e^{-itH_{a-sep}}$ on $Y_{[a]} \cap Y_{[a]-sep}$.

Nevertheless, in the short-range case, the dynamics $e^{-itH_{b_1}}$ seems to be a better approximation of the full dynamics than $e^{-itH_{a-sep}}$, as seen from Theorem 6.8.1.

Sometimes asymptotic separation is valid only on a part of the Hilbert space. To describe this phenomenon, let us introduce the following definition:

**Definition 6.8.5**
Let $a \in \mathcal{A}$. It is clear that
\[
\{ \phi \in L^2(X) \mid \text{there exists } s- \lim_{t \to \infty} e^{itH} e^{-itH_{a-sep}} \phi \}
\]
is a closed linear subspace. We define $Q_{a-sep}^+$ to be the orthogonal projection onto this subspace.

Likewise,
\[
\{ \phi \in L^2(X) \mid \text{there exists } s- \lim_{t \to \infty} e^{itH_{a-sep}} e^{-itH} \phi \}
\]
is a closed linear subspace. The orthogonal projection onto this subspace will be denoted by $Q_{a}^+$.

Some subspaces of $L^2(X)$ contained in the range of $Q_{a-sep}^+$ and $Q_{a}^+$ will be described in Theorem 6.10.1.

The following proposition is an almost immediate consequence of Definition 6.8.5 and Lemma B.5.1:

**Proposition 6.8.6**
Assume (6.1.1) and (6.6.1). Let $Q_{a}^+$ and $Q_{a-sep}^+$ be defined as above. Then for all $a \in \mathcal{A}$, there exists
\[
s - \lim_{t \to \infty} e^{itH} e^{-itH_{a-sep}} Q_{a-sep}^+ \tag{6.8.10}
\]
and
\[
s - \lim_{t \to \infty} e^{itH_{a-sep}} e^{-itH} Q_{a}^+. \tag{6.8.11}
\]
If we denote (6.8.10) with $\Xi_{Q,a}^+$, then (6.8.11) equals $\Xi_{Q,a}^+$. The operator $\Xi_{Q,a}^+$ is a partial isometry such that
\[
\Xi_{Q,a}^+ \Xi_{Q,a}^+ = Q_{a-sep}^+, \quad \Xi_{Q,a}^+ \Xi_{Q,a}^+ = Q_{a}^+, \\
\Xi_{Q,a}^+ H_{a-sep} = H \Xi_{Q,a}^+, \quad \Xi_{Q,a}^+ P_{a-sep}^+ = P^+ \Xi_{Q,a}^+. \tag{6.8.12}
\]
Proof. The existence of the limits (6.8.10) and (6.8.11) follows immediately from the definition 6.8.5. Then we apply Lemma B.5.1.

Let us now consider the basic example of an $N$-body system with pair interactions. We can identify the set $B$ with the family of pairs of $\{1, \ldots, N\}$ and $A$ with the family of cluster decompositions of $\{1, \ldots, N\}$. Let us fix a cluster decomposition

$$a = \{C_1, \ldots, C_m\}.$$ 

Without restricting the generality we can assume that $C_1 = \{1\}, \ldots, C_k = \{k\}$, and $C_j$ have at least two elements for $j = k + 1, \ldots, m$. The set $B^a$ consists of all pairs contained in one of the clusters $C_j, j = k + 1, \ldots, m$. The set $B_{[a]}$ consists of all pairs contained in $\{1, \ldots, k\}$.

In the space $X_a$ we can use the coordinates $y_1, \ldots, y_m$, where $y_i = x_i, 1 \leq i \leq k$ are just the positions of the corresponding particles and $y_i, k + 1 \leq i \leq m$ are the centers of mass of the clusters $C_i$. Suppose that the total masses of the clusters $C_i$ are $M_i$ for $k + 1 \leq i \leq m$.

Note that

$$h_{[a]} = \sum_{j=1}^k \frac{1}{2m_j} D_j^2 + \sum_{j=k+1}^m \frac{1}{2m_j} D_j^2 + \sum_{1 \leq i < j \leq k} v_{ij}(y_i - y_j),$$

$$h_a = \sum_{j=1}^k \frac{1}{2m_j} D_j^2 + \sum_{j=k+1}^m \frac{1}{2m_j} D_j^2 + \sum_{1 \leq i < j \leq k} v_{ij}(y_i - y_j) + \sum_{1 \leq i \leq m, k+1 \leq j \leq m, i < j} v_{ij}^{\text{eff}}(y_i - y_j),$$

where

$$v_{ij}^{\text{eff}}(y_i - y_j) = \sum_{p \in C_j} v_{ip}(y_i - y_j), 0 \leq i \leq k, k + 1 \leq j \leq m,$$

$$v_{ij}^{\text{eff}}(y_i - y_j) = \sum_{p \in C_i, q \in C_j} v_{pq}(y_i - y_j), k + 1 \leq i < j \leq m.$$ 

In particular, if we have a system of $N$ charged particles with charges $Z_i, i = 1, \ldots, N$, and 2-body potentials

$$v_{ij}(y_i - y_j) = \frac{Z_i Z_j}{|y_i - y_j|},$$

and if we set

$$Z_j^{\text{eff}} := \sum_{p \in C_j} Z_p, k + 1 \leq j \leq m,$$

then the effective potentials are equal

$$v_{ij}^{\text{eff}}(y_i - y_j) = \frac{Z_i Z_j^{\text{eff}}}{|y_i - y_j|}, 0 \leq i \leq k, k + 1 \leq j \leq m,$$

$$v_{ij}^{\text{eff}}(y_i - y_j) = \frac{Z_j^{\text{eff}} Z_i^{\text{eff}}}{|y_i - y_j|}, k + 1 \leq i, j \leq m.$$
Thus Theorem 6.8.2 about asymptotic separation says that a system of simple particles 1, ..., k and "composite particles" $C_{k+1}, \ldots, C_m$ can be described asymptotically by an m-body Hamiltonian $h_\alpha$, provided that we avoid collisions involving "composite particles" (which means restricting to $\text{Ran} \mathbb{I}_{Z_{\alpha_j}(P^+)}$). In the Coulomb case, if the composite particles are neutral ($Z^\text{eff}_j = 0$, $k + 1 \leq j \leq m$), then asymptotically the composite particles do not influence the simple particles at all.

6.9 Time-Dependent N-Body Hamiltonians

When studying N-body Hamiltonians it is convenient to introduce a certain class of Hamiltonians whose potential is a sum of an N-body part and a time-dependent part. More precisely, let us assume that the Hilbert space is

$$L^2(X) \otimes \mathcal{H}_1,$$

where $\mathcal{H}_1$ describes some additional degrees of freedom. Let us introduce a class of Hamiltonians of the form

$$\hat{H}(t) = H \otimes 1_{\mathcal{H}_1} + W(t, x),$$

where $\mathbb{R}^+ \times X \ni (t, x) \mapsto W(t, x) \in B(\mathcal{H}_1)$ satisfies

$$\int_0^\infty \sup_{x \in X} \| \nabla_x W(t, x) \|_{\mathcal{H}(\mathcal{H}_1)} \, dt < \infty. \quad (6.9.1)$$

We will denote by $\hat{U}(t, s)$ the dynamics generated by $\hat{H}(t)$. We define the following types of Heisenberg derivatives:

$$\hat{D} A(t) := \frac{d}{dt} A(t) + [\hat{H}(t), iA(t)],$$

$$D A(t) := \frac{d}{dt} A(t) + [H, iA(t)],$$

$$D_0 A(t) := \frac{d}{dt} A(t) + \frac{1}{2} \frac{d}{dx^2} iA(t). \quad (6.9.2)$$

Let us introduce the following asymptotic observables associated with the time-dependent Hamiltonian $\hat{H}(t)$.

Proposition 6.9.1

Suppose that $H$ is an N-body Hamiltonian satisfying (6.1.1) and (6.6.1). The following limits exist and define operators with dense domains:

$$\hat{H}^+ := C_{\infty} - \lim_{t \to \infty} \hat{U}(0, t) H \hat{U}(t, 0),$$

$$\hat{P}^+ := s - C_{\infty} - \lim_{t \to \infty} \hat{U}(0, t) \frac{1}{t} \hat{U}(t, 0). \quad (6.9.3)$$

Moreover,
\[ \{ \hat{H}^+, \hat{P}^+ \} = 0. \]

**Proof.** Let \( \chi \in C_0^\infty(\mathbb{R}) \). Using Lemma C.1.2, we get
\[
\| \hat{D}\chi(H) \| = \| [W(t, x), i\chi(H)] \|
\leq C \| [W(t, x), (H + i)^{-1}] \| \leq C \| \nabla_x W(t, x) \|
\]
which is integrable. This shows the existence of
\[
\lim_{t \to \infty} \hat{U}(0, t)\chi(H)\hat{U}(t, 0). 
\]
Therefore \( \hat{H}^+ \) exists.

Next let us assume, in addition, that \( \chi(0) = 1 \). Using
\[
\| \hat{D}\chi(T^{-1}H) \| \leq CT^{-1} \| \nabla_x W(t, x) \|, \tag{6.9.4}
\]
we obtain
\[
\| \lim_{t \to \infty} \hat{U}(0, t)\chi(T^{-1}H)\hat{U}(t, 0) - \chi(T^{-1}H) \|
\leq CT^{-1} \int_0^\infty \| \nabla_x W(t, \cdot) \|_\infty dt. \tag{6.9.5}
\]
But (6.9.5) goes to zero as \( T \to \infty \). Hence
\[
\text{s-\lim}_{T \to \infty} \left( \lim_{t \to \infty} \hat{U}(0, t)\chi(T^{-1}H)\hat{U}(t, 0) \right) = \mathbb{1},
\]
and so \( \hat{H}^+ \) is densely defined.

The proof of the existence of the limit defining \( \hat{P}^+ \) is completely analogous to the one given in Sect. 6.6. Due to the presence of \( W(t, x) \), additional terms arise in the Heisenberg derivative of the various propagation observables. It follows from hypothesis (6.9.1) that these terms are integrable in norm. \(\square\)

Essentially all the results valid for time-independent Hamiltonians described in this chapter generalize to the case of time-dependent Hamiltonians introduced at the beginning of this section. For further reference, we will state a generalization of Proposition 6.6.8 to time-dependent perturbations.

**Lemma 6.9.2**
Let \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \text{supp}\chi \cap T = \emptyset \). Then there exists \( \epsilon > 0 \) such that
\[
\int_1^\infty \left\| \mathbb{1}_{[0, \epsilon]} \left( \frac{|x|}{t} \right) \chi(H) \mathbb{1}(H)\hat{U}(t, 0)\phi \right\|^2 dt \leq C \| \phi \|^2. \tag{6.9.6}
\]

**Proof.** The proof is very similar to the one of Proposition 6.6.8. Using the hypothesis (6.9.1) on \( W(t, x) \), it is easy to see that all the additional terms in the Heisenberg derivative coming from \( W(t, x) \) are integrable in norm. \( \square \)
It will be convenient to extend the definition 6.7.2 to the case of time-dependent Hamiltonians.

**Definition 6.9.3**

Let $H_i$ be many-body Hamiltonians on $L^2(X)$ and let $W_i(t)$ satisfy the condition 6.9.1. Define the following operators on $L^2(X) \otimes H_i$:

$$\tilde{H}_i(t) := H_i + W_i(t, x).$$

Let $\tilde{U}_i(t, s)$ be the unitary dynamics generated by $\tilde{H}_i(t)$. Let $\tilde{P}_i^+$ and $\tilde{H}_i^+$ be the corresponding asymptotic velocities and the asymptotic Hamiltonians. Let $\Theta$ be a Borel subset of $X$.

We say that $\tilde{U}_i(t, 0)$ is asymptotic to $\tilde{U}_2(t, 0)$ on $\Theta$ if the following limits exist:

$$\lim_{t \to \infty} \tilde{U}_2(0, t)\tilde{U}_i(0, t) I_\Theta(\tilde{P}_i^+), \quad (6.9.7)$$

$$\lim_{t \to \infty} \tilde{U}_1(0, t)\tilde{U}_2(0, t) I_\Theta(\tilde{P}_2^+). \quad (6.9.8)$$

We have the following generalization of Proposition 6.7.3.

**Proposition 6.9.4**

Denote (6.9.7) by $\tilde{I}_2^{t+}$. Then (6.9.8) equals $\tilde{I}_2^{t+}$. It is a partial isometry satisfying

$$\tilde{I}_2^{t+} \tilde{I}_2^{t+} = I_\Theta(\tilde{P}_2^+), \quad \tilde{I}_2^{t+} \tilde{I}_2^{t+} = I_\Theta(\tilde{P}_2^+),$$

$$\tilde{I}_2^{t+} \tilde{P}_1^+ = \tilde{P}_2^+ \tilde{I}_2^{t+}.$$

If moreover $H_1 = H_2$, then

$$\tilde{I}_2^{t+} \tilde{H}_1^+ = \tilde{H}_2^+ \tilde{I}_2^{t+}.$$

It is often useful to replace the full dynamics $e^{-iHt}$ by the dynamics generated by an effective time-dependent Hamiltonian. This trick due to Sigal-Soffer [SS2] is described in the following proposition.

**Proposition 6.9.5**

Assume (6.1.1) and

$$v^b(x^b) = v^b_0(x^b) + v^b_1(x^b), \quad b \in B,$$

$$\int_0^\infty \left\| (1 - \Delta^b)^{-1/2} v^b_0(x^b) 1_{[1, \infty]}(\frac{|v^b_0|}{R}) (1 - \Delta^b)^{-1} \right\| dR < \infty, \quad b \in B, \quad (6.9.9)$$

$$\int_0^\infty \left\| \nabla v^b_0(x^b) 1_{[1, \infty]}(\frac{|v^b_0|}{R}) \right\|_\infty dR < \infty, \quad b \in B.$$

Suppose that $a \in A$, $\Theta \subset Y_a$ is compact, $\tilde{J} \in C^0(\infty, X)$, $\tilde{J} = 1$ on $\Theta$, supp $\tilde{J} \subset Y_a$ and $y$ is a fixed element of $Y_a$. We set
\[
\tilde{I}_a(t, x) := \tilde{J} \left( \frac{x}{t} \right) (I_{a,1}(x) - I_{a,1}(ty)) + I_{a,1}(ty).
\]

Define
\[
\tilde{H}_a(t) := H_a + \tilde{I}_a(t, x).
\]

Let \( \tilde{U}_a(t, s) \) be the dynamics generated by \( \tilde{H}_a(t) \). Then there exist
\[
\tilde{H}^+_a := C_\infty - \lim_{t \to \infty} \tilde{U}_a(0, t) H_a \tilde{U}_a(t, 0),
\]
\[
\tilde{H}^{a+} := C_\infty - \lim_{t \to \infty} \tilde{U}_a(0, t) H^a \tilde{U}_a(t, 0),
\]
\[
\tilde{P}^{a+} := s - C_\infty - \lim_{t \to \infty} \tilde{U}_a(0, t) \tilde{P} \tilde{U}_a(t, 0).
\]

Moreover,
\[
\tilde{H}^+_a = \frac{1}{2} (\tilde{P}^{a+})^2 + \tilde{H}^{a+},
\] (6.9.10)
\[
(\tilde{P}^{a+})_a = C_\infty - \lim_{t \to \infty} \tilde{U}_a(0, t) D_a \tilde{U}_a(t, 0).
\] (6.9.11)

Furthermore, \( e^{-iH} \) is asymptotic to \( \tilde{U}_a(t, 0) \) on \( \Theta \).

**Proof.** We may identify \( \tilde{H}_a(t) \) with \( \tilde{H}(t) \) considered at the beginning of this section in two different ways.

First we identify
\[
X^a, \ L^2(X^a), \ H^a, \ \frac{1}{2} D_a^2 + \tilde{I}_a(t, x), \ \tilde{H}_a(t) \quad \text{with} \quad X, \ \mathcal{H}_1, \ H, \ W(t, x), \ \tilde{H}(t).
\]

The fact that \( W(t, x) \) satisfies (6.9.1) follows from the arguments in the proof of Proposition 4.7.5. By Proposition 6.9.1, we obtain the existence of \( (\tilde{P}^{a+})_a \), \( \tilde{H}^{a+} \), which are identified with \( \tilde{P}^{a+}, \tilde{H}^{a+} \).

Next we identify
\[
X_a, \ L^2(X^a), \ \frac{1}{2} D_a^2, \ H^a + \tilde{I}_a(t, x), \ \tilde{H}_a(t) \quad \text{with} \quad X, \ \mathcal{H}_1, \ H, \ W(t, x), \ \tilde{H}(t).
\]

Note that this time \( \tilde{H}(t) \) belongs to the class considered in Sect. 3.2 (with internal degrees of freedom). Using the results of Sect. 3.2, we obtain the existence of \( (\tilde{P}^{a+})_a \) and the identity (6.9.11). Now (6.9.10) is easy and left to the reader.

Let us now prove the existence of the relative wave operator
\[
s = \lim_{t \to \infty} e^{iH} \tilde{U}_a(t, 0) \mathbb{1}_\Theta(\tilde{P}^{a+}).
\] (6.9.12)

Let \( \chi \in C^\infty_0(\mathbb{R}) \), \( J \in C^\infty_0(X) \cap \mathcal{F} \) such that \( \text{supp} J \subset \Theta \). Set
\[
M(t) := J \left( \frac{x}{t} \right) + \langle D - \frac{x}{t}, \nabla J \left( \frac{x}{t} \right) \rangle,
\]
\[
\Phi(t) := \chi(H) M(t) \chi(H_a).
\]

Using Lemmas 6.2.4 and 6.6.4 applied to \( \tilde{U}_a(t, 0) \), we have
\[ \chi^2(\hat{H}_a^+)J(\hat{P}_a^+) = \lim_{t \to \infty} \tilde{U}_a(0,t)\Phi(t)\tilde{U}_a(t,0). \]

Hence

\[ s- \lim_{t \to \infty} e^{itH} \tilde{U}_a(t,0)\chi^2(\hat{H}_a^+)J(\hat{P}_a^+) = s- \lim_{t \to \infty} e^{itH}\Phi(t)\tilde{U}_a(t,0). \]  

(6.9.13)

Now,

\[ \frac{d}{dt}\Phi(t) + iH\Phi(t) - i\Phi(t)\hat{H}_a(t) = \chi(H)\nabla_x V(x)\nabla J \left( \frac{\xi}{t} \right) \chi(H_a) \]
\[ + \chi(H)M(t)[\chi(H_a), i\tilde{L}_a(t,x)] \]
\[ + \chi(H)M(t)I_{as}(x)\chi(H_a) \]
\[ + t^{-1}\chi(H)(D - \frac{\xi}{t}, \nabla^2 J \left( \frac{\xi}{t} \right) (D - \frac{\xi}{t}))\chi(H). \]  

(6.9.14)

We used here the fact that

\[ I_{a,1}(x) = \tilde{L}_a(t,x), \quad \frac{\xi}{t} \in \text{supp} J. \]

The first three terms on the right of (6.9.14) are integrable in norm. The last term is integrable along the evolution. Therefore the limit (6.9.13) and, consequently, the limit (6.9.12) exist.

The proof of the existence of the limit

\[ s- \lim_{t \to \infty} \tilde{U}_a(0,t)e^{-itH}\mathbb{1}_{\Theta}(P^+) \]  

(6.9.15)

is analogous. \( \square \)

### 6.10 Joint Spectrum of \( P^+ \) and \( H \)

The existence and completeness of wave operators gives a very satisfactory description of the asymptotic behavior of \( e^{-itH} \). Unfortunately, it is known that the asymptotic completeness fails for \( \mu < 1/2 \) and is proven only for \( \mu > \sqrt{3} - 1 \). Nevertheless, even with \( \mu \geq 0 \), \( N \)-body Hamiltonians are quite well behaved from the point of view of scattering theory. We saw this in Sects. 6.2, 6.3, 6.4, and especially in Sect. 6.6, where we showed the existence of the asymptotic velocity \( P^+ \). In this section we continue the study of \( N \)-body systems with \( \mu \geq 0 \) from the point of view of spectral properties of \( P^+ \).

If asymptotic separation (or completeness) holds, then we can fully describe the joint spectrum of \((P^+, H)\) in terms of the collision subspaces and thresholds. Namely, if we consider the asymptotic momentum \( \xi = \xi_a \in Z_a \), then the only possible open channels are those related to thresholds and bound states of \( H_a \) and hence the energy takes only the values

\[ \tau + \frac{i}{2}\xi_a^2, \quad \tau \in \sigma_{pp}(H^a) \cup T^a. \]
Our first result will say that the same description is also true under the assumption \( \mu \geq 0 \).

Then we will give results related to the notion of asymptotic separation. Recall from Sect. 6.8 that we introduce there the relative wave operators \( \Xi_a^+ \), which were unitary operators from \( \text{Ran}Q_{a\text{-sep}}^+ \) to \( \text{Ran}Q_a^+ \). We will describe some large subspaces of \( L^2(X) \) that are contained in \( \text{Ran}Q_{a\text{-sep}}^+ \) and \( \text{Ran}Q_a^+ \). Moreover, we will see that asymptotic separation is true on a large subspace of the Hilbert space \( L^2(X) \). This subspace can be described explicitly in terms of the joint spectral measure of \( H \) and \( P^+ \). (We will see in Sect. 6.15 that this subspace is included in the range of modified wave operators.)

**Theorem 6.10.1**

Assume (6.1.1) and

\[
\psi^b(x^b) = \psi_s^b(x^b) + \psi_i^b(x^b), \quad b \in \mathcal{B},
\]

\[
\int_0^\infty \left\| (1 - \Delta^b)^{-1/2} \psi_i^b(x^b) \mathbb{1}_{[1, \infty]} \left( \frac{\mathbb{1}_a}{R} \right) (1 - \Delta^b)^{-1} \right\| dR < \infty, \quad b \in \mathcal{B}, \quad (6.10.1)
\]

\[
\int_0^\infty \left\| \nabla \psi_i^b(x^b) \mathbb{1}_{[1, \infty]} \left( \frac{\mathbb{1}_a}{R} \right) \right\|_{\infty} dR < \infty, \quad b \in \mathcal{B}.
\]

Then the following is true:

(i)

\[
\sigma(P^+, H) = \bigcup_{a \in \mathcal{A}} \left\{ \left( \xi_a, \tau + \frac{1}{2} \xi_a^2 \right) \mid \xi_a \in X_a, \ \tau \in \sigma_{pp}(H^a) \right\}. \quad (6.10.2)
\]

(ii) Let \( \Pi_{\text{reg}}^p(H^a) \) denote the projection onto \( \text{Ran} \mathbb{1}_{\mathcal{P}^p(H^a) \cap \mathcal{D}(x^a)} \). Then

\[
\Pi_{\mathcal{Z}_a}(p_a^+) \otimes \Pi_{\mathcal{R}^+}^p(H^a) \leq \Pi_{\mathcal{Z}_a}(p_a^+) \otimes \Pi_{\text{reg}}^p(H^a) \leq Q_{a, \text{sep}}^+.
\]

(iii) Let \( \Sigma_a, \text{reg} := \left\{ (\xi_a, \tau + \frac{1}{2} \xi_a^2) \mid \xi_a \in X_a, \ \tau \in \sigma_{pp}(H^a) \setminus \mathcal{T}^a \right\} \). Then

\[
\Pi_{\Sigma_a, \text{reg}}(P^+, H) \leq Q_a^+.
\]

**Remark.** To some extent, the part (i) of this theorem is the quantum analog of Theorem 5.6.2. In the classical case, however, we could only prove that the joint image of \( H \) and \( P^+ \) contained a certain set related to the so-called regular \( a \)-trajectories (see Corollary 5.6.4), which corresponds to the \( \subset \) inclusion in (6.10.2). This was due to the instability of bounded trajectories for classical systems. In the quantum case, most bound states are strongly localized as Theorem 6.5.1 shows, which is the reason for the stronger result.

The proof of the above theorem is divided into a series of lemmas.

**Lemma 6.10.2**
\[ \mathbb{1}_{Z_{[a]}(p_{a}^+)} \otimes \mathbb{1}_{\mathbb{P}^{\text{pp}}(H^a)} \leq \mathbb{1}_{Z_{[a]}(p_{a}^+)} \otimes \mathbb{1}_{\mathbb{P}^{\text{reg}}(H^a)} \leq Q_{a-\text{sep}}^+. \]

Hence Theorem 6.10.1 (ii) is true.

**Proof.** The first inequality follows by the exponential decay of non-threshold eigenfunctions (see Theorem 6.5.1). Let us show the second inequality.

Let \( \phi \in \text{Ran} \mathbb{1}_{\tau}(H^a) \cap \mathcal{D}(\langle x^a \rangle) \). Let \( P_\phi \) denote the projection onto \( \phi \). By density, it is enough to show the existence of

\[
\lim_{t \to \infty} e^{i \frac{t}{2} H} e^{-i \frac{t}{2} H_{a-\text{sep}}} g(p_{a}^+) \chi^2(\langle H_{a-\text{sep}} \rangle) P_\phi
\]

for any \( g \in C_0^\infty(X) \) such that \( \text{supp } g \subset Z_{[a]} \) and \( \chi \in C_0^\infty(\mathbb{R}) \).

We may assume that there exists \( J \in C_0^\infty(X) \cap \mathcal{F} \) such that \( J|_{X_{\text{a}}} = g \). Additionally, we may suppose that

\[
(x_a, ax^a) \in \text{supp} J \Rightarrow (x_a, sx^a) \in Y_{[a]}, \quad 0 \leq s \leq 1.
\]

Clearly,

\[
g(p_{a}^+) P_\phi = J(P_{a-\text{sep}}^+) P_\phi.
\]

Set

\[
M(t) := J \left( \frac{x}{t} \right) + \langle D - \frac{x}{t}, \nabla J \left( \frac{x}{t} \right) \rangle,
\]

\[
\Phi(t) := \chi(H) M(t) P_\phi \chi(\langle H_{a-\text{sep}} \rangle).
\]

By Lemmas 6.2.4 and 6.6.4, (6.10.3) equals

\[
\lim_{t \to \infty} e^{i t H} \Phi(t) e^{-i t H_{a-\text{sep}}}.
\]

We have

\[
\frac{d}{dt} \Phi(t) + i H \Phi(t) - i \Phi(t) H_{a-\text{sep}} = \chi(H) \nabla_x V(x) \nabla J \left( \frac{x}{t} \right) P_\phi \chi(\langle H_{a-\text{sep}} \rangle)
\]

\[
+ \chi(H) M(t) (I_{[a]}(x) - I_{[a]}(x_a)) P_\phi \chi(\langle H_{a-\text{sep}} \rangle)
\]

\[
+ t^{-1} \chi(H) \langle D - \frac{x}{t}, \nabla^2 J \left( \frac{x}{t} \right) \left( D - \frac{x}{t} \right) \rangle P_\phi \chi(\langle H_{a-\text{sep}} \rangle)
\]

\[
= I_1(t) + I_2(t) + I_3(t).
\]

\( I_1(t) \) is integrable in norm. \( I_3(t) \) is integrable along the evolution. \( I_2(t) \) we can write as

\[
I_2(t) = \chi(H) M(t) (I_{[a],s}(x) - I_{[a],s}(x_a)) \chi(\langle H_{a-\text{sep}} \rangle) P_\phi
\]

\[
+ \chi(H) M(t) \int_0^t \langle \nabla I_{[a],s}(x_a, sx^a), x^a \rangle P_\phi \chi(\langle H_{a-\text{sep}} \rangle) ds,
\]

which is integrable in norm, using \( \|sx^a P_\phi\| < \infty \) and

\[
\int_1^\infty \| \chi(H) M(t) \nabla I_{[a],s}(x_a, sx^a) \| dt < C,
\]

which follows from (6.10.4). Therefore the limit (6.10.3) exists. \( \square \)
Lemma 6.10.3
We have
\[ \sigma(P^+) = X, \]
\[ \frac{1}{2}(P^+)^2 \mathbb{1}_{Z_{\min}}(P^+) = H \mathbb{1}_{Z_{\min}}(P^+). \]

Proof. One way to prove (6.10.7) is to follow the proof of Proposition 4.5.2. Using an effective time-dependent potential, it is possible to give a different proof.

Let \( \Theta \subset Z_{\min} \) be compact. Let \( \mathcal{J} \in C_0^\infty(X) \) such that \( \text{supp} \mathcal{J} \subset Z_{\min} \) and \( \mathcal{J} = 1 \) on \( \Theta \) and \( y_0 \in \Theta \). We introduce \( \tilde{\mathcal{I}}_{\min}(t, x), \tilde{\mathcal{H}}_{\min}(t), \tilde{\mathcal{U}}_{\min}(t, s), \tilde{\mathcal{P}}_{\min}^+, \tilde{\mathcal{H}}_{\min}^+ \) as in Proposition 6.9.5. Note that
\[ \tilde{\mathcal{H}}(t) = \frac{1}{2} D^2 + \tilde{\mathcal{I}}_{\min}(t, x), \]
hence \( \tilde{\mathcal{H}}(t) \) belongs to the class of Hamiltonians considered in Chap. 3. In Chap. 3 we showed that such Hamiltonians satisfy
\[ \tilde{\mathcal{P}}_{\min}^+ = C_{\infty} \lim_{t \to \infty} \tilde{\mathcal{U}}_{\min}(0, t) D \tilde{\mathcal{U}}_{\min}(t, 0), \]
\[ \sigma(\tilde{\mathcal{P}}_{\min}^+) = X, \]
\[ \tilde{\mathcal{H}}_{\min}^+ = \frac{1}{2}(\tilde{\mathcal{P}}_{\min}^+)^2. \]
Moreover, \( e^{-it\tilde{\mathcal{H}}} \) is asymptotic to \( \tilde{\mathcal{U}}_{\min}(t, 0) \) on \( \Theta \). Hence
\[ \sigma\left( P^+_{\min} \right) = \Theta, \]
\[ H \mathbb{1}_{\Theta}(P^+) = \frac{1}{2}(P^+)^2 \mathbb{1}_{\Theta}(P^+). \]
Taking a sequence of compact subsets \( \Theta_n \supset Z_{\min} \) we obtain (6.10.7) and (6.10.8).

Lemma 6.10.4
\[ \sigma(P^+, H) \supset \bigcup_{a \in A} \left\{ \left( x_a, \tau + \frac{1}{2} x_a^2 \right) \mid x_a \in X_a, \tau \in \sigma_{PP}(H^a) \right\}. \]

Proof. By (6.10.8) applied to \( h_a \), we obtain
\[ h_a \mathbb{1}_{Z_a}(p_a^+) = \frac{1}{2}(p_a^+)^2 \mathbb{1}_{Z_a}(p_a^+). \]
Hence
\[ H_{a \cdot \text{sep}} \mathbb{1}_{Z_a}(p_a^+) \otimes \mathbb{1}_{\{\tau\}}(H^a) = (\tau + \frac{1}{2}(p_a^+)^2) \mathbb{1}_{Z_a}(p_a^+) \otimes \mathbb{1}_{\{\tau\}}(H^a). \]
By Lemma 6.10.2,
\[ 1_{\sigma(P(H^a)) \cap T^a} (H^a) \otimes \mathbb{1}_{\mathbb{Z}_a} (p_a^+) \leq Q_{a\text{-sep}}^+ . \]

Therefore,
\[
\sigma \left( P_{a\text{-sep}}^{+} |_{\text{Ran} Q_{a\text{-sep}}^+} , H_{a\text{-sep}} |_{\text{Ran} Q_{a\text{-sep}}^+} \right) \supset \left\{ (x_a, \tau + \frac{1}{2} x_a^2) \mid x_a \in Z_a, \tau \in \sigma^{PP}(H^a) \setminus T^a \right\}.
\]

But the operator \( \Xi_{Q_a}^+ \) is unitary from \( \text{Ran} Q_{a\text{-sep}}^+ \) to \( \text{Ran} Q_{a}^+ \). Moreover,
\[
\Xi_{Q_a}^+ H_{a\text{-sep}} = H \Xi_{Q_a}^+ , \quad \Xi_{Q_a}^+ P_{a\text{-sep}}^+ = P^+ \Xi_{Q_a}^+ .
\]

Hence, for any \( a \in A \),
\[
\sigma \left( P^+ |_{\text{Ran} Q_{a}^+} , H |_{\text{Ran} Q_{a}^+} \right) \supset \left\{ (x_a, \tau + \frac{1}{2} x_a^2) \mid x_a \in Z_a, \tau \in \sigma^{PP}(H^a) \setminus T^a \right\}.
\]

Since \( \sigma(P^+, H) \) is closed, this implies
\[
\sigma(P^+, H) \supset \bigcup_{a \in A} \left\{ (x_a, \tau + \frac{1}{2} x_a^2) \mid x_a \in Z_a, \tau \in \sigma^{PP}(H^a) \setminus T^a \right\} = \mathbb{1}_{a \in A} \left\{ (x_a, \tau + \frac{1}{2} x_a^2) \mid x_a \in X_a, \tau \in \sigma^{PP}(H^a) \right\}.
\]

This completes the proof of the lemma.\( \square \)

**Lemma 6.10.5**

Let \( J \in C_0^\infty(X) \), \( \text{supp} J \subset Y_a \), \( \chi \in C_0^\infty(\mathbb{R}) \). Then the following is true:

(i) We have
\[
\text{s-}\lim \limits_{t \to \infty} e^{itH} J(\frac{x}{t}) \chi(H^a) e^{-itH} = J(P^+) \chi(H - \frac{1}{2}(P_a^+)^2).
\]

(ii) Let \( \phi \in D(\langle x^a \rangle) \cap \text{Ran} \mathbb{1}^{PP}(H^a) \) and let \( P_\phi \) be the orthogonal projection onto \( \phi \). Then there exists
\[
\text{s-}\lim \limits_{t \to \infty} e^{itH} J(\frac{x}{t}) P_\phi e^{-itH}.
\]

(iii) Assume additionally, that \( \text{supp} \chi \cap T^a = \emptyset \). Then there exists \( \epsilon > 0 \) such that if \( \text{supp} J \subset \{ x \mid |x^a| < \epsilon \} \), then
\[
\text{s-}\lim \limits_{t \to \infty} J(\frac{x}{t}) \mathbb{1}^{c}(H^a) \chi(H^a) e^{-itH} = 0.
\]

**Proof.** Let \( J_1, J \in C_0^\infty(X) \) such that \( \text{supp} J_1, \text{supp} J \subset Y_a \), \( \Theta \subset Y_a \) such that \( \text{supp} J \subset \Theta, J_1 = 1 \) on \( \Theta \), and \( J_1 J = J_1 \). Using \( J \), define an effective Hamiltonian
\(\hat{H}_a(t)\), the corresponding asymptotic velocity \(\hat{P}_a^+\), etc. as in Proposition 6.9.5.

Let
\[
\Gamma_{a,\theta}^+ := \lim_{t \to \infty} e^{\theta H} \hat{U}_a(t, 0) \mathbb{1}_{\theta}(\hat{P}_a^+).
\]

(i) follows from the following computations:
\[
\begin{align*}
&\lim_{t \to \infty} e^{\theta H} J(\frac{x}{t}) \chi(H^a) e^{-\theta H} \\
&= s- \lim_{t \to \infty} e^{\theta H} J(\frac{x}{t}) \chi(H^a) J_1(\frac{x}{t}) e^{-\theta H} \\
&= s- \lim_{t \to \infty} e^{\theta H} \hat{U}_a(t, 0) J(\hat{P}_a^+) \\
&\times s- \lim_{t \to \infty} \hat{U}_a(0, t) \chi(H^a) \hat{U}_a(t, 0) s- \lim_{t \to \infty} \hat{U}_a(0, t) e^{-\theta H} J_1(P^+) \\
&= \Gamma_{a,\theta}^+ J(\hat{P}_a^+) \chi(\hat{H}_a^+ - \frac{1}{2}(\hat{P}_a^+)^2) \Gamma_{a,\theta}^+ J_1(P^+) \\
&= J(P^+) \chi(H - \frac{1}{2}(P_a^+)^2) J_1(P^+).
\end{align*}
\]

To prove (ii), we first note that, by an obvious modification of Lemma 6.6.7 (i), \(\phi \in \mathcal{D}(\langle x^a \rangle)\) implies 
\[
[J_1(\frac{x}{t}), P_\phi] \in O(t^{-1}).
\]

Therefore
\[
\begin{align*}
s- \lim_{t \to \infty} e^{\theta H} J(\frac{x}{t}) P_\phi e^{-\theta H} &= s- \lim_{t \to \infty} e^{\theta H} J(\frac{x}{t}) P_\phi J_1(\frac{x}{t}) e^{-\theta H} \\
&= \Gamma_{a,\theta}^+ J(\hat{P}_a^+) s- \lim_{t \to \infty} \hat{U}_a(0, t) P_\phi \hat{U}_a(t, 0) \Gamma_{a,\theta}^+ J_1(P^+).
\end{align*}
\]

But
\[
s- \lim_{t \to \infty} \hat{U}_a(0, t) P_\phi \hat{U}_a(t, 0)
\]
exists because
\[
\frac{d}{dt} \hat{U}_a(0, t) P_\phi \hat{U}_a(t, 0) = \hat{U}_a(0, t) [I_a(t, x), P_\phi] \hat{U}_a(t, 0) \in O(\nabla I_a(t, x))
\]
is integrable. This ends the proof of (ii).

Now let us prove (iii). Let \(j \in C_0^\infty(\mathbb{R})\) such that \(\text{supp} j \subset [-\infty, \infty]\). Set
\[
\Phi(t) := \mathbb{1}_c(H^a) \chi(H^a) j \left(\frac{|x^a|}{t}\right) \chi(H^a) \mathbb{1}_c(H^a).
\]

We will show that
\[
\lim_{t \to \infty} e^{\theta H} J(\frac{x}{t}) \Phi(t) J(\frac{x}{t}) e^{-\theta H} = 0. \tag{6.10.10}
\]
Clearly, (6.10.10) equals
\[
\Gamma_{a,0} J(P^+_a) \left( - \lim_{t \to \infty} \dot{U}_a(0,t) \Phi(t) U_a(t,0) \right) \Gamma_{a,0}^* J(P^+). \tag{6.10.11}
\]

Applying Lemma 6.9.2 to the Hamiltonian \( \dot{H}_a(t) \), we see that the expression in brackets in (6.10.11) is zero (see an analogous argument in the proof of Proposition 6.6.9). This ends the proof of \((iii)\). \(\square\)

Now we can show the \( \subset \) inclusion in (6.10.2).

**Lemma 6.10.6**

\[
\sigma(P^+, H) \subset \bigcup_{a \in A} \left\{ (x_a, \tau + \frac{1}{2} x_a^2) \mid x_a \in X_a, \ \tau \in \sigma_{pp}(H^a) \right\}. \tag{6.10.12}
\]

**Hence** Theorem 6.10.1 (i) is true.

**Proof.** Let \( y_a \in Z_a \) and \( \tau \not\in \sigma_{pp}(H^a) \cup \mathcal{T}^a \). We will show that

\[
(y_a, \tau + \frac{1}{2} y_a^2) \not\in \sigma(P^+, H). \tag{6.10.13}
\]

Let \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \text{supp}(\chi) \cap (\sigma_{pp}(H^a) \cup \mathcal{T}^a) = \emptyset \) and \( \chi(\tau) \neq 0 \). Let \( \epsilon > 0 \) satisfy the requirements of Lemma 6.10.5 \((iii)\) and let \( J \in C_0^\infty(X) \) such that \( \text{supp}J \subset Y_a \cap \{ \tau \mid a^2 < \mathcal{E} \} \) with \( J(y_a) \neq 0 \). Then, by Lemma 6.10.5 \((i)\),

\[
J^2(P^+) \chi^2 \left( H - \frac{1}{2}(P_a^+)^2 \right) = s - \lim_{t \to \infty} e^{itH} J(\frac{x}{t}) \chi(H^a) J(\frac{x}{t}) e^{-itH}. \tag{6.10.14}
\]

But \( \chi(H^a) = 1^c(H^a) \chi(H^a) \), and hence, by Lemma 6.10.5 \((iii)\), if \( \epsilon > 0 \) is small enough, then (6.10.14) is zero. Therefore (6.10.13) is true.

Hence

\[
\sigma(P^+, H) \cap Z_a \times \mathbb{R} \subset \left\{ (x_a, \tau + \frac{1}{2} x_a^2) \mid x_a \in X_a, \ \tau \in \sigma_{pp}(H^a) \cup \mathcal{T}^a \right\}
\]

But \( \bigcup_{a \in A} Z_a = X_a \), and therefore

\[
\sigma(P^+, H) \subset \bigcup_{a \in A} \left\{ (x_a, \tau + \frac{1}{2} x_a^2) \mid x_a \in X_a, \ \tau \in \sigma_{pp}(H^a) \cup \mathcal{T}^a \right\} \]

\[
= \bigcup_{a \in A} \left\{ (x_a, \tau + \frac{1}{2} x_a^2) \mid x_a \in X_a, \ \tau \in \sigma_{pp}(H^a) \right\}.
\]

\(\square\)

**Lemma 6.10.7**

\[
\mathbb{I}_{X_a \cup \mathcal{T}^a}(P^+, H) \leq Q_a^+.
\]

**Proof.** Let \( y_a \in Z_a, \ \tau \in \sigma_{pp}(H^a) \setminus \mathcal{T}^a \), that is,
\[(y_a, \tau + \frac{1}{2}y_a^2) \in \Sigma_{\text{reg}}.\]

We will show that if \(J \in C_0^\infty(X), \chi, \tilde{\chi} \in C_0^\infty(\mathbb{R}), J(y_a) \neq 0, \chi(\tau + \frac{1}{2}y_a^2) \neq 0, \tilde{\chi}(\tau) = 1\) and the supports of \(J, \chi\) are sufficiently small, then

\[s- \lim_{t \to \infty} e^{itH_{a, \text{sep}}} e^{-itH} J^2(P^+) \tilde{\chi}(H - \frac{1}{2}(P_a^+)^2)\]  

(6.10.15)

exists.

We may assume that \(J \in \mathcal{F}, \text{supp}J \subset Y_a\) and \((x_a, sx^a) \in \text{supp}J\) implies \((x_a, sx^a) \in Y_t\) for \(0 \leq s \leq 1\). We may also assume that \(\text{supp} \tilde{\chi} \cap \sigma^{\text{pd}}(H^a) = \{\tau\}\).

We define

\[M(t) := J^2(\frac{p}{\mathbb{F}}) + \langle \nabla J^2(\frac{p}{\mathbb{F}}), D - \frac{p}{\mathbb{F}} \rangle.\]

Using Lemma 6.10.5 (i) and (iii), we see that

\[J^2(P^+) \tilde{\chi}(H - \frac{1}{2}(P_a^+)^2) = s- \lim_{t \to \infty} e^{itH} \chi(H) J(\frac{p}{\mathbb{F}}) \tilde{\chi}(H^a) J(\frac{p}{\mathbb{F}}) \chi(H) e^{-itH}\]

\[= s- \lim_{t \to \infty} e^{itH} \chi(H_{a, \text{sep}}) J(\frac{p}{\mathbb{F}}) \mathbb{1}_{\{\tau\}}(H^a) J(\frac{p}{\mathbb{F}}) \chi(H) e^{-itH}\]

\[= s- \lim_{t \to \infty} e^{itH} \chi(H_{a, \text{sep}}) \mathbb{1}_{\{\tau\}}(H^a) M(t) \chi(H) e^{-itH}.\]

Therefore, (6.10.15) equals

\[s- \lim_{t \to \infty} e^{itH_{a, \text{sep}}} \chi^2(H_{a, \text{sep}}) \mathbb{1}_{\{\tau\}}(H^a) M(t) \chi(H) e^{-itH}.\]  

(6.10.16)

Existence of (6.10.16) follows then by the same arguments as the existence of (6.10.3) in the proof of Lemma 6.10.2.

\[\square\]

### 6.11 Asymptotic Clustering and Asymptotic Absolute Continuity

In the previous section we obtained a complete description of the joint spectrum of the energy and the asymptotic velocity for very general long-range interactions. However, this description does not say anything about the nature of the spectral measure of these observables. In this section we will prove the property of the spectral measure of \(P^+\) called asymptotic absolute continuity, which was introduced in [De6, De8]. To establish asymptotic absolute continuity, we will make use of another property of \(N\)–particle systems, asymptotic clustering, introduced by Sigal-Soffer [SS2]. This property holds when the potentials decay as \(\langle x \rangle^{-\mu}\) with \(\mu > 1/2\) ([DeGe1]) and is related (and in the 2–body case identical) to the existence and completeness of Dollard wave operators.

Let us first describe asymptotic clustering in the framework of time-dependent Hamiltonians. We fix \(a \in \mathcal{A}\) and a function \(t \to \hat{A}_a(t, x) \in L^\infty(X)\) satisfying

\[\int_1^\infty \|\nabla_x \hat{A}_a(t, \cdot)\|_\infty dt < \infty.\]
We also fix potentials \( v^b(x^b) \) for \( b \leq a \) satisfying (6.1.1) and (6.6.1). We set
\[
\tilde{H}_a(t) := H_a + I_a(t, x).
\]
We define \( \tilde{U}_a(t, s) \) to be the evolution generated by \( \tilde{H}_a(t) \) and
\[
\tilde{P}^+_t := s - C_\infty - \lim_{t \to \infty} \tilde{U}_a(0, t), \frac{x}{t} \tilde{U}_a(t, 0)
\]
the corresponding asymptotic velocity. Note that
\[
(\tilde{P}^+_t)_a = C_\infty - \lim_{t \to \infty} \tilde{U}_a(0, t) D_a \tilde{U}_a(t, 0).
\]

We also introduce
\[
\tilde{H}_{a,D}(t) := H_a + I_a(t, t D_a, x^a).
\]
We define \( \tilde{U}_{a,D}(t, s) \) to be the evolution generated by \( \tilde{H}_{a,D}(t) \) and
\[
\tilde{P}^+_t := s - C_\infty - \lim_{t \to \infty} \tilde{U}_{a,D}(0, t), \frac{x}{t} \tilde{U}_{a,D}(t, 0)
\]
the corresponding asymptotic velocity (which is easily seen to exist, although, strictly speaking, \( \tilde{H}_{a,D}(t) \) does not belong to the class of Hamiltonians considered in Proposition 6.9.1). Note that \( \tilde{U}_{a,D}(t, s) \) commutes with \( D_a \). Hence
\[
(\tilde{P}^+_t)_a = D_a.
\]

The following property has been called asymptotic clustering by Sigal and Soffer [SS2]:

**Proposition 6.11.1**

*Assume that
\[
\int_0^\infty \langle t \rangle^{1/2} \| \nabla x \tilde{f}_a(t, \cdot) \|_{\infty} dt < \infty. \tag{6.11.1}
\]*

Then \( \tilde{U}_a(t, 0) \) is asymptotic to \( \tilde{U}_{a,D}(t, 0) \) on \( X \).

*Proof.* The proposition is proven exactly as Theorem 3.6.2. \( \square \)

The following theorem describes the property of the spectral measure of \( P^+ \) called asymptotic absolute continuity:

**Theorem 6.11.2**

*Assume (6.1.1) and
\[
v^b(x^b) = v^b_s(x^b) + v^b_t(x^b), \quad b \in \mathcal{B},
\]
\[
\int_0^\infty \| (1 - \Delta^b)^{-1/2} v^b_s(x^b) \|_{1, \infty} \left( \frac{|x^b|}{R} \right) (1 - \Delta^b)^{-1} \| dR < \infty, \quad b \in \mathcal{B}, \tag{6.11.2}
\]
\[
\int_0^\infty \| \nabla v^b_t(x^b) \|_{1, \infty} \left( \frac{|x^b|}{R} \right) \|_\infty R^{1/2} dR < \infty, \quad b \in \mathcal{B}.
\]*
Let \( a \in A \) and let \( \theta \subset \mathcal{Z}_a \) be a set of measure zero with respect to Lebesgue’s measure on \( X_a \). Then
\[
\mathbb{1}_\theta(P^+) = 0.
\]

**Proof.** We fix \( a \in A \). Let \( \Theta \subset Y_a \) be a compact set and let \( \tilde{I}_a(t,x) \) be the effective time-dependent potential introduced in Proposition 6.9.5. Let \( \tilde{H}_a(t) \), 
\( \tilde{U}_a(t) \), and \( \tilde{P}_a^+ \) be the corresponding effective time-dependent Hamiltonian, the evolution and the asymptotic velocity. Note that \( \tilde{I}_a(t,x) \) satisfies (6.11.1).

Combining Propositions 6.11.1 and 6.9.5, we see that \( e^{-i \tilde{H}_a(t)} \) is asymptotic to \( \tilde{U}_{a,D}(t,0) \) on \( \Theta \).

Now let \( \theta \subset \mathcal{Z}_a \cap \Theta \) be a measurable set. Clearly, \( \mathbb{1}_\theta(P^+) \) is unitarily equivalent to \( \mathbb{1}_\theta(P_{[a],D}^+) \). Moreover,
\[
\mathbb{1}_\theta(\tilde{P}_{[a],D}^+) = \mathbb{1}_\theta(D_a) \mathbb{1}_{X_a} \left( (\tilde{P}_{[a],D}^+)^a \right).
\] (6.11.3)

Now, if \( \theta \) is of Lebesgue’s measure zero, then (6.11.3) and hence \( \mathbb{1}_\theta(P^+) \) are zero. This proves the theorem for \( \theta \subset \mathcal{Z}_a \cap \Theta \).

Now let \( \theta \subset \mathcal{Z}_a \) be any set of Lebesgue’s measure zero. We will find a sequence \( \Theta_n \subset Y_a \) of compact sets such that \( \Theta_n \cap \Theta \nearrow \Theta \). We have \( \mathbb{1}_{\Theta_n \cap \theta}(P^+) \nearrow \mathbb{1}_\theta(P^+) \), and \( \mathbb{1}_{\Theta_n \cap \theta}(P^+) = 0 \). Hence \( \mathbb{1}_\theta(P^+) = 0 \). \( \square \)

### 6.12 Improved Propagation Estimates

In this and the next section we use the notation introduced at the beginning of Sect. 6.9. More precisely, we assume that the Hilbert space is \( L^2(X) \otimes \mathcal{H}_1 \) and the evolution is generated by the Hamiltonian
\[
\tilde{H}(t) := H \otimes 1 + W(t,x),
\]
where \( W(t,x) \) is a function with values in \( B(\mathcal{H}_1) \) and \( H \) is a \( N \)-body Schrödinger operator on \( L^2(X) \). We denote by \( \tilde{U}(t,s) \) the unitary evolution generated by \( \tilde{H}(t) \).

We assume, for some \( \mu \geq 0 \) and all \( b \in B \),
\[
\int_0^\infty ||(1 - \Delta^b)^{-1}\nabla_x v^b(x)\mathbb{1}_{[1,\infty]} \left( \frac{|x|^b}{R} \right) (1 - \Delta^b)^{-1} ||(R)^\mu dR < \infty, \tag{6.12.1}
\]

\[
\int_0^\infty \sup_{x \in X} ||\nabla_x W(t,x)||dt < \infty. \tag{6.12.2}
\]

We define the asymptotic velocity \( \tilde{P}^+ \), the asymptotic Hamiltonian \( \tilde{H}^+ \) and three kinds of the Heisenberg derivatives: \( D, D_t \) and \( D_\theta \) as in (6.9.2). If \( \phi \in L^2(X) \), then we will write \( \phi_t \) for \( \tilde{U}(t,0) \phi \).

The goal of this section will be to give some refined propagation estimates on the dynamics \( \tilde{U}(t,s) \). These estimates will use functions of \( x/t^{\theta} \), unlike those of Sect. 6.6 that used only functions of \( x/t \).
Let us start with a propagation estimate that is an improved version of Lemma 6.6.3. A similar estimate appeared first in [Gr], where it was one of the main tools in the proof of asymptotic completeness for short-range systems.

**Proposition 6.12.1**

Let \( \chi \in C_0^\infty(\mathbb{R}) \), \( 0 < \theta, \epsilon > 0 \), and \( 1 \geq \delta \geq (1 + \mu)^{-1} \). Then

\[
\int_1^\infty \| \text{I}_{[0,\theta]} \left( \frac{|x|}{t} \right) \text{I}_{Y_\delta} \left( \frac{x}{t^\delta} \right) \left( \frac{x}{t^\delta} - D_a \right) \chi(H) \phi \|^2 \, dt \leq C \| \phi \|^2. \tag{6.12.3}
\]

**Lemma 6.12.2**

Let \( R(x) \) and \( q_a(x) \) be the functions constructed in Sect. 5.2. Define

\[
B_t := \frac{1}{2^\delta - 1} \left( \langle \nabla R(\frac{x}{t}) \rangle, D \rangle + \langle D, \nabla R(\frac{x}{t}) \rangle \right)
- t^{2\delta - 2} R(\frac{x}{t}) + \delta t^{2\delta - 2} \left( 2 R(\frac{x}{t}) - \frac{x}{t} \nabla R(\frac{x}{t}) \right)
- (1 - \delta) t^\delta \left( \langle \nabla R(\frac{x}{t}) \rangle, D - \delta \frac{x}{t} \rangle + \langle D - \delta \frac{x}{t}, \nabla R(\frac{x}{t}) \rangle \right)
+ 2(\delta - 1)^2 t^{-2+2\delta} R(\frac{x}{t}).
\]

Then

\[
B_t = D_0 t^{2\delta - 1} R(\frac{x}{t}), \tag{6.12.4}
\]

\[
D_0 B_t = t^{-1} C_t + \frac{1}{2^\delta - 1} \Delta^2 R(\frac{x}{t})
+ t^{-3+2\delta} \delta (\delta - 1) \left( 2 R(\frac{x}{t}) - \frac{x}{t} \nabla R(\frac{x}{t}) \right), \tag{6.12.5}
\]

\[
C_t \geq \sum_{a \in A} (D_a - \frac{\xi_a}{t}) q_a(\frac{x}{t}) (D_a - \frac{\xi_a}{t}). \tag{6.12.6}
\]

**Proof.** The identities (6.12.4) and (6.12.5) follow from Lemma 5.2.7. Let us prove the inequality (6.12.6). Write \( C_t \) as

\[
C_t = t^{2\delta - 2} (1 - \delta)^2 (k \nabla^2 R(\frac{x}{t}) k
- k \nabla R(\frac{x}{t}) - \nabla R(\frac{x}{t}) k + 2 R(\frac{x}{t})),
\]

for

\[
k = (1 - \delta)^{-1} t^{1-\delta} (D - \frac{x}{t}).
\]

Note that

\[
k - \frac{x}{t} = (1 - \delta)^{-1} t^{1-\delta} (D - \frac{x}{t}). \tag{6.12.7}
\]

Using Lemma 5.2.7 (iv) and (6.12.7), we get
\[ C_t \geq t^{2\delta-2} (1 - \delta)^{-2} \sum_{a \in A} (k_a - \frac{x_a}{t}) q_a(\frac{x_a}{t})(k_a - \frac{x_a}{t}) \]
\[ = \sum_{a \in A} (D_a - \frac{x_a}{t}) q_a(\frac{x_a}{t})(D_a - \frac{x_a}{t}). \]  

(6.12.8)

The assumption (6.12.2) easily implies the following estimate.

**Lemma 6.12.3**

Suppose that \( a \in A, \epsilon > 0, J \in C^\infty(X), \partial_0^x J \) are bounded and \( \text{supp} J \subset Y_0^\epsilon \). Then

\[
(1 - \Delta)^{-1} J \left( \frac{x}{t^\theta} \right) \nabla I_a(x)(1 - \Delta)^{-1} \in O(t^{1-\delta - \delta'}) L^1(\text{d}t).
\]

**Proof of Proposition 6.12.1.** We may choose a constant \( \theta \) as in Lemma 6.3.2. Suppose that \( J \in C^\infty_c(\mathbb{R}) \) such that \( J = 1 \) on \([0, \theta]\) and let \( j \in C^\infty_0(\mathbb{R}) \) such that \( j = 1 \) on \( \text{supp} J' \) and \( \text{supp} j \subset [\theta, \infty[. \)

We consider the propagation observable

\[
\Phi(t) := \chi(H) J \left( \frac{|x|}{t} \right) B_t J \left( \frac{|x|}{t} \right) \chi(H).
\]

Clearly, \( \Phi(t) \) is uniformly bounded.

We compute, using (6.12.6) and (6.12.8),

\[
\mathbf{D} \Phi(t) = \chi(H) \left( \mathbf{D} J \left( \frac{|x|}{t} \right) \right) B_t J \left( \frac{|x|}{t} \right) \chi(H) + \text{hc}
\]
\[ + t^{-1} \chi(H) J \left( \frac{|x|}{t} \right) (\mathbf{D}_0 B_t) J \left( \frac{|x|}{t} \right) \chi(H)
\]
\[ - t^{\delta-1} \chi(H) \nabla_x V(x) \nabla_x R \left( \frac{x}{t^\theta} \right) J^2 \left( \frac{|x|}{t} \right) \chi(H)
\]
\[ + [W(t, x), i\Phi(t)]. \]

(6.12.9)

The first term on the right of (6.12.9) can be written as

\[
\chi(H) j \left( \frac{|x|}{t} \right) B(t) j \left( \frac{|x|}{t} \right) \chi(H) + O(t^{-2})
\]

for some uniformly bounded \( B(t) \). This is integrable along the evolution by Proposition 6.3.1.

The second term is greater than or equal to

\[
\sum_{a \in A} t^{-1} \chi(H) J \left( \frac{|x|}{t} \right) \left( \frac{x_a}{t} - D_a \right) q_a(\frac{x_a}{t^2}) \left( \frac{x_a}{t} - D_a \right) J \left( \frac{|x|}{t} \right) \chi(H)
\]

plus terms \( O(t^{-1-2\delta}) \) and \( O(t^{-3+2\delta}) \), which are integrable. (The term \( O(t^{-3+2\delta}) \) is zero if \( \delta = 1 \).)
The third term equals
\[ \sum_{a \in \mathcal{A}} t^{-1} \chi(H) x_a \nabla_x I_a(x) q_a \left( \frac{x}{t} \right) J^2 \left( \frac{|t|}{t} \right) \chi(H) \]
\[ = \sum_{a \in \mathcal{A}} \chi(H) \nabla_x I_a(x) q_a \left( \frac{x}{t} \right) \chi(H) \frac{t^2}{|t|} J^2 \left( \frac{|t|}{t} \right) + O(t^{-2}). \]

By Lemma 6.12.3, this is \( \langle t \rangle^{1-\delta-\delta_H} L^1(dt) \). This is integrable for \( \delta \geq (1 + \mu)^{-1} \).

The fourth term involves commutators of \( W(t, x) \) with \( \chi(H) \) and \( D \), which can be estimated by \( \| \nabla_x W(t, x) \| \). This is integrable by (6.12.2).

Hence, for any \( a \in \mathcal{A} \), we have
\[ \int_1^\infty t^{-1} \left\| \sum_{b \neq a} q_b \left( \frac{x}{t} \right) \left( \frac{x}{t} - D_a \right) J \left( \frac{|t|}{t} \right) \chi(H) \phi \right\|^2 dt < C \| \phi \|^2. \quad (6.12.10) \]

Arguing as at the end of the proof of Proposition 6.6.3 we obtain
\[ \int_1^\infty t^{-1} \left\| \sum_{b \neq a} q_b \left( \frac{x}{t} \right) \left( \frac{x}{t} - D_a \right) J \left( \frac{|t|}{t} \right) \chi(H) \phi \right\|^2 dt \leq C \| \phi \|^2, \quad (6.12.11) \]

which implies (6.12.3). \( \square \)

We introduce now certain observables that will play a very important role in this section. Let \( r(x) \) be the function constructed in Sect. 5.2. We define
\[
\begin{align*}
b_t &:= \delta^{|t|} r \left( \frac{x}{t} \right) + \frac{1}{t} \left( \langle \nabla r \left( \frac{x}{t} \right), D - \delta \frac{x}{t} \rangle + \langle D - \delta \frac{x}{t}, \nabla r \left( \frac{x}{t} \right) \rangle \right) \\
&= \frac{1}{t} \left( \langle \nabla r \left( \frac{x}{t} \right), D \rangle + \langle D, \nabla r \left( \frac{x}{t} \right) \rangle \right) + \delta^{|t|} \left( r \left( \frac{x}{t} \right) - \frac{\nabla r \left( \frac{x}{t} \right)}{t} \right), \\
c_t &:= (D - \delta \frac{x}{t}) \nabla^2 r \left( \frac{x}{t} \right) \left( D - \delta \frac{x}{t} \right), \\
d_t &:= \delta(\delta - 1) \left( r \left( \frac{x}{t} \right) - \frac{\nabla r \left( \frac{x}{t} \right)}{t} \right). 
\end{align*}
\]

We have
\[
D_0 t^\delta r \left( \frac{x}{t} \right) = b_t, \\
D_0 b_t = t^{-\delta} c_t + t^{\delta-2} d_t + t^{-3\delta} \Delta^2 r \left( \frac{x}{t} \right).
\]

Note that, by Lemma 5.2.9, \( c_t \) is a positive operator and \( d_t \) is uniformly bounded.

For technical reasons, it will be convenient to fix an energy interval \([\lambda_1, \lambda_2]\) and a function \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \chi = 1 \) on \([\lambda_1, \lambda_2]\). We set
\[
\begin{align*}
b_{\chi,t} &:= \chi(H) b_t \chi(H), \\
c_{\chi,t} &:= \chi(H) c_t \chi(H), \\
d_{\chi,t} &:= \chi(H) d_t \chi(H).
\end{align*}
\]

Note that, again by Lemma 5.2.9, the observable \( b_{\chi,t} \) is uniformly bounded.

The approximate positivity of the Heisenberg derivative of \( b_{\chi,t} \) implies easily the existence of the asymptotic observable associated with \( b_{\chi,t} \).
Proposition 6.12.4
Assume $1 \geq \delta \geq (1 + \mu)^{-1}$ and $\delta > 1/3$. Then there exists
\[
\lim_{t \to \infty} \bar{U}(0, t) b_{x, t} \bar{U}(t, 0) =: \bar{b}^+_x.
\] (6.12.12)
Moreover
\[
\bar{b}^+_x = |\bar{P}^+| \chi^2(\bar{H}^+).
\] (6.12.13)

Proof. Clearly, $b_{x, t}$ is uniformly bounded. We compute:
\[
\mathbf{D} b_{x, t} = t^{-\delta} \chi(H) c_2 \chi(H) + \chi(H) \nabla x V(x) \nabla r(\frac{\sqrt{r}}{\mathbf{r}}) \chi(H)
\]
\[
+ [W(t, x), i \chi(H) b_{x} \chi(H)] + O(t^{\delta-2}) + O(t^{-3\delta}).
\]
The first term on the right-hand side is positive.
The second term is $\langle t \rangle^{1-\delta-\delta \mu} L^1(\mathbf{d}t)$ by Lemma 6.12.3. This is integrable for $\delta \geq (1 + \mu)^{-1}$.
The third term is of the order $O(\|\nabla_x W(t, \cdot)\|)$, hence integrable.
The term $O(t^{\delta-2})$ is clearly integrable for $\delta < 1$. For $\delta = 1$, it is 0, so it is
also integrable in this case.
Therefore, by Lemma B.4.1, the limit (6.12.12) exists.
Let us now prove the identity (6.12.13). Consider $\phi$ such that $\phi = J(\bar{P}^+ \phi)$
for some $J \in C^\infty_c(X)$. Such $\phi$ are dense in $L^2(X)$. Note that, by Lemma 5.2.9,
we have
\[
b_t = \langle \nabla r(\frac{\sqrt{r}}{\mathbf{r}}), D \rangle + O(t^{\delta-1}),
\]
\[
\frac{\sqrt{r}}{\mathbf{r}} \nabla r \left( \frac{\sqrt{r}}{\mathbf{r}} \right) - \frac{\mathbf{r}}{\mathbf{r}} \in O(t^{\delta-1}).
\]
So we get
\[
\bar{b}^+_x \phi = \lim_{t \to \infty} \bar{U}(0, t) \chi(H) \nabla r \left( \frac{\sqrt{r}}{\mathbf{r}} \right) J \left( \frac{\sqrt{r}}{\mathbf{r}} \right) D \chi(H) \bar{U}(t, 0)
\] (6.12.14)
and
\[
|\bar{P}^+| \chi^2(\bar{H}^+) \phi = \lim_{t \to \infty} \bar{U}(0, t) \chi(H) \nabla r \left( \frac{\sqrt{r}}{\mathbf{r}} \right) J \left( \frac{\sqrt{r}}{\mathbf{r}} \right) \chi(H) \bar{U}(t, 0) \phi
\] (6.12.15)
\[
= \lim_{t \to \infty} \bar{U}(t, 0) \chi(H) \frac{\sqrt{r}}{\mathbf{r}} \nabla r \left( \frac{\sqrt{r}}{\mathbf{r}} \right) J \left( \frac{\sqrt{r}}{\mathbf{r}} \right) \chi(H) \bar{U}(t, 0) \phi.
\]
We subtract (6.12.15) from (6.12.14), and we obtain
\[
\bar{b}^+_x \phi - |\bar{P}^+| \chi^2(\bar{H}^+) \phi = \lim_{t \to \infty} \bar{U}(0, t) \nabla r \left( \frac{\sqrt{r}}{\mathbf{r}} \right) J \left( \frac{\sqrt{r}}{\mathbf{r}} \right) \left( D - \frac{\mathbf{r}}{\mathbf{r}} \right) \chi^2(H) \bar{U}(t, 0) \phi.
\] (6.12.16)
For $\epsilon > 0$ small enough, (6.12.16) equals
\[
\sum_{a \in \mathcal{A}} \lim_{t \to \infty} \bar{U}(0, t) q_a \left( \frac{x}{\varepsilon t^\beta} \right) \nabla r \left( \frac{x}{\varepsilon t^\beta} \right) J \left( \frac{x}{t} \right) \left( D_a - \frac{x_a}{t} \right) \chi^2(H) \bar{U}(t, 0) \phi. \tag{6.12.17}
\]

But by Lemma 6.12.1,
\[
\int_1^\infty t^{-1} \left\| q_a \left( \frac{x}{\varepsilon t^\beta} \right) \nabla r \left( \frac{x}{\varepsilon t^\beta} \right) J \left( \frac{x}{t} \right) \left( D_a - \frac{x_a}{t} \right) \chi^2(H) \bar{U}(t, 0) \phi \right\|^2 dt < \infty.
\]

This implies that the limit (6.12.17) vanishes, which means that
\[
\tilde{b}_{\chi}^+ \phi = |P^+| \chi^2(H^+) \phi.
\]

This completes the proof of the proposition. \(\square\)

### 6.13 Upper Bound on the Size of Clusters

This section is devoted to a number of estimates that will lead to a proof of asymptotic completeness for a large class of long-range systems. The existence of the asymptotic velocity observable and the spectral decomposition (6.7.1) implies that any state in \(\text{Ran} \| z \|_2 (P^+) \) separates into clusters of size \(o(t)\). We will see in this section that one can get a better estimate on the size of the clusters. For instance, if \(\nabla_x \phi(x^b)\) decay like \(C\langle x^b \rangle^{-1-\mu}\), then the size of the clusters can be bounded by \(C\langle t \rangle^{2(2+\mu)^{-1}}\).

In this section we assume that \(\mu \geq 0, \nu \geq 0\) and the potentials \(v^b(x^b)\) used to define \(H\) satisfy (6.1.1) and the following hypothesis:

\[
v^b(x^b) = v^b_{\theta}(x^b) + v^b_{\phi}(x^b), \quad b \in \mathcal{B},
\]

\[
\int_0^\infty \left\| v^b_{\theta}(x^a) \mathbb{1}_{[1, \infty]}(\frac{|x^a|}{R}) (1 - \Delta^b)^{-1} \right\| \langle R \rangle^\nu dR < \infty, \quad b \in \mathcal{B}, \tag{6.13.1}
\]

\[
\int_0^\infty \left\| \partial^\alpha_{x^b} v^b_{\phi}(x^a) \mathbb{1}_{[1, \infty]}(\frac{|x^a|}{R}) \right\| \langle R \rangle^\mu dR < \infty, \quad b \in \mathcal{B}, \quad |\alpha| = 1,
\]

\[
\int_0^\infty \| \nabla_x W(t, x) \| \langle t \rangle^\nu dt < \infty. \tag{6.13.2}
\]

For a further use, let us put
\[
V(t) = \sum_{b \in \mathcal{B}} v^b_{\theta}(x^b), \quad H_{a, l} := H_a + I_{a, l}(x).
\]

\[
I_{a, s}(x) := \sum_{b \geq a} v^b_{\theta}(x^b), \quad I_{a, l}(x) := \sum_{b \geq a} v^b_{\phi}(x^b).
\]

The theorem below summarizes the main idea of this section. Note, however, that in Sect. 6.14 we will not use this theorem but more refined and technical results contained in Propositions 6.13.8 and 6.13.9.

**Theorem 6.13.1**

Let \(1 \geq \delta \geq \max (2(2+\mu)^{-1}, 1 - \nu)\), \(\delta > 2/3\). Assume the hypotheses (6.1.1),
(6.13.1) and (6.13.2). Let \( \phi \) be a vector in \( \text{Ran} \mathbb{I}_{0} (\hat{P}^+) \). Then there exists \( \theta > 0 \) such that
\[
\lim_{t \to \infty} \mathbb{I}_{[\theta,\infty)} \left( \frac{|\phi|}{t^{-\delta}} \right) \phi = 0.
\]

One of the key technical ingredients of this section is a careful estimate of the Heisenberg derivative of a function of \( b_{x,t} \). This estimate we describe in the following proposition.

**Proposition 6.13.2**
Let \( F \in C^\infty (\mathbb{R}) \), \( f \in C_0^\infty (\mathbb{R}) \) with \( F' = f^2 \). Then one has
\[
\mathbf{D} F(c b_{x,t}) = c f(c b_{x,t}) \left( t^{-\delta} c_{x,t} + t^{2-\delta} d_{x,t} \right) f(c b_{x,t}) + c O(t^{-3\delta})
+ c \langle t \rangle^{1-3\delta-\delta t} L^1(dt) + c^2 \langle t \rangle^{1-2\delta+2\delta t} L^1(dt)
+ c^3 \langle t \rangle^{1-\delta-\delta t} L^1(dt) + c^3 O(t^{-3\delta}),
\]
(6.13.3)
\[
\mathbf{D} F(t^{1-\delta} b_{x,t}) = \frac{1}{t} f(t^{1-\delta} b_{x,t}) \left( t^{1-2\delta} c_{x,t} + t^{-1} d_{x,t} + (1 - \delta) t^{-\delta} b_{x,t} \right) f(t^{1-\delta} b_{x,t})
+ O(t^{1-4\delta}) + \langle t \rangle^{2-2\delta+\delta t} L^1(dt) + \langle t \rangle^{3-3\delta-\delta t} L^1(dt)
+ \langle t \rangle^{4-6\delta-\delta t} L^1(dt) + O(t^{-3\delta}).
\]
(6.13.4)

**Lemma 6.13.3**
Let \( \chi \in C_0^\infty (\mathbb{R}) \), \( f_a \in C^\infty (X) \) with all \( \partial_x^\alpha f_a \) bounded, \( \epsilon > 0 \), \( \text{supp} f_a \subset Y_{\epsilon} \). Then
\[
(1 - \Delta)^{-1} [f_a (\frac{x}{t}) D^\beta, V] (1 - \Delta)^{-1} \in \langle t \rangle^{1-\delta-\delta t} L^1(dt), \ |\beta| \leq 2,
\]
(6.13.5)
\[
(1 - \Delta)^{-1} [f_a (\frac{x}{t}) D^\beta, V] (1 - \Delta)^{-1} \in \langle t \rangle^{1-\delta-\delta t} L^1(dt), \ |\beta| \leq 3,
\]
(6.13.6)
\[
(\chi(H) - \chi(H_{a_1})) f_a (\frac{x}{t}) \langle D \rangle \in \langle t \rangle^{1-\delta-\delta t} L^1(dt) + O(t^{-\delta}).
\]
(6.13.7)

**Proof.** Let us prove (6.13.7). Let \( \tilde{\chi} \) be an almost-analytic extension of \( \chi \).
\[
(\chi(H) - \chi(H_{a_1})) f_a (\frac{x}{t}) \langle D \rangle = \int \frac{1}{2\pi i} \partial \tilde{\chi}(z) (z - H)^{-1} I_{a_1}(z) (z - H_{a_1})^{-1} f_a (\frac{x}{t}) \langle D \rangle dz \wedge d\bar{z}
= \int \frac{1}{2\pi i} \partial \tilde{\chi}(z) (z - H)^{-1} I_{a_1}(z) f_a (\frac{x}{t}) (z - H_{a_1})^{-1} \langle D \rangle dz \wedge d\bar{z} + O(t^{-\delta})
\in \langle t \rangle^{1-\delta-\delta t} L^1(dt) + O(t^{-\delta}).
\]
\[\Box\]
Definition 6.13.4
The space $\Psi_{m,n}$ is the space of all differential operators of the form

$$b_t = \sum_{j,k} D_j D_k b_{jk}(\frac{x}{t})$$

where

$$b_{jk} \in \mathcal{F}, \quad |\partial_x^\alpha b_{jk}| \leq C_\alpha |a| \geq 0,$$

and, for some $\epsilon > 0$ and all $a \in \mathcal{A}$,

$$b_{jk}(x) D_j^\epsilon = b_{jk}(x_a) D_j^\epsilon, \quad x \in X^\epsilon_a.$$  

A generic operator in $\Psi_{m,n}$ will be denoted by $b_{t,m,n}$. Note that, using Lemma 5.2.9, we have

$$b_t \in \Psi^{1,0}, \quad c_t \in \Psi^{2,0}, \quad d_t \in \Psi^{0,0}. \quad (6.13.8)$$

Lemma 6.13.5
The following properties hold:

(i) $[D^2, \Psi_{m,n}] \subset \Psi_{m+1,n-\delta},$

(ii) $[\Psi_{m_1,n_1}, \Psi_{m_2,n_2}] \subset \Psi_{m_1+m_2-1,n_1+n_2-\delta}.$

Since we will work with the observables $b_{x,t}$ and $c_{x,t}$ instead of $b_t$ and $c_t$, we will need some results about the commutators of operators in the spaces $\Psi^{m,0}$ and functions of the Hamiltonian. When studying such commutators, the following object is useful.

Definition 6.13.6
Let $b$ be an operator. Let $\chi \in C^\infty_0(\mathcal{D})$ and let $\bar{\chi}$ be its almost-analytic extension. We set

$$R_\chi(b) := \frac{i}{2\pi} \int_{\mathcal{D}} \partial_x \bar{\chi}(z)(z-H)^{-1}b(z-H)^{-1}dz \wedge d\bar{z}.$$  

Clearly,

$$[\chi(H), b] = R_\chi([H, b]).$$

Moreover,

$$R_\chi(b_t^{n,0}) \in O(1), \quad n \leq 4,$n

$$[\chi(H), b_t^{n,0}] = R_\chi(b_t^{n+1,-\delta}) + R_\chi([V(x), b_t^{n,0}]).$$

In the following lemma we describe the behavior of various commutators. Note that it is enough to restrict our attention to the classes $\Psi^{m,0}$, since $\Psi^{m,m} = f^m \Psi^{m,0}$.  

Lemma 6.13.7
Let \( \chi_1, \chi_i \in C^\infty_0(\mathbb{R}) \). Then
\[
(H + i)^{-1}[b_t^{\nu, 0}, iV](H + i)^{-1} \in \langle t \rangle^{1-\delta - \delta \mu} L^1(dt), \quad n \leq 2,
\]
\[
R_{\chi}\left([b_t^{\nu, 0}, iV]\right) \in \langle t \rangle^{1-\delta - \delta \mu} L^1(dt), \quad n \leq 2,
\]
\[
[\chi_1(H), b_t^{\nu, 0}] \in O(t^{-\delta}) + \langle t \rangle^{1-\delta - \delta \mu} L^1(dt), \quad n \leq 2,
\]
\[
[\chi_i(H), R_{\chi}(b_t^{\nu, 0})] \in O(t^{-\delta}) + \langle t \rangle^{1-\delta - \delta \mu} L^1(dt), \quad n \leq 3,
\]
\[
[b_t^{1, 0}, R_{\chi}(b_t^{\nu, 0})] \in O(t^{-\delta}) + \langle t \rangle^{1-\delta - \delta \mu} L^1(dt), \quad n \leq 3.
\]

Proof. Note that any \( f_t \in \Psi^{m,n} \) can be written as
\[
f_t = \sum_{j \leq m, k \leq n} D^j_{a^k} f_jk_a(\frac{x}{a}),
\]
where \( f_jk_a(x) \) satisfies the assumptions of Lemma 6.13.3. Now (6.13.9) follows from Lemma 6.13.3. All the remaining estimates follow now easily from (6.13.9) except for (6.13.12) with \( n = 3 \), which requires a somewhat more careful proof.

We have
\[
[\chi_1(H), R_{\chi}(b_t^{\nu, 0})] = \frac{i}{2\pi} \int_{\mathbb{R}} \partial_z \tilde{\chi}(z)(z - H)^{-1}[\chi_1(H), b_t^{\nu, 0}](z - H)^{-1}dz \wedge d\tau,
\]
which shows that
\[
||[\chi_1(H), R_{\chi}(b_t^{\nu, 0})]|| \leq C||H + i||^{-1}||[\chi_1(H), b_t^{\nu, 0}](H + i)^{-1}||.
\]
Using (6.13.14), we see that it is enough to consider
\[
||H + i^{-1} [\chi_1(H), f_a(\frac{\nu}{a})] D_a^n(H + i)^{-1}||
\]
\[
\leq 2||(H + i)^{-1} (\chi_1(H) - \chi_1(H_a))f_a(\frac{\nu}{a})] D_a^n(H + i)^{-1}|| + 2||(H + i)^{-1} [\chi_1(H_a), f_a(\frac{\nu}{a})] D_a^n(H + i)^{-1}||.
\]
By (6.13.7), the first term on the right-hand side of (6.13.16) is \( \langle t \rangle^{1-\delta - \delta \mu} L^1(dt) + O(t^{-\delta}) \). By (6.13.6), the second term on the right-hand side of (6.13.16) is \( \langle t \rangle^{1-\delta - \delta \mu} L^1(dt) + O(t^{-\delta}) \).

Proof of Proposition 6.13.2 We apply Lemma C.4.1 replacing \( \frac{d}{dt} \) with \( D \). For shortness, let us write \( \chi \) instead of \( \chi(H) \), and \( R(b) \) instead of \( R_{\chi}(b) \). We set
\[
B(t) := \partial_t \chi_t = c\chi \partial_t \chi,
\]
\[
C_1(t) := c\chi[V, ib_t] \chi,
\]
\[
A_1(t) := c\chi(D \partial_t \chi).
\]
We have

\[
[B(t), A_1(t)] = c^2 \chi \left( [b_t, \chi^2] \left( D_0 b_t \right) + \chi^2 [b_t, D_0 b_t] - [D_0 b_t, \chi^2 b_t] \right) \chi.
\]

We set

\[
A_2(t) := c^2 \chi R([b_t, H_0]) (D_0 b_t) + \chi^2 [b_t, D_0 b_t] - R([D_0 b_t, H_0]) b_t \chi
\]

\[
= c^2 \chi \left( R(b_t^{2, -\delta}) b_t^{2, -\delta} + \chi^2 b_t^{2, -\delta} - R(b_t^{3, -2\delta}) b_t^{1, 0} \right) \chi =: c^2 \chi \tilde{A}_2(t) \chi,
\]

\[
C_2(t) := c^2 \chi R([b_t, iV]) (D_0 b_t) \chi - c^2 \chi R([D_0 b_t, iV]) b_t \chi,
\]

\[
C_3(t) := [B(t), A_2(t)]
\]

\[
= c^3 \chi([b_t, \chi^2] \tilde{A}_2(t) + \chi^2 [b_t, \tilde{A}_2(t)] - [\tilde{A}_2(t), \chi^2 b_t] \chi
\]

\[
= c^3 \chi([b_t^{1, 0}, \chi^2] R(b_t^{2, -\delta}) b_t^{2, -\delta} + [b_t^{1, 0}, \chi^2] \chi^2 b_t^{2, -\delta} - [b_t^{1, 0}, \chi^2] R(b_t^{3, -2\delta}) b_t^{1, 0}) \chi
\]

\[
+ c^3 \chi([b_t^{1, 0}, \chi^2] R(b_t^{2, -\delta}) b_t^{2, -\delta} + R(b_t^{2, -\delta}) b_t^{2, -\delta} + [b_t^{1, 0}, \chi^2] b_t^{2, -\delta}
\]

\[
+ \chi^2 b_t^{2, -3\delta} - [b_t^{1, 0}, R(b_t^{3, -2\delta})] b_t^{1, 0} - R(b_t^{3, -2\delta}) b_t^{1, 0} \chi
\]

\[
= c^3 \chi([R(b_t^{2, -\delta}), \chi^2] b_t^{2, -\delta} b_t^{1, 0} + R(b_t^{2, -\delta}) b_t^{1, 0} + \chi^2 b_t^{1, 0} + R(b_t^{3, -2\delta}) b_t^{1, 0} + R(b_t^{3, -2\delta}) b_t^{1, 0} \chi
\]

By Lemma 6.13.7, we have

\[
C_1(t) \in c\langle t \rangle^{1-\delta-\delta \rho} L^1(dt),
\]

\[
C_2(t) \in c^2 \langle t \rangle^{1-2\delta-\delta \rho} L^1(dt),
\]

\[
C_3(t) \in c^3 \langle t \rangle^{1-3\delta-\delta \rho} L^1(dt) + c^3 O(t^{-\delta}).
\]

This ends the proof of (6.13.3). The estimate (6.13.4) follows from (6.13.3) by

\[
\dot{D} F(t^{1-\delta} b_{\delta,t}) = (1-\delta) t^{-\delta} b_{\delta,t} f^2 (t^{1-\delta} b_{\delta,t}) + \dot{D} F(c b_{\delta,t}) \bigg|_{c=t^{-\delta}}.
\]

We can now start our study of the states in the kernel of \( \tilde{b}_t \). The following proposition gives quite precise information on the behavior of the observable \( b_{\delta,t} \) on such states.

**Proposition 6.13.8**

Assume that \( 1 \geq \delta \geq \max(2(2 + \mu)^{-1}, 1 - \nu) \), \( \delta > 2/3 \). Let

\[
\theta > \limsup_{t \to \infty} \|d_{\delta,t}\|, \quad \frac{\theta}{1-\delta} < \theta_0 < \theta_1.
\]

(i) Let \( \chi_1 \in C^\infty(\mathbb{R}) \) such that \( \chi'_1 \in C_0^\infty(\mathbb{R}) \), and \( f \in C_0^\infty(\mathbb{R}) \) such that \( \text{supp} f \in [\theta_0, \theta_1] \). Then
\[
\int_1^\infty t^{-1} \left\| f(t^{-\delta} b_{\chi,t}) \chi_1(H) \phi_b \right\|^2 dt \leq C \|\phi\|^2, \tag{6.13.18}
\]
\[
\int_1^\infty t^{-2\delta} \left\| \sqrt{\gamma_x} f(t^{-\delta} b_{\chi,t}) \chi_1(H) \phi_b \right\|^2 dt \leq C \|\phi\|^2. \tag{6.13.19}
\]

(ii) If \( \phi \in \text{Ran}_0 \{ \hat{b}_x^+ \} \), \( F_+ \in C^\infty(\mathbb{R}) \), \( F'_+ \in C_0^\infty(\mathbb{R}) \) and \( \text{supp}F_+ \subset [0, \infty] \), then
\[
\lim_{t \to \infty} F_+(t^{-\delta} b_{\chi,t}) \phi_t = 0. \tag{6.13.20}
\]

**Proof.** Let us prove \((i)\) first. Take \( F \in C^\infty(\mathbb{R}) \) such that \( \text{supp}F \subset [\theta_0, \infty] \) and \( F' = f^2 \). We consider the following uniformly bounded propagation observable:
\[
\Phi(t) := \chi_1(H) F(t^{-\delta} b_{\chi,t}) \chi_1(H).
\]

We compute, using (6.13.4):
\[
\begin{align*}
\hat{D}\Phi(t) & = \chi_1(H) F(t^{-\delta} b_{\chi,t}) \left( (1 - \delta)t^{-\delta} b_{\chi,t} + t^{-1} d_{\chi,t} \right) f(t^{-\delta} b_{\chi,t}) \chi_1(H) \\
& + \chi_1(H) F(t^{-\delta} b_{\chi,t}) t^{-2\delta} \gamma_x f(t^{-\delta} b_{\chi,t}) \chi_1(H) \\
& + O(t^{-4\delta}) + \langle t \rangle^{2-2\delta - \delta \mu} L^1(\mathbb{R}) + \langle t \rangle^{3-4\delta - \delta \mu} L^1(\mathbb{R}) \\
& + \langle t \rangle^{4-6\delta - \delta \mu} L^1(\mathbb{R}) + O(t^{5-6\delta}) \\
& + [W(t,x), i\chi_1(H)] F(b_{\chi,t}) \chi_1(H) + \text{hc} \\
& + \chi_1(H) [W(t,x), iF(t^{-\delta} b_{\chi,t})] \chi_1(H).
\end{align*}
\]

We have
\[
2 - 2\delta - \delta \mu \leq 0, \quad 3 - 4\delta - \delta \mu \leq 0, \\
4 - 6\delta - \delta \mu \leq 0, \quad 3 - 6\delta \leq -1.
\]

Moreover,
\[
\|\|W(t,x), \chi_1(H)\|\| \leq C \|\nabla_x W(t, \cdot)\|_\infty \langle t \rangle^{-\nu} L^1(\mathbb{R}),
\]
\[
\|\|W(t,x), F(t^{-\delta} b_{\chi,t})\|\| \leq C t^{-\delta} \|\nabla_x W(t, \cdot)\|_\infty \langle t \rangle^{1-\delta-\nu} L^1(\mathbb{R}).
\]

Therefore, all the remainder terms on in (6.13.21) are integrable in norm.

Using the fact that \( \text{supp}f \subset [\theta_0, \infty] \) and \( d_{\chi,t} \geq -\theta \), we obtain that the first line on the right-hand side of (6.13.21) is greater than or equal to
\[
C_0 t^{-1} f^2(t^{-\delta} b_{\chi,t})
\]
for \( C_0 := (1 - \delta)\theta_0 - \theta > 0 \), which, by Lemma B.4.1, implies (6.13.18) and (6.13.19). This ends the proof of \((i)\).

Let us prove now \((ii)\). Consider an arbitrary function \( F \in C^\infty(\mathbb{R}) \) with \( F' \in C_0^\infty(\mathbb{R}) \) and \( \text{supp}F \subset [\theta_0, \infty] \). We claim that
s- \lim_{t \to \infty} U(0, t) F(t^{1-\delta} b_{X,t}) \tilde{U}(t, 0) \text{ exists.} \quad (6.13.22)

In fact, using Proposition 6.13.4 and the estimates (6.13.18), (6.13.19), we get that the Heisenberg derivative of \( F(t^{1-\delta} b_{X,t}) \) is integrable along the evolution, which proves the existence of the limit (6.13.22).

By (6.13.18), the following is also true:

\[
 s- \lim_{t \to \infty} U(0, t) F(t^{1-\delta} b_{X,t}) \tilde{U}(t, 0) = 0 \text{ if, in addition, } F \in C^\infty(\mathbb{R}). \quad (6.13.23)
\]

Let us now assume that \( F_+ \in C^\infty([\theta_0, \infty]) \), \( (F_+^2)' = f^2 \). Using Proposition 6.13.2, we obtain

\[
\mathcal{D} F_+^2(c_{X,t}) \geq c f(c_{X,t}) (t^{-\delta} c_{X,t} + t^{\delta-2} d_{X,t}) f'(c_{X,t}) \\
+ cO(t^{-3\delta}) + c(t)^{1-\delta-\delta t} L^1(dt) + c^2 \langle t \rangle^{1-2\delta-\delta t} L^1(dt) \\
+ c^3 t^{1-3\delta-\delta t} L^1(dt) + c^3 O(t^{-3\delta}) + [W(t, x), iF_+^2(c_{X,t})] \\
\geq c(O(t^{-2} + \langle t \rangle^{\delta-1} L^1(dt)) + c^2(t)^{2\delta-2} L^1(dt) + c^3(t)^{3\delta-3} L^1(dt).
\]

Let now \( \phi \in E(0)(\tilde{b}_X^+) \). Consider the quantity

\[
k_c(t) = (\phi_t | F(c_{X,t}) \phi_t).
\]

We have

\[
\lim_{t \to \infty} k_c(t) = 0, \\
\frac{d}{dt} k_c(t) \geq c(O(t^{\delta-2} + \langle t \rangle^{\delta-1} L^1(dt)) + c^2(t)^{2\delta-2} L^1(dt) + c^3(t)^{3\delta-3} L^1(dt).
\]

Therefore

\[
k_c(t) = -\int_t^\infty \frac{d}{ds} k_c(s) ds \\
\leq cO(t^{1+\delta}) + c^2 O(t^{-2+2\delta}) + c^3 O(t^{-3+3\delta}). \quad (6.13.24)
\]

Let now \( 0 \leq \rho < 1 \). If we set \( c = \rho t^{1-\delta} \), we get from (6.13.24)

\[
\lim_{t \to \infty} k_{\rho t^{1-\delta}}(t) \leq C \rho. \quad (6.13.25)
\]

On the other hand, we deduce from (6.13.23) that, for \( 0 < \rho_1 < \rho_2 < 1 \),

\[
\lim_{t \to \infty} k_{\rho_1 t^{1-\delta}}(t) - k_{\rho_2 t^{1-\delta}}(t) = 0. \quad (6.13.26)
\]

Therefore, from (6.13.25) and (6.13.26) we see that if \( 0 < \rho < 1 \), then

\[
\lim_{t \to \infty} k_{\rho t^{1-\delta}}(t) = 0. \quad (6.13.27)
\]

This proves (6.13.20) and completes the proof of the proposition. \( \square \)
Proposition 6.13.8 means that, along the evolution of a vector in $1_{(0)}(\dot{b}^{\pm})$, the observable $b_{X,t}$ is less than $\theta_{0}t^{\delta-1}$. The next proposition uses the fact that $b_{X,t}$ is essentially the Heisenberg derivative of $t^{\delta}r(x/t^{\delta})$ and turns this information into an information on the size of the observable $r(x/t^{\delta})$.

**Proposition 6.13.9**

Let $\mu, \nu, \delta$ satisfy the assumptions of Proposition 6.13.8. Let $\theta, \theta_{0}, \theta_{1}, f$ be as in Proposition 6.13.8. Let $\theta_{2}$ satisfy

$$\theta_{1} < \delta \theta_{2}. \quad (6.13.28)$$

Let $\chi_{1} \in C_{0}^{\infty}([\lambda_{1}, \lambda_{2}]).$ Suppose that $f_{1} \in C_{0}^{\infty}(\mathbb{R}), \ F_{\pm} \in C_{0}^{\infty}(\mathbb{R})$ such that $F_{\pm} \geq 0, \pm F_{\pm}' \geq 0, \ -F_{\pm} \in C_{0}^{\infty}(\mathbb{R}), \ \text{supp} F_{\pm} \subset [\lambda_{1}, \lambda_{2}], \ \text{supp} F_{\pm}' \subset [\theta_{0}, \infty[$, and $\text{supp} f_{1}, \text{supp} F_{\pm} \subset [\theta_{2}, \infty[$.

(i) The following propagation estimates are true:

$$\int_{1}^{\infty} \left\| \sqrt{\theta_{1}} - t^{1-\delta}b_{X,t}F_{\pm}(t^{1-\delta}b_{X,t})f_{1} \left( r \left( \frac{x}{t^{\delta}} \right) \right) \chi_{1}(H) \phi_{t} \right\|^{2} \frac{dt}{t} \leq C \| \phi \|^{2}, \quad (6.13.29)$$

$$\int_{1}^{\infty} t^{-1} \left\| f(t^{1-\delta}b_{X,t})F_{\pm} \left( r \left( \frac{x}{t^{\delta}} \right) \right) \chi_{1}(H) \phi_{t} \right\|^{2} \frac{dt}{t} \leq C \| \phi \|^{2}, \quad (6.13.30)$$

$$\int_{1}^{\infty} t^{1-2\delta} \left\| \sqrt{c_{X,t}} f(t^{1-\delta}b_{X,t})F_{\pm} \left( r \left( \frac{x}{t^{\delta}} \right) \right) \chi_{1}(H) \phi_{t} \right\|^{2} dt \leq C \| \phi \|^{2}. \quad (6.13.31)$$

(ii) $\lim_{t \to \infty} F_{\pm}(t^{1-\delta}b_{X,t})F_{\pm} \left( r \left( \frac{x}{t^{\delta}} \right) \right) \chi_{1}(H) \tilde{U}(t, 0) = 0. \quad (6.13.32)$

Before proving Proposition 6.13.9, we need some auxiliary estimates.

**Lemma 6.13.10**

Let $F \in S(\langle s \rangle^{2}, \langle s \rangle^{-2}ds^{2})$ and $f \in C_{0}^{\infty}(\mathbb{R})$ with all $\partial_{s}^{\alpha}f$ bounded. If $\rho = 0$, then

$$[f(r(\frac{x}{t^{\delta}})), F(t^{1-\delta}b_{X,t})] \in O(t^{1-2\delta}),$$

$$[f(ct^{\delta}r(\frac{x}{t^{\delta}})), F(t^{1-\delta}b_{X,t})] \in cO(t^{1-\delta}). \quad (6.13.33)$$

If $\rho = 1$, then

$$[f(r(\frac{x}{t^{\delta}})), F(t^{1-\delta}b_{X,t})] \in O(t^{1-2\delta}) + O(t^{2-4\delta})$$

$$+ (t)^{3-4\delta-\delta\mu} L^{1}(dt),$$

$$[f(ct^{\delta}r(\frac{x}{t^{\delta}})), F(t^{1-\delta}b_{X,t})] \in cO(t^{1-\delta}) + cO(t^{2-3\delta}) + c^{2}O(t^{2-2\delta})$$

$$+ c(t)^{3-3\delta-\delta\mu} L^{1}(dt).$$
Proof. We observe that \( f(r(\frac{\tau}{t})) \) belongs to \( \Psi^{0,0} \). Applying then Lemma 6.13.7, we obtain easily that

\[
[b_{x,t}, f(r(\frac{\tau}{t})) = \chi(H)b_{x,t}^0 - \chi(H) + R_x(b_{x,t}^0 - \delta b_{x,t} + \chi(H) + \delta c)(t^{-\delta}) + O(t^{-\delta}),
\]

(6.13.34)

\[
[b_{x,t}, f(r(\frac{\tau}{t}))] \in O(t^{-2\delta}) + O(t^{-\delta})^{1-2\delta-\delta \mu L^1(dt)}.
\]

Applying then Lemma C.3.2, we obtain the estimates concerning \( f(r(\frac{\tau}{t})) \).

Likewise,

\[
[b_{x,t}, f(ct^\delta r(\frac{\tau}{t})))] \in O(t^\delta),
\]

(6.13.35)

and Lemma C.3.2 imply the estimates concerning \( f(ct^\delta r(\frac{\tau}{t}))) \). \( \square \)

Lemma 6.13.11

Let \( \chi_1, F_+ \) be as in Proposition 6.13.9. Then

\[
\chi_1(H)D_0F_+(r(\frac{\tau}{t})) = \chi_1(H)[F_+(r(\frac{\tau}{t}))(t^{-\delta}b_{x,t} - \delta t^{-1}r(\frac{\tau}{t}))) + O(t^{-2\delta}) + O(t^{-\delta})^{1-2\delta-\delta \mu L^1(dt)}.
\]

(6.13.36)

\[
\chi_1(H)D_0F_+(ct^\delta r(\frac{\tau}{t})) = c\chi_1(H)[F_+(ct^\delta r(\frac{\tau}{t}))b_{x,t} + O(t^{-\delta})^{1-2\delta-\delta \mu L^1(dt)}.
\]

(6.13.37)

Proof. First we compute:

\[
D_0F_+(r(\frac{\tau}{t})) = F_+(r(\frac{\tau}{t}))(t^{-\delta}b_{t} - \delta t^{-1}r(\frac{\tau}{t}))) + O(t^{-2\delta}) + O(t^{-\delta})^{1-2\delta-\delta \mu L^1(dt)}.
\]

(6.13.36)

Using the fact that \( \chi_1 \chi = \chi_1 \) and the estimates

\[
[b_{x,t}, f_{i}^\delta(r(\frac{\tau}{t})))] \in O(t^{-\delta}) + O(t^{-\delta})^{1-2\delta-\delta \mu L^1(dt)}.
\]

(6.13.39)

we get

\[
t^{-\delta} \chi_1(H)F_+^\delta(r(\frac{\tau}{t}))b_{x,t} = t^{-\delta} \chi_1(H)F_+^\delta(r(\frac{\tau}{t}))b_{x,t} + O(t^{-2\delta}) + O(t^{-\delta})^{1-2\delta-\delta \mu L^1(dt)}.
\]

(6.13.40)

Putting together (6.13.38) and (6.13.40), we obtain (6.13.36). Likewise, we have
\[ D_0 F_+ (ct^\delta r(\frac{x}{t^\gamma})) = c F'_+ (ct^\delta r(\frac{x}{t^\gamma})) b_t + c^2 F''_+ (ct^\delta r(\frac{x}{t^\gamma})) |\nabla r(\frac{x}{t^\gamma})|^2 \]

\[ = c F'_+ (ct^\delta r(\frac{x}{t^\gamma})) b_t + c^2 O(t^0) \]

and

\[ c \chi_1 (H) F'_+ (ct^\delta r(\frac{x}{t^\gamma})) b_t = c \chi_1 (H) F'_+ (ct^\delta r(\frac{x}{t^\gamma})) b_{x,t} \]

\[ + c^2 O(t^0) + c O(t^{-\delta}) + c t^{1-\delta-\delta_t} L^1 (dt), \]

which yields (6.13.37). \qed

**Proof of Proposition 6.13.9.** We put

\[ f_\pm := \sqrt{\pm (F^2_{\pm t})'}, \]

\[ \tilde{f}_+(s) := \sqrt{(\delta s - \theta_1)} F_+(s) F'_+(s). \]

First we are going to show (i). Our basic observable will be

\[ \Phi(t) := \chi_1 (H) F_+ \left( r \left( \frac{x}{t^\gamma} \right) \right) F^2_+ (t^{1-\delta} b_{x,t}) F_+ \left( r \left( \frac{x}{t^\gamma} \right) \right) \chi_1 (H). \]

We would like to compute its Heisenberg derivative. Using (6.13.36), we obtain

\[ - \tilde{D} \Phi(t) \]

\[ = t^{-1} \chi_1 (H) F'_+ \left( r(\frac{x}{t^\gamma}) \right) \left( \theta_1 - t^{1-\delta} b_{x,t} \right) F^2_+ (t^{1-\delta} b_{x,t}) F_+ \left( r(\frac{x}{t^\gamma}) \right) \chi_1 (H) + \text{hc} \]

\[ + t^{-1} \chi_1 (H) F'_+ \left( r(\frac{x}{t^\gamma}) \right) \left( \delta r(\frac{x}{t^\gamma}) - \theta_1 \right) F^2_+ (t^{1-\delta} b_{x,t}) F_+ \left( r(\frac{x}{t^\gamma}) \right) \chi_1 (H) + \text{hc} \]

\[ + \chi (H) F_+ \left( r(\frac{x}{t^\gamma}) \right) \left( \text{D} F^2_+ (t^{1-\delta} b_{x,t}) \right) F_+ \left( r(\frac{x}{t^\gamma}) \right) \chi (H) \]

\[ + O(t^{-2\delta}) + O(t^{1-2\delta-\delta_t} L^1 (dt)) - [W(t,x), i \Phi(t)]. \]

\[ = I_1 (t) + I_2 (t) + I_3 (t) + I_4 (t). \]

\[ I_4 (t) \text{ is } \langle t \rangle^{1-\delta-\mu} L^1 (dt), \text{ hence integrable.} \]

We symmetrize \( I_1 (t) \) and \( I_2 (t) \) by commuting functions of \( r(\frac{x}{t^\gamma}) \) with functions of \( t^{1-\delta} b_{x,t} \), using Lemma 6.13.10. We obtain that \( I_1 (t) \) equals

\[ t^{-1} \chi_1 (H) F_+ \left( r(\frac{x}{t^\gamma}) \right) \left( \theta_1 - t^{1-\delta} b_{x,t} \right) F^2_+ (t^{1-\delta} b_{x,t}) F_+ \left( r(\frac{x}{t^\gamma}) \right) \chi_1 (H) \]

\[ + O(t^{-2\delta}) + O(t^{1-\delta}) + \langle t \rangle^{2-3\delta-\delta_t} L^1 (dt). \quad (6.13.41) \]

\[ I_2 (t) \text{ equals} \]

\[ t^{-1} \chi_1 (H) \tilde{f}_+ \left( r(\frac{x}{t^\gamma}) \right) F^2_+ (t^{1-\delta} b_{x,t}) \tilde{f}_+ \left( r(\frac{x}{t^\gamma}) \right) \chi_1 (H) \]

\[ + O(t^{-2\delta}) + O(t^{1-\delta}) + \langle t \rangle^{2-3\delta-\delta_t} L^1 (dt). \quad (6.13.42) \]

As in the proof of Proposition 6.13.8, using the conditions on \( \mu \), we see that, for some \( C_0 > 0 \), the term \( I_3 (t) \) is greater than or equal to
\[ C_0 t^{-1} \chi_1 (H) F_+ (r (\tilde{r})) f_2^2 (t^{1-\delta} b_{x,t}) F_+ (r (\tilde{r})) \chi_1 (H) + t^{1-2\delta} \chi_2 (H) F_+ (r (\tilde{r})) f_2 (t^{1-\delta} b_{x,t}) c_{x,t} f_2 (t^{1-\delta} b_{x,t}) F_+ (r (\tilde{r})) \chi_1 (H) + L^1 (dt). \]

The expressions (6.13.41), (6.13.42) and (6.13.43) are all positive up to integrable error terms. This implies the estimates (6.13.29), (6.13.30) and (6.13.31) and ends the proof of (i).

Let us now prove (ii). Let \( F \in C^\infty (\mathbb{R}) \) such that \( F' \in C^\infty_0 (\mathbb{R}) \) and \( \text{supp} F \subset ] - \infty, \theta_0 [ \). Set

\[ \Phi (t) := \chi_1 (H) F (r (\tilde{r})) F_2^2 (t^{1-\delta} b_{x,t}) F_+ (r (\tilde{r})) \chi_1 (H). \]

Using Proposition 6.13.2, and the estimates (6.13.29), (6.13.30) and (6.13.31), we get that

\[ \text{s-} \lim_{t \to \infty} \bar{U} (0, t) \Phi (t) \bar{U} (t, 0) \text{ exists.} \]

Moreover, it follows from (6.13.29) that

\[ \text{if, in addition, } F \in C^\infty_0 (\mathbb{R}), \text{ then } \text{s-} \lim_{t \to \infty} \bar{U} (0, t) \Phi (t) \bar{U} (t, 0) = 0. \]

For \( 0 \leq c \leq 1 \), we consider the observable

\[ \Phi_c (t) := \chi_1 (H) F_+ (c t^{\delta} r (\tilde{r})) F_2^2 (t^{1-\delta} b_{x,t}) F_+ (c t^{\delta} r (\tilde{r})) \chi_1 (H). \]

We have

\[ - \Delta \Phi_c (t) = c t^{-1+\delta} \chi_1 (H) F_+ (c t^{\delta} r (\tilde{r})) (\theta_1 - t^{1-\delta} b_{x,t}) \times F_2^2 (t^{1-\delta} b_{x,t}) F_+ (c t^{\delta} r (\tilde{r})) \chi_1 (H) + \text{hc} \]

\[ - \theta c t^{-1+\delta} \chi_1 (H) F_+ (c t^{\delta} r (\tilde{r})) F_2 (t^{1-\delta} b_{x,t}) F_+ (c t^{\delta} r (\tilde{r})) \chi_1 (H) + \text{hc} \]

\[ - \chi_1 (H) F_+ (c t^{\delta} r (\tilde{r})) \left( \Delta F_2 (t^{1-\delta} b_{x,t}) \right) F_+ (c t^{\delta} r (\tilde{r})) \chi_1 (H) \]

\[ - [W (t,x), i \Phi_c (t)] \]

\[ + c^2 O (t^6) + c O (t^{-\delta}) + c^3 (t)^{1-\delta} \alpha L^1 (dt). \]

As above, we symmetrize the first term in the right hand side of (6.13.46) using Lemma 6.13.10. Hence the first term equals

\[ c t^{-1+\delta} \chi_1 (H) f_+ (c t^{\delta} r (\tilde{r})) (\theta_1 - t^{1-\delta} \tilde{b}_t) F_2^2 (t^{1-\delta} \tilde{b}_t) f_+ (c t^{\delta} r (\tilde{r})) \chi_1 (H) \]

\[ + c^2 O (t^6) + c^2 O (t^{1-2\delta}) + c^2 (t)^{2-2\delta-\delta} \alpha L^1 (dt) + c^3 O (t^{1-\delta}). \]

The second term is \( c O (t^{-1+\delta}) \). The third term is greater than or equal to

\[ C_0 t^{-1} \chi_1 (H) F_2 (c t^{\delta} r (\tilde{r})) F_2^2 (t^{1-\delta} b_{x,t}) F_+ (c t^{\delta} r (\tilde{r})) \chi_1 (H) \]

\[ + t^{1-2\delta} \chi_1 (H) F_+ (c t^{\delta} r (\tilde{r})) f_2 (t^{1-\delta} b_{x,t}) \tilde{c} f_2 (t^{1-\delta} b_{x,t}) F_+ (c t^{\delta} r (\tilde{r})) \chi_1 (H) \]

\[ + L^1 (dt) \geq L^1 (dt), \]
(see the proof of Proposition 6.13.8). The fourth term is integrable uniformly in c. Hence, for some \( g \in L^1(dt) \),
\[
-\ddot{\Phi}_c(t) \geq g(t) + cO(t^{-1+\delta}) + c^2O(t^0) + c^2L^1(dt) + c^3O(t^{1-\delta}).
\]

Let \( \phi \) be an arbitrary vector. Set
\[
k_c(t) := (\phi_t | \Phi_c(t) \phi_t).
\]

We have
\[
\frac{d}{dt} k_c(t) \leq g(t) + cO(t^{-1+\delta}) + c^2O(t^0) + c^2L^1(dt) + c^3O(t^{1-\delta}).
\]

Hence, for \( t_0 \leq t \), we get
\[
k_c(t) \leq k_c(t_0) + \int_{t_0}^{\infty} g(s) ds + cO(t^\delta) + c^2O(t) + c^3O(t^{2-\delta}). \tag{6.13.47}
\]

By (6.13.44), if we put \( c = \rho^{t-\delta} \) with \( 0 < \rho \leq 1 \), then the limit
\[
\lim_{t \to \infty} k_{\rho^{t-\delta}}(t)
\]
exists. Note that \( \delta \geq 2/3 \). Hence
\[
\lim_{t \to \infty} k_{\rho^{t-\delta}}(t) \leq C\rho + \int_{t_0}^{\infty} g(s) ds. \tag{6.13.48}
\]

But for a fixed \( t_0 \),
\[
\lim_{c \to 0} k_c(t_0) = 0.
\]

Moreover,
\[
\lim_{t_0 \to \infty} \int_{t_0}^{\infty} g(s) ds = 0.
\]

Hence
\[
\lim_{t \to \infty} k_{\rho^{t-\delta}}(t) \leq C\rho. \tag{6.13.49}
\]

But we know from (6.13.45) that, for \( 0 \leq \rho_1 \leq \rho_2 \leq 1 \),
\[
\lim_{t \to \infty} \left( k_{\rho_1^{t-\delta}}(t) - k_{\rho_2^{t-\delta}}(t) \right) = 0. \tag{6.13.50}
\]

Now (6.13.49) and (6.13.50) yield, for \( 0 \leq \rho \leq 1 \),
\[
\lim_{t \to \infty} k_{\rho^{t-\delta}}(t) = 0,
\]
which means that (6.13.32) is true. \( \square \)
6.14 Asymptotic Separation of the Dynamics II

In this section we are going to show Theorem 6.8.2, which says that, for a large class of long-range potentials, the dynamics is asymptotically separated. This result easily implies asymptotic completeness for a slightly smaller class of potentials.

Before considering time-independent Hamiltonians, we will prove that time-dependent Hamiltonians of the type considered in the previous two sections are in a certain sense asymptotically separated, provided that both the temporal decay of the time-dependent perturbation $W(t, x)$ and the spatial decay of the potentials $v^a(x^a)$ are fast enough. We will use the notation introduced in Sect. 6.9, and then used in Sects. 6.12 and 6.13.

Beside the Hamiltonian $\tilde{H}(t)$ and the corresponding dynamics $\tilde{U}(t, s)$, we will consider another time-dependent Hamiltonian

$$\tilde{H}_{\text{sep}}(t) := H + W(t, 0).$$

$\tilde{U}_{\text{sep}}(t, s)$ will stand for the dynamics generated by $\tilde{H}_{\text{sep}}(t)$. Note that

$$\tilde{U}_{\text{sep}}(t, s) = e^{-iH} \otimes T \left( e^{-i \int_0^t W(s, 0) \, ds} \right).$$

Therefore

$$P^+ = s - C_{\infty} \lim_{t \to \infty} \tilde{U}_{\text{sep}}(0, t) \tilde{U}_{\text{sep}}(t, 0),$$

$$H = C_{\infty} \lim_{t \to \infty} \tilde{U}_{\text{sep}}(0, t) \tilde{H}_{\text{sep}}(t, 0)$$

are the analogues of $\tilde{P}^+$ and $\tilde{H}^+$. Note that all the results of the previous section are valid for $\tilde{H}_{\text{sep}}(t)$.

The following proposition describes the asymptotic separation of the dynamics $\tilde{U}(t, s)$:

**Proposition 6.14.1**

Let $1 > \mu \geq 0$ and $\nu = 2(2 + \mu)^{-1}$. Assume the hypotheses (6.1.1), (6.13.1) and (6.13.2). Then $\tilde{U}(t, 0)$ is asymptotic to $\tilde{U}_{\text{sep}}(t, 0)$ on $\{0\}$.

**Proof.** We will prove the existence of

$$s - \lim_{t \to \infty} \tilde{U}_{\text{sep}}(0, t) \tilde{U}(t, 0) \mathbb{1}_{\{0\}}(\tilde{P}^+). \tag{6.14.1}$$

We set $\delta := \nu$. Note that $\delta$ satisfies the assumptions of the Propositions 6.13.8 and 6.13.9, that is $1 \geq \delta \geq \max (2(2 + \mu)^{-1}, 1 - \nu)$, $\delta > 2/3$. We define $\theta_0, \theta_1, \theta_2$ as in (6.13.17) and (6.13.28). Let us pick $F_+, F_- \in C^\infty(\mathbb{R})$ such that $F_+, F_- \in C_0^\infty(\mathbb{R})$, $\text{supp} F_- [C - \infty, \theta_1]$, $F_- = 1$ on $]-\infty, \theta_0]$ and $\text{supp} F_+ [C - \infty, \theta_2]$.

It is enough to prove the existence of the limit (6.14.1) on a vector $\phi$ such that $\phi = \chi_1(\tilde{H}^+ \phi)$ for some $\chi_1 \in C^\infty_0([\lambda_1, \lambda_2])$ and $\phi \in \text{Ran} \mathbb{1}_{\{0\}}(\tilde{P}^+)$. Let $\chi \in C^\infty_0(\mathbb{R})$ satisfy $\chi = 1$ on $[\lambda_1, \lambda_2]$. We define $b_{\chi, t} := \chi(H)b_t \chi(H)$, etc. as in Sect. 6.12.
Note that, by Proposition 6.12.4,
\[ \phi \in \text{Ran} \mathbb{1}_{[0]}(\tilde{H}^+). \]
Clearly
\[ \lim_{t \to \infty} \tilde{U}_{\text{sep}}(0, t)\tilde{U}(t, 0)\phi = \lim_{t \to \infty} \tilde{U}_{\text{sep}}(0, t)\chi_1^2(H)\tilde{U}(t, 0)\phi. \]  
(6.14.2)
By Proposition 6.13.8, the limit (6.14.2) equals
\[ \lim_{t \to \infty} \tilde{U}_{\text{sep}}(0, t)\chi_1(H)F_-(t^{1-\delta}b_{\chi, t})\chi_1(H)\tilde{U}(t, 0)\phi. \]  
(6.14.3)
Set
\[ \Phi(t) := \chi_1(H)F_-(r(\frac{x}{\delta}))F_-(t^{1-\delta}b_{\chi, t})F_-(r(\frac{x}{\delta}))\chi_1(H). \]
By Proposition 6.13.9, the limit (6.14.3) equals
\[ \lim_{t \to \infty} \tilde{U}_{\text{sep}}(0, t)\chi_1(H)F_-(t^{1-\delta}b_{\chi, t})F_-(r(\frac{x}{\delta}))\chi_1(H)\tilde{U}(t, 0)\phi = \lim_{t \to \infty} \tilde{U}_{\text{sep}}(0, t)\Phi(t)\tilde{U}(t, 0)\phi. \]  
(6.14.4)
We have
\[ \frac{d}{dt}\Phi(t) + i\tilde{H}_{\text{sep}}(t)\Phi(t) - i\Phi(t)\tilde{H}(t) = D\Phi(t) + [\chi_1(H), iW(t, x)]F_-(r(\frac{x}{\delta}))F_-(t^{1-\delta}b_{\chi, t})F_-(r(\frac{x}{\delta})) \]
\[ + \chi_1(H)(W(t, x) - W(t, 0))F_-(r(\frac{x}{\delta}))F_-(t^{1-\delta}b_{\chi, t})F_-(r(\frac{x}{\delta}))\chi_1(H). \]  
(6.14.5)
The first term on the right-hand side of (6.14.5) is integrable along the evolution by Propositions 6.13.8 and 6.13.9. The second term is in \( \langle t \rangle^{-\nu}L^1(dt) \), hence also integrable. The third term can be estimated by
\[ C\|F_-(r(\frac{x}{\delta}))x\|_\infty\|\nabla_x W(t, \cdot)\|_\infty \leq \langle t \rangle^{\delta - \nu}L^1(dt). \]  
(6.14.6)
But \( \delta = \nu \), therefore (6.14.6) is integrable. The existence of the limit (6.14.4) follows then from Lemma B.4.2.
To prove the existence of
\[ \lim_{t \to \infty} \tilde{U}(0, t)\tilde{U}_{\text{sep}}(t, 0)\mathbb{1}_{[0]}(P^+), \]  
(6.14.7)
it is enough to interchange \( \tilde{H}(t), \tilde{U}(t, s), \tilde{P}^+ \) and \( \tilde{H}^+ \) with \( \tilde{H}_{\text{sep}}(t), \tilde{U}_{\text{sep}}(t, s), P^+, H \), and then proceed as in the proof of (6.14.1). \( \square \)

**Proof of Theorem 6.8.2.** Let \( a \in \mathcal{A} \) and let \( \Theta \subset Z[a] \) be a compact subset. Let \( \tilde{J} \in C_0^{\infty}(X) \) satisfy \( \tilde{J} = 1 \) on \( \Theta \) and supp\( \tilde{J} \subset Y[a] \). We fix \( y_0 \in \Theta \) and set
\[ \tilde{I}[a](t, x) := \tilde{J}(\frac{x}{\gamma})(I[a](x) - I[a](ty_0)) + I[a](ty_0). \]

Let
6.15 Modified Wave Operators and Asymptotic Completeness in the Long-Range Case

\[ \hat{H}_{[a]}(t) := H_{[a]} + \hat{I}_{[a]}(t, x). \]

Let \( \hat{U}_{[a]}(t, s) \) be the dynamics defined by \( \hat{H}_{[a]}(t) \). As in Proposition 6.9.5, we see that \( e^{-\hat{u}H} \) is asymptotic to \( \hat{U}_{[a]}(t, 0) \) on \( \Theta \).

We also introduce

\[ \hat{H}_{[a], \text{sep}}(t) := H_{[a]} + \hat{I}_{[a]}(t, x_a). \]

Let \( U_{[a], \text{sep}}(t, s) \) be the dynamics generated by \( \hat{H}_{[a], \text{sep}}(t) \). As in Proposition 6.9.5, we see that \( e^{-\hat{u}H_{[a], \text{sep}}} \) is asymptotic to \( \hat{U}_{[a], \text{sep}}(t, 0) \) on \( \Theta \).

Now we are ready to apply Proposition 6.14.1. We identify \( X^a \) and \( L^2(X^a) \) as \( X \) and \( \mathcal{H}_1 \) of Sects. 6.9 and Proposition 6.14.1. We also identify \( H^a, h_{[a]} + \hat{I}_{[a]}(t, x), \hat{H}_{[a]}(t) \) with \( H, W(t), \hat{H}(t) \). Consequently, we identify \( \hat{H}_{[a], \text{sep}}(t) \) with \( \hat{H}_{\text{sep}}(t) \).

Clearly, we have

\[ \int_1^\infty \sup_x \| \nabla_s W(t, x) \|_t^\nu dt < \infty. \]

Therefore, the assumption (6.13.2) is satisfied with \( \nu = \mu = \sqrt{3} - 1 \). Thus, we can apply Proposition 6.14.1, from which we obtain that \( \hat{U}_{[a]}(t, 0) \) is asymptotic to \( \hat{U}_{[a], \text{sep}}(t, 0) \) on \( X^a \).

By the chain rule, \( e^{-\hat{u}H} \) is asymptotic to \( e^{-\hat{u}H_{[a], \text{sep}}} \) on \( \Theta \). \( \square \)

6.15 Modified Wave Operators and Asymptotic Completeness in the Long-Range Case

So far, we have avoided introducing modified wave operators. We preferred to speak either about usual wave operators, whose existence is restricted to the short-range case, or about the operators \( \Xi^+_a \) introduced in Corollary 6.8.3, or \( \Xi^+_a \) introduced in Proposition 6.8.6. In fact, if we know that the operators \( \Xi^+_a \) exist and if we assume some mild additional hypotheses on the potentials, then the existence of modified wave operators follows easily by 2-body methods, which were described in Chap. 4. This is the subject of this section.

Combining Theorem 6.8.2 with the methods of Chap. 4, we obtain the following theorem, which is the main result of this chapter. This theorem describes the existence and completeness of modified wave operators in the long-range case.

**Theorem 6.15.1**

*Assume (6.1.1). Suppose that \( \mu = \sqrt{3} - 1 \) and*

\[ v^b(x^b) = v^b_u(x^b) + v^b_r(x^b), \quad b \in \mathcal{B}, \]

\[ \int_0^\infty \left\| v^b_u(x^b) \right\|_{1, \infty}[\left\| \frac{\partial}{\partial x^b} \right\|_{1, \infty}[\frac{|x^b|}{R}]](1 - \Delta^b)^{-1} \left\| \frac{x^b}{R} \right\|^{\nu} dR < \infty, \quad b \in \mathcal{B}, \quad (6.15.1) \]

\[ \int_0^\infty \left\| \frac{\partial}{\partial x^b} v^b_r(x^b) \right\|_{1, \infty}[\left\| \frac{|x^b|}{R} \right\|] (1 - \Delta^b)^{-1} \left\| \frac{x^b}{R} \right\|^{\nu} dR < \infty, \quad |\alpha| = 1, \quad b \in \mathcal{B}. \]

*Let \( a \in \mathcal{A} \) and*
Then there exist
\[
\begin{align*}
\lim_{t \to \infty} e^{itH} e^{-iS_a(t, D_a) - iH a} \mathbb{1}^{pp}(H^a),
\lim_{t \to \infty} e^{is_a(t, D_a) + uh a} e^{-uH a} \mathbb{1}^{z_a}(P^+).
\end{align*}
\]
(6.15.2)
(6.15.3)

If we denote (6.15.2) with \( \Omega^+_{ir, a} \), then (6.15.3) equals \( \Omega^{++}_{ir, a} \). The operator \( \Omega^+_{ir, a} \) is a partial isometry such that
\[
\begin{align*}
\Omega^{+*}_{ir, a} \Omega^+_{ir, a} &= \mathbb{1}^{pp}(H^a),
\Omega^{+*}_{ir, a} \Omega^{++}_{ir, a} &= \mathbb{1}^{z_a}(P^+),
\Omega^+_{ir, a} H_a &= H \Omega^+_{ir, a},
\Omega^+_{ir, a} D_a &= P^+ \Omega^+_{ir, a}.
\end{align*}
\]

Remark. Clearly, \( \text{Ran} \Omega^+_{ir, a} = \text{Ran} \mathbb{1}^{z_a}(P^+) \). Hence
\[
L^2(X) = \sum_{a \in \mathcal{A}} \text{Ran} \Omega^+_{ir, a}.
\]
(6.15.4)

This property is called asymptotic completeness for long-range systems.

Before we prove this theorem, let us describe how it can be generalized to slower decaying potentials. Such a generalization involves two additional difficulties.

First, the Dollard modifiers that we used in (6.15.2) and (6.15.3) may be insufficient and we may be forced to use different modifiers. In the two-body case, we had an analogous problem and we know how to handle it.

The second problem is more serious. For slower decaying potentials, the asymptotic completeness and the existence of wave operators may not hold on the whole Hilbert space, but may be valid only on a certain subspace. Therefore, we will have to insert additional projections \( Q^+_a \) and \( Q^+_{a, 0} \) to get the existence of appropriate limits.

In the free channel \( a_{\min} \), we do not have problems with the existence and completeness of modified wave operators, even for \( \mu = 0 \). This fact we describe in the theorem below. It is an extension of the results of Sect. 4.7 to \( N \)-body Hamiltonians. It will be convenient to state this fact as the property of the family of Hamiltonians
\[
h_a = \frac{1}{2} B_a^2 + I_a(x_a).
\]
They are many-body Hamiltonians whose configuration space equals \( X_a \) and hence their free region equals \( Z_a \). The modifiers \( S_a(t, \xi_a) \) that we will obtain in this way will be used afterwards for modified wave operators of \( H \) corresponding to various \( a \in \mathcal{A} \).

**Theorem 6.15.2**

Assume that \( V(x) \) satisfies the hypotheses of Theorem 6.6.1 and
\[ v^a(x^a) = v^a_s(x^a) + v^a_q(x^a), \quad a \in \mathcal{A}, \]

\[ \int_0^\infty \left( (1 - \Delta^a)^{-1/2} v^a(x^a) 1_{|x^a|} \right) (1 - \Delta^a)^{-1} \, dR < \infty, \quad a \in \mathcal{A}, \quad (6.15.5) \]

\[ \int_0^\infty \left| \mathcal{P}_a v^a(x^a) 1_{|x^a|} \right| \, dR < \infty, \quad a \in \mathcal{A}, \quad |\alpha| = 1, 2. \]

Then for all \( a \in \mathcal{A} \), there exists a function

\[ \mathbb{R} \times X_a \ni (t, \xi_a) \mapsto \tilde{S}_a(t, \xi_a) \in \mathbb{R} \]

such that the following limits exist:

\[ s- \lim_{t \to \infty} e^{it \mathcal{H}_a} e^{-i \tilde{S}_a(t, D_a)}, \quad (6.15.6) \]

\[ s- \lim_{t \to \infty} e^{i \tilde{S}_a(t, D_a)} e^{-it \mathcal{H}_a} 1_{Z_a}(p^+_a). \quad (6.15.7) \]

If we call (6.15.6) \( \omega_{\mathcal{H}, a}^+ \), then (6.15.7) equals \( \omega_{\mathcal{H}, a}^{++} \), and

\[ \omega_{\mathcal{H}, a}^{++} \omega_{\mathcal{H}, a}^+ = 1, \quad \omega_{\mathcal{H}, a}^+ \omega_{\mathcal{H}, a}^{++} = 1_{Z_a}(p^+_a), \]

\[ \omega_{\mathcal{H}, a}^+ D_a = p^+_a \omega_{\mathcal{H}, a}^+, \quad \omega_{\mathcal{H}, a}^{++} \frac{1}{2} D_a^2 = h_a \omega_{\mathcal{H}, a}^+. \]

We will see later that the functions \( \tilde{S}_a(t, \xi_a) \) can be used to construct modified wave operators for the full Hamiltonian \( \mathcal{H} \).

Combining Theorem 6.15.2 with Proposition 6.8.6 and 6.10.1 about asymptotic separation, we obtain the following theorem. It says that even with \( \mu \geq 0 \) we can define modified wave operators for bound states with a sufficient decay.

**Theorem 6.15.3**

*Assume the hypotheses of Theorem 6.15.2. Let \( Q^+_a \) be defined as in Definition 6.8.5. Then for all \( a \in \mathcal{A} \), there exists*

\[ s- \lim_{t \to \infty} e^{i \tilde{S}_a(t, D_a)} e^{-it \mathcal{H}_a} 1_{Z_a}(P^+). \quad (6.15.8) \]

*Let us denote the orthogonal projection onto the range of (6.15.8) by \( Q^+_{a, 0} \). Then there exists*

\[ s- \lim_{t \to \infty} e^{it \mathcal{H}_a} e^{-i \tilde{S}_a(t, D_a)} Q^+_{a, 0}. \quad (6.15.9) \]

*If we call (6.15.8) \( \Omega^+_{\mathcal{H}, a} \), then (6.15.9) equals \( \Omega^+_{\mathcal{H}, a}^{++} \). The operator \( \Omega^+_{\mathcal{H}, a} \) is a partial isometry satisfying*

\[ \Omega^+_{\mathcal{H}, a} \Omega^+_{\mathcal{H}, a}^* = Q^+_{a, 0} 1_{Z_a}(P^+) \leq 1_{Z_a}(P^+), \quad \Omega^+_{\mathcal{H}, a}^* \Omega^+_{\mathcal{H}, a} = Q^+_{a, 0} \leq 1_{pp}(H_a), \]

\[ \Omega^+_{\mathcal{H}, a} H_a = H \Omega^+_{\mathcal{H}, a}, \quad \Omega^+_{\mathcal{H}, a} D_a = D_a^+ \Omega^+_{\mathcal{H}, a}. \]

*Moreover,*

\[ L^2(X_a) \otimes 1_{pp \setminus \mathcal{T}_a}(H_a) \leq L^2(X_a) \otimes 1_{reg \setminus \mathcal{T}_a}(H_a) \leq Q^+_{a, 0}. \]
where $\Pi_{\text{reg}}^p(H^a)$ was defined in Theorem 6.10.1 (ii).

The rest of this section is devoted to the proof of Theorem 6.15.2. Let us first explain how to construct the functions $\tilde{S}_a(t, \xi_a)$.

**Proposition 6.15.4**

Let $b^b(x^b)$ for $b \in \mathcal{B}$ satisfy the assumption (6.15.5) of Theorem 6.15.2. Let $j_a \in C_0^\infty(X_a)$ be a cutoff function with
\[
\int j_a(y_a)dy_a = 1, \quad \int y_a j(y_a)dy_a = 0,
\]
and let
\[
\tilde{I}_a(t, x_a) = \int I_a(x_a + ty_a)j(y_a)dy_a.
\]

Then there exist a function $\tilde{S}_a(t, \xi_a)$ that satisfies the following properties:

(i) For every $\epsilon > 0$, there exists $T_\epsilon$ such that
\[
\partial_t \tilde{S}_a(t, \xi_a) = \frac{1}{2}\xi_a^2 + \tilde{I}_a(t, \nabla_{\xi_a} \tilde{S}_a(t, \xi_a)), \quad t > T_\epsilon, \xi_a \in Z_a^\epsilon.
\]

(ii) For every $\epsilon > 0$,
\[
\left| \partial_{\xi_a}^\beta \left( \tilde{S}_a(t, \xi_a) - \frac{1}{2}t\xi_a^2 \right) \right| \leq o(t), \quad |\beta| = 1, 2, \quad \xi_a \in Z_a^\epsilon,
\]
\[
\left| \partial_{\xi_a}^\beta \left( \tilde{S}_a(t, \xi_a) - \frac{1}{2}t\xi_a^2 \right) \right| \leq o \left( t^{|\beta|} \right), \quad |\beta| \geq 2, \quad \xi_a \in Z_a^\epsilon.
\]

**Proof.** The proof consists in combining the arguments indicated in the proof of Proposition 4.7.3 and those of Theorem 5.8.2. □

**Proof of Theorem 6.15.2.** The proof of Theorem 6.15.2 is very similar to the proof of Theorem 4.7.1, so we will only describe its main points. Let us fix a compact set $\Theta \subset Z_a$ and repeat the construction in Sect. 6.9 with $h_a$ as our $N$–particle Hamiltonian. More precisely, we fix a cutoff function $\tilde{j}_a \in C_0^\infty(Z_a)$ such that $\tilde{j}_a \equiv 1$ on a neighborhood of $\Theta$, and also $x_0 \in \Theta$. We set
\[
\tilde{I}_a(t, x_a) := (I_{h_a}(x_a) - I_{h_a}(t, tx_0)) \tilde{j}_a \left( \frac{x_a}{t} \right) + I_{h_a}(tx_0).
\]

Let us denote by $\tilde{u}_a(t,s)$ the dynamics generated by
\[
\tilde{h}_a(t) := \frac{1}{2}D_a^2 + \tilde{I}_a(t, x_a).
\]

and by $p_a^+$ the corresponding asymptotic velocity. Then $e^{-ith_a}$ is asymptotic to $\tilde{u}_a(t,s)$ on $\Theta$.

Applying the results in Sect. 4.7, we obtain the existence of the limits
\[ s- \lim_{t \to \infty} \tilde{u}_a(0, t) e^{-iS_a(t,D_a)} 1_\Theta(D_a) =: \tilde{\omega}^+_a, \]
\[ s- \lim_{t \to \infty} e^{iS_a(t,D_a)} \tilde{u}_a(t, 0) 1_\Theta(\tilde{\rho}^+_a) = \tilde{\omega}^+_a, \]

such that
\[ \tilde{\omega}^{++}_a 1_\Theta(\tilde{\rho}^+_a) = 1_\Theta(D_a), \quad \tilde{\omega}^+_a 1_\Theta(\tilde{\rho}^+_a) = 1_\Theta(\tilde{\rho}^+_a), \]
\[ \tilde{\rho}^+_a \tilde{\omega}^+_a = \tilde{\omega}^+_a D_a. \]

Thus the theorem follows by the chain rule. \(\square\)

**Proof of Theorem 6.15.1.** We proceed similarly as above, except that we use the results of Section 3.6 about the existence of the Dollard wave operators, instead of the results of Sect. 4.7. \(\square\)
6. Quantum N-Body Hamiltonians
A. Miscellaneous Results in Real Analysis

A.1 Some Inequalities

First let us recall the well-known Gronwall inequality.

Proposition A.1.1
Suppose that $f(t)$, $g(t)$ and $\alpha(t)$ are nonnegative functions on $[0, \infty]$. Suppose that $\alpha(t)$ satisfies the following inequality:

$$\alpha(t) \leq \int_0^t (f(u)\alpha(u) + g(u)) \mathrm{d}u.$$  \hspace{1cm} (A.1.1)

Then

$$\alpha(t) \leq \exp \left( \int_0^t f(u) \mathrm{d}u \right) \int_0^t g(u) \mathrm{d}u.$$  \hspace{1cm} (A.1.2)

Proof. Set

$$v(t) = \int_s^t g(u) \exp \left( \int_u^t f(u) \mathrm{d}u \right) \mathrm{d}u.$$  

Then

$$v(t) \leq \exp \left( \int_0^t f(u) \mathrm{d}u \right) \int_0^t g(u) \mathrm{d}u.$$  \hspace{1cm} (A.1.3)

Moreover, $v(t)$ solves the following differential equation:

$$\begin{cases}
\frac{\mathrm{d}}{\mathrm{d}t} v(t) = f(t)v(t) + g(t), \\
v(s) = 0.
\end{cases}$$

Hence it also solves the integral equation

$$v(t) = \int_s^t (f(u)v(u) + g(u)) \mathrm{d}u.$$  \hspace{1cm} (A.1.4)

By subtracting (A.1.1) from (A.1.4), we obtain

$$v(t) - \alpha(t) \geq \int_s^t (v(u) - \alpha(u)) f(u) \mathrm{d}u.$$  \hspace{1cm} (A.1.5)

Next we put
\[
n(t) := \exp \left( -\int_s^t f(u) du \right) \int_s^t (v(u) - z(u)) f(u) du.
\]

It satisfies
\[
\begin{aligned}
\frac{d}{dt} n(t) &\geq 0, \\
n(s) &\equiv 0.
\end{aligned}
\]

Therefore, \( n(t) \geq 0 \) for \( t \geq s \). Hence,
\[
v(t) - z(t) \geq n(t) \geq 0.
\]

This together with (A.1.3) implies (A.1.2). \( \square \)

Next we describe a Gronwall-type lemma for solutions of second order differential inequalities.

**Lemma A.1.2**

Let \( f, g \) be two positive functions such that \( \langle t \rangle f(t), \langle t \rangle g(t) \in \mathcal{L}^1(dt) \). Let the function \( x(t) \in \mathcal{C}^{1,1}([0, \infty], X) \) be such that
\[
\begin{aligned}
|\ddot{x}(t)| &\leq f(t) |x(t)| + g(t), \\
\lim_{t \to \infty} \tilde{x}(t) &\equiv 0.
\end{aligned}
\]  

(A.1.6)

Then the following is true:

(i) The limit
\[
\lim_{t \to \infty} x(t)
\]

exists.

(ii) For a sufficiently large time \( T \), there exists a unique bounded function \( z(t) \) that solves the following problem:
\[
\begin{aligned}
\ddot{z}(t) + f(t) z(t) + g(t) &= 0, \\
\lim_{t \to \infty} \tilde{z}(t) &\equiv 0, \\
& z(T) = |x(T)|.
\end{aligned}
\]  

(A.1.7)

(iii) One has
\[
|x(t)| \leq z(t), \quad t \geq T.
\]

**Proof.** Define
\[
r_T(t) := |x(T)| + \int_t^T (s - T) g(s) ds + (t - T) \int_t^\infty g(s) ds,
\]
\[
\mathcal{P}_T z(t) := \int_t^T (s - T) f(s) z(s) ds + (t - T) \int_t^\infty f(s) z(s) ds.
\]

Then it is easy to see that \( \mathcal{P}_T \) is bounded on the Banach spaces \( Z_T^0 \) and \( Z_T^1 \) defined in Sect. 1.1. In both cases, the norm of \( \mathcal{P}_T \) equals
\[ \int_T^\infty (t-T)f(t)dt. \]

Moreover, \( \mathcal{P}_T \) maps nonnegative functions into nonnegative functions.

Next note that we can rewrite the problem (A.1.7) in the form

\[ z = r_T + \mathcal{P}_T z. \quad (A.1.8) \]

Clearly, \( r_T \in Z_T^0 \) and, for \( T \) large enough, the norm of \( \mathcal{P}_T \) is less than 1. We fix such a \( T \). For this \( T \), the problem (A.1.8) has a unique solution

\[ z = (1 - \mathcal{P})^{-1} r_T \in Z_T^0. \]

This ends the proof of \((\overline{u}).\)

Let us now compute

\[ \frac{d}{dt} |\dot{x}(t)| \leq |\dot{x}(t)| \leq f(t)|x(t)| + g(t), \]

which implies

\[ |\dot{x}(t)| \leq \int_t^\infty (f(s)|x(s)| + g(s))ds. \quad (A.1.9) \]

Integrating (A.1.9), we obtain

\[ |x(t)| - |x(T)| \leq \int_T^T (s-T)(f(s)|x(s)| + g(s))ds \]
\[ + (t-T) \int_T^\infty (f(s)|x(s)| + g(s))ds. \quad (A.1.10) \]

We can rewrite (A.1.10) as

\[ |x| \leq r_T + \mathcal{P}_T |x|, \quad (A.1.11) \]

Let us now set

\[ x_1(t) := z(t) - |x(t)|. \]

Note that \( x_1(t) \in Z_T^1 \). By (A.1.11) and (A.1.8), we have

\[ x_1(t) \geq \mathcal{P}_T x_1(t). \]

We also set

\[ y(t) := x_1(t) - \mathcal{P}_T x_1(t). \]

This is non-negative and belongs to \( Z_T^1 \).

Because \( \| \mathcal{P}_T \| < 1 \) on \( Z_T^1 \), we can write

\[ x_1 = (1 - \mathcal{P}_T)^{-1} y = \sum_{n=0}^\infty \mathcal{P}_T^n y. \]

This is nonnegative, because \( \mathcal{P}_T \) preserves the positivity. Therefore

\[ |x(t)| \leq z(t). \]
This completes the proof of (iii).

Using the fact that \( x(t) \) is bounded and that \( \{f(t), \langle g(t) \rangle \} \in L^1(\mathbb{R}) \), we finally deduce from (A.16) that \( |\tilde{x}(t)| \in L^1(\mathbb{R}) \), which proves that \( x(t) \) has a limit at \( \infty \). \( \square \)

Next we would like to present a very simple lemma on decreasing functions.

**Lemma A.1.3**

Let \( \mathbb{R}^+ \ni s \mapsto f(s) \) be a positive decreasing function and \( n > -1 \) such that

\[
\int_0^\infty s^n f(s) \, ds < \infty. \tag{A.1.12}
\]

Then,

\[
\lim_{t \to \infty} t^{n+1} f(t) = 0, \tag{A.1.13}
\]

\[
\sup_{t \geq 0} \int_t^{t+r} s^{n+1} f(s) \, ds \in o(r). \tag{A.1.14}
\]

**Proof.** We have

\[
\int_0^t s^n f(s) \, ds = \frac{t^{n+1}}{n+1} f(t) - \int_0^t \frac{s^{n+1}}{n+1} f'(s) \, ds. \tag{A.1.15}
\]

where \(-f'(s)\,ds\) is a positive measure. Since \( f \) is positive, we deduce from (A.1.15) that \(-\int_0^t s^{n+1} f'(s) \, ds\) is a bounded function. Obviously, it is increasing, hence it tends to a limit when \( t \) tends to \( \infty \). Therefore \( t^{n+1} f(t) \) also has a limit at \( \infty \), which can only be 0 by (A.1.12).

To prove (A.1.14), we note that

\[
\sup_{0 \leq t \leq r} \frac{1}{r} \int_t^{t+r} s^{n+1} f(s) \, ds \leq \int_0^{2r} \frac{s^{n+1}}{r} f(s) \, ds
\]

goes to zero as \( r \to \infty \) by Lebesgue’s theorem, and

\[
\sup_{r \geq t} \frac{1}{r} \int_t^{t+r} s^{n+1} f(s) \, ds \leq \sup_{t \geq r} t^{n+1} f(t)
\]

goes to zero by (A.1.13). \( \square \)

**A.2 The Fixed Point Theorem**

In this appendix we describe some well-known facts related to the fixed point theorem, which are useful in proofs of the existence of solutions of differential equations. We start with the fixed point theorem itself, sometimes called Banach’s principle.
Theorem A.2.1
Suppose that \((Z,d)\) is a complete metric space and \(\mathcal{P} : Z \to Z\) is a contraction, that is, there exists \(q < 1\) such that, for any \(z, z' \in Z\),
\[
d(\mathcal{P}(z), \mathcal{P}(z')) \leq qd(z, z').
\]
Then there exists a unique \(z \in Z\) such that
\[
z = \mathcal{P}(z). \tag{A.2.1}
\]

Proof. Let \(z_0\) be an arbitrary element of \(Z\). Set \(z_n := \mathcal{P}^n(z_0)\). We easily verify that if \(j < k\), then
\[
d(z_j, z_k) \leq (1 - q)^{k-j}q^{j}d(z_0, z_1).
\]
Hence the sequence \(z_n\) is Cauchy. We easily check that its limit satisfies (A.2.1) and that two distinct fixed points of (A.2.1) cannot exist.

If the map \(\mathcal{P}\) depends continuously on parameters then so does the solution of the fixed point equation (A.2.1). This fact follows from the following proposition.

Proposition A.2.2
Suppose that \((Z,d)\) is a complete metric space, \(X\) is a topological space, \(\mathcal{P} : X \times Z \to Z\) is a map that satisfies the following two properties:
(i) for any \(x_0 \in X\), there exists a neighborhood \(U\) of \(x_0\) and \(q < 1\) such that, for all \(x \in U\) and \(z, z' \in Z\),
\[
d(\mathcal{P}(x, z), \mathcal{P}(x, z')) \leq qd(z, z');
\]
(ii) for any \(z \in Z\), the function
\[
X \ni x \mapsto \mathcal{P}(x, z) \in Z
\]
is continuous.

Let \(z(x)\) be the solution of the fixed point equation
\[
\mathcal{P}(x, z(x)) = z(x).
\]
Then the function
\[
X \ni x \mapsto z(x) \in Z
\]
is continuous.

Proof. Fix \(x_0 \in X\). For any \(\epsilon > 0\), we will find a neighborhood \(U\) of \(x_0\) and \(q < 1\) such that, for any \(x \in U\) and \(z, z' \in Z\),
\[
d(\mathcal{P}(x, z)), \mathcal{P}(x, z')) \leq qd(z, z')
\]
and
\[ d(\mathcal{P}(x_0, z(x_0)), \mathcal{P}(x, z(x_0))) \leq \epsilon. \]
Then
\[
d(z(x_0), z(x)) = d(\mathcal{P}(x_0, z(x_0)), \mathcal{P}(x, z(x))) \\
\leq d(\mathcal{P}(x_0, z(x_0)), \mathcal{P}(x, z(x_0))) + d(\mathcal{P}(x, z(x_0)), \mathcal{P}(x, z(x))) \\
\leq \epsilon + qd(z(x_0), z(x)).
\]
Hence
\[
d(z(x_0), z(x)) \leq (1 - q)^{-1} \epsilon.
\]
This clearly implies the continuity of \( z(x) \). \( \square \)

Let us now state the following simple criterion for the contractivity of a map that follows immediately from the mean value theorem.

**Proposition A.2.3**

Let \( Z \) be a Banach space and \( U \) a convex subset of \( Z \). Suppose that \( \mathcal{P} : U \to U \) is a map such that, for any \( z \in U \),
\[ \| \nabla_z \mathcal{P}(z) \| \leq q < 1. \]
Then \( \mathcal{P} \) is a contraction.

As an application of the fixed point theorem, let us state the following theorem about the existence of the solution of the Cauchy problem for ordinary differential equations.

**Proposition A.2.4**

Let \( X \) be a Banach space. Suppose that a measurable function
\[ \quad [T_1, T_2] \times X \ni (t, x) \mapsto f(t, x) \in X \]
satisfies the following estimates
\[ \int_{T_1}^{T_2} |f(t, 0)| \, dt < \infty, \quad (A.2.2) \]
\[ \int_{T_1}^{T_2} \| \nabla_x f(t, \cdot) \|_\infty \, dt < \infty. \quad (A.2.3) \]
Then for any \( (s, y) \in [T_1, T_2] \times X \), there exists a unique solution
\[ \quad [T_1, T_2] \ni t \mapsto x(t, s, y) \in X \]
of the problem
\[
\begin{aligned}
\partial_t x(t, s, y) &= f(t, x(t, s, y)), \\
x(s, s, y) &= y.
\end{aligned} \quad (A.2.4)
\]
Moreover,
\[ |\nabla_y x(t, s, y)| \leq C. \tag{A.2.5} \]

**Proof.** For any \((s, y) \in [T_1, T_2] \times X\), we set
\[ z(t) := x(t, s, y) - y \]
and define
\[ \mathcal{P}(z)(t) := \int_s^t f(u, y + z(u))du. \]
Note that \(z(t)\) satisfies the equation
\[ z = \mathcal{P}(z). \tag{A.2.6} \]
If \(T > 0\) is such that \([s - T, s + T] \subset [T_1, T_2]\), we consider the Banach space \(C([s - T, s + T], X)\) with the supremum norm. Note that \(\mathcal{P}\) maps this space into itself. In fact, from (A.2.2) and (A.2.3) it follows that, for any \(C\),
\[ \int_{T_1}^{T_2} \sup_{|x| \leq C} |f(u, x)|du \leq \int_{T_1}^{T_2} |f(u, 0)|du + C \int_{T_1}^{T_2} \|\nabla_x f(u, \cdot)\|_\infty du < \infty. \]
Next let us compute the derivative of \(\mathcal{P}\) with respect to \(z\):
\[ \nabla_z \mathcal{P}(z)v(t) = \int_s^t \nabla_x f(u, y + z(u))v(u)du. \]
Therefore on \(C([s - T, s + T], X)\) we have
\[ \|\nabla_z \mathcal{P}(z)\| \leq \int_{s - T}^{s + T} \|\nabla_x f(u, \cdot)\|_\infty du. \tag{A.2.7} \]
Clearly, (A.2.7) goes to zero as \(T \to 0\). Therefore, for small enough \(T\), the map \(\mathcal{P}\) is contractive. Hence, for small enough \(T\), there exists a unique solution of (A.2.6) in \(C([s - T, s + T], X)\). This is equivalent to the existence and uniqueness of the solution of (A.2.4) on \([s - T, s + T]\). In a finite number of steps, we can extend this solution on the whole \([T_1, T_2]\).

Next we note that
\[ \nabla_y \mathcal{P}(z)(t) = \int_s^t \nabla_x f(u, y + z(u))du. \tag{A.2.8} \]
Therefore, \(\nabla_y \mathcal{P}(z)\) is bounded and
\[ \nabla_y z = (1 - \nabla_z \mathcal{P}(z))^{-1} \nabla_y \mathcal{P}(z) \]
implies the boundedness of \(\nabla_y z(s)\) for \(t \in [s - T, s + T]\). Hence (A.2.5) is true for \(t \in [s - T, s + T]\). By applying the chain rule a finite number of times, we obtain (A.2.5) on the whole \([T_1, T_2]\). \(\square\)

Let us remark that the choice of 0 in (A.2.2) is completely arbitrary. If we replace 0 with any \(x_0 \in X\), then we obtain an equivalent set of conditions.
A.3 The Hamilton-Jacobi Equation

In this appendix we recall some rather standard facts about the Hamilton-Jacobi equation.

First of all, we will study the existence of solutions $S(t, \xi)$ of the time-dependent Hamilton-Jacobi equation with given initial conditions in a certain open subset. Such initial conditions determine a solution inside a certain “tube”. This solution can be computed from a well-known formula that involves the action integral along certain trajectories.

We will also study the solution $S(t_1, t_2, x, \xi)$ of the Hamilton-Jacobi equation naturally associated with the parametrization of trajectories by the initial position and the final momentum. This solution satisfies two different Hamilton-Jacobi equations – with respect to $x$ and with respect to $\xi$. It appears naturally in the semi-classical approximation of the quantum evolution. It is also useful in quantum scattering theory. (For more information on Hamilton-Jacobi equations, we refer the reader for example to [FM]).

We will consider in this appendix a time-dependent Hamiltonian $h(t, x, \xi)$ on $X \times X'$ defined for $t \in [T_1, T_2]$. We will assume that the function $h(t, x, \xi)$ is measurable and satisfies

$$\int_{T_1}^{T_2} |\partial_x^\alpha \partial_\xi^\beta h(t, 0, 0)| dt < \infty, \quad |\alpha| + |\beta| = 1,$$

$$\int_{T_1}^{T_2} ||\partial_x^\alpha \partial_\xi^\beta h(t, \cdot, \cdot)||_{\infty} dt < \infty, \quad |\alpha| + |\beta| = 2.$$  \hfill (A.3.1)

Note that if $V(t, x)$ is a measurable function that satisfies

$$\int_{T_1}^{T_2} |\partial_x^\alpha V(t, 0)| dt < \infty, \quad |\alpha| = 1,$$

$$\int_{T_1}^{T_2} ||\partial_x^\alpha V(t, \cdot)||_{\infty} dt < \infty, \quad |\alpha| = 2,$$

then

$$h(t, x, \xi) = \frac{1}{2} \xi^2 + V(t, x)$$

satisfies (A.3.1).

It follows by Proposition A.2.4 that conditions (A.3.1) guarantee the existence of solutions of the Hamilton equations

$$\begin{align*}
\partial_t x(t, s, y, \eta) &= \nabla_x h(t, x(t, s, y, \eta), \xi(t, s, y, \eta)), \\
\partial_t \xi(t, s, y, \eta) &= -\nabla_{\xi} h(t, x(t, s, y, \eta), \xi(t, s, y, \eta)), \quad \text{(A.3.3)} \\
x(s, s, y, \eta) &= y, \quad \xi(s, s, y, \eta) = \eta.
\end{align*}$$

We denote by $\phi(t, s)$ the flow generated by $h(t, x, \xi)$, which is defined by

$$\phi(t, s)(y, \eta) = (x(t, s, y, \eta), \xi(t, s, y, \eta)).$$

We are now going to describe how to solve the Hamilton-Jacobi equation with given initial conditions.
Theorem A.3.1
Suppose that \( s \in [T_1, T_2] \) and \( \Theta_s \) is an open subset in \( X' \). Let \( \psi \in C^{1,1}(\Theta_s) \). Denote, for shortness,
\[
\begin{align*}
   x(t, \eta) &:= x(t, s, \nabla_\eta \psi(\eta), \eta), \\
   \xi(t, \eta) &:= \xi(t, s, \nabla_\eta \psi(\eta), \eta).
\end{align*}
\]
For \( t \in [T_1, T_2] \), we set
\[
\Theta_t := \{ \xi(t, \eta) \in X' \mid \eta \in \Theta_s \}
\]
and
\[
\Theta := \{ (t, \xi) \in [T_1, T_2] \times X' \mid \xi \in \Theta_t \}.
\]
Suppose that, for \( t \in [T_1, T_2] \), the mapping
\[
\Theta_s \ni \eta \mapsto \xi(t, \eta) \in \Theta_t \tag{A.3.4}
\]
is bijective and denote by \( \eta(t, \xi) \) its inverse. Assume also that
\[
\nabla_\xi \eta(t, \xi) \in L^\infty_{\text{loc}}(\Theta). \tag{A.3.5}
\]
Then there exists a unique function
\[
\Theta \ni (t, \xi) \mapsto S(t, \xi) \in \mathbb{R}
\]
that solves the Hamilton-Jacobi equation
\[
\begin{align*}
   \partial_t S(t, \xi) &= h(t, \nabla_\xi S(t, \xi), \xi), \\
   S(s, \xi) &= \psi(\xi)
\end{align*}
\tag{A.3.6}
\]
and satisfies \( \nabla_\xi^2 S \in L^\infty_{\text{loc}}(\Theta) \). The solution \( S(t, \xi) \) is equal to
\[
S(t, \xi) := Q(t, \eta(t, \xi)), \tag{A.3.7}
\]
where
\[
Q(t, \eta) := \psi(\eta) + \int_s^t (h(u, x(u, \eta), \xi(u, \eta)) + \langle x(u, \eta), \partial_u \xi(u, \eta) \rangle) du. \tag{A.3.8}
\]
Moreover,
\[
\nabla_\xi S(t, \xi) = x(t, \eta(t, \xi)). \tag{A.3.9}
\]

Remark. The condition (A.3.4) saying that the mapping \( \eta \mapsto \xi(t, \eta) \) is invertible is, of course, the familiar condition of the absence of caustics. Namely, if \( A_s \) denotes the Lagrangian manifold \( \{ (y, \eta) \mid y = \nabla_\eta \psi(\eta), \ \eta \in \Theta_s \} \), then the condition that (A.3.4) is bijective means that, for \( t \in [T_1, T_2] \), the Lagrangian
manifold $A_t := \phi(t, s) A_s$ projects bijectively on the $\xi$ variables, which implies that no caustics appear in the time evolution of $A_s$.

**Proof.** We first observe that, by shrinking a little the open sets $\Theta_s$ and $\Theta$, we may assume that $\nabla^2_\xi \psi$ and $\nabla_\xi \eta$ are uniformly bounded. Let us first prove that solutions of (A.3.6) such that $\nabla^2_\xi S \in L^\infty(\Theta)$ are unique.

Let $\tilde{S}(t, \xi)$ be a solution of (A.3.6). We fix $\eta \in \Theta_s$ and compute:

$$\frac{d}{dt}(\nabla_\xi \tilde{S}(t, \xi(t, \eta)) - x(t, \eta))$$

$$= \nabla^2_\xi \tilde{S}(t, \xi(t, \eta))(\nabla_x h(t, \nabla_\xi \tilde{S}(t, \xi(t, \eta)), \xi(t, \eta)) - \nabla_x h(t, x(t, \eta), \xi(t, \eta)))$$

$$+ \nabla_\xi h(t, \nabla_\xi \tilde{S}(t, \xi(t, \eta)), \xi(t, \eta)) - \nabla_\xi h(t, x(t, \eta), \xi(t, \eta)).$$

Set

$$k(t) := \nabla_\xi \tilde{S}(t, \xi(t, \eta)) - x(t, \eta).$$

Then

$$\frac{d}{dt}|k(t)| \leq \left| \frac{d}{dt} k(t) \right|$$

$$\leq \left( \sup_{\xi \in \Theta_s} |\nabla^2_\xi \tilde{S}(t, \xi)| + 1 \right) ||\nabla^2_x h(t, \cdot, \cdot)||_{\infty}|k(t)| = f(t)|k(t)|,$$

where $f(t)$ is integrable. Thus

$$|k(t)| \leq |k(s)| + \int^t_s f(u) du.$$

But $k(s) = 0$. Therefore $k(t) = 0$ for all $t \in [T_1, T_2]$, which proves that

$$\nabla_\xi \tilde{S}(t, \xi) = x(t, \eta(t, \xi)).$$

(A.3.10)

We consider now the quantity $\tilde{S}(t, \xi(t, \eta))$, and compute its derivative with respect to $t$. Using (A.3.10), we get

$$\frac{d}{dt}\tilde{S}(t, \xi(t, \eta))$$

$$= \partial_t \tilde{S}(t, \xi(t, \eta)) + \langle \nabla_\xi \tilde{S}(t, \xi(t, \eta)), \partial_t \xi(t, \eta) \rangle$$

(A.3.11)

$$= h(t, x(t, \eta), \xi(t, \eta)) + \langle x(t, \eta), \partial_t \xi(t, \eta) \rangle.$$

Integrating (A.3.11) between $t_0$ and $t$, we obtain

$$\tilde{S}(t, \xi(t, \eta)) = \tilde{Q}(t, \eta),$$

which shows that

$$\tilde{S}(t, \xi) = Q(t, \eta(t, \xi)) = S(t, \xi).$$

This proves the uniqueness part of the theorem.

Let us now prove that $S(t, \xi)$ defined by (A.3.7) satisfies (A.3.9). To this end, we remark that, using the equations of motion, we obtain
\[ \partial_t \nabla_{\eta} Q(t, \eta) = \langle \nabla_x h(t, x(t, \eta), \xi(t, \eta)), \nabla_{\eta} x(t, \eta) \rangle \\
+ \langle \nabla_{\eta} h(t, x(t, \eta), \xi(t, \eta)), \nabla_{\eta} \xi(t, \eta) \rangle \\
+ \langle \nabla_{\eta} x(t, \eta), \partial_t \xi(t, \eta) \rangle + \langle x(t, \eta), \partial_t \nabla_{\eta} \xi(t, \eta) \rangle \]  
(A.3.12)

Clearly,
\[ \nabla_{\eta} Q(s, \eta) = \nabla_{\eta} \psi(\eta) = \langle \nabla_{\eta} \psi(\eta), \nabla_{\eta} \xi(s, \eta) \rangle. \]  
(A.3.13)

Now (A.3.12) and (A.3.13) imply
\[ \nabla_{\eta} Q(t, \eta) = \langle x(t, \eta), \nabla_{\eta} \xi(t, \eta) \rangle. \]  
(A.3.14)

Moreover, we have
\[ \nabla_{t} S(t, \xi) = \langle \nabla_{\eta} Q(t, \eta(t, \xi)), \nabla_{\xi} \eta(t, \xi) \rangle. \]  
(A.3.15)

The identities (A.3.14) and (A.3.15) imply (A.3.9).

Let us now prove that \( S(t, \xi) \) solves the Hamilton-Jacobi equation. We have
\[ \partial_t Q(t, \eta) = h(t, x(t, \eta), \xi(t, \eta)) + \langle x(t, \eta), \partial_t \xi(t, \eta) \rangle. \]  
(A.3.16)

Using (A.3.7), and then (A.3.9), we obtain
\[ \partial_t Q(t, \eta) = \partial_t S(t, \xi(t, \eta)) + \langle \nabla_{t} S(t, \xi(t, \eta)), \partial_t \xi(t, \eta) \rangle \\
= \partial_t S(t, \xi(t, \eta)) + \langle x(t, \eta), \partial_t \xi(t, \eta) \rangle. \]  
(A.3.17)

By comparing (A.3.16) and (A.3.17), we see that \( S(t, \xi) \) solves the Hamilton-Jacobi equation. \( \square \)

It will be convenient to state a variant of the above theorem with the interchanged role of the variables \( x \) and \( \xi \).

**Theorem A.3.2**

Suppose that \( s \in [T_1, T_2] \) and \( \Theta_s \) is an open subset in \( X \). Let \( \psi \in C^{1,1}(\Theta_s) \).
Denote, for shortness,
\[ x(t, y) := x(t, s, y, \nabla_y \psi(y)), \]
\[ \xi(t, y) := \xi(t, s, y, \nabla_y \psi(y)). \]

For \( t \in [T_1, T_2] \), set
\[ \Theta_t := \{x(t, y) \in X | y \in \Theta_s\}, \]
and
\[ \Theta := \{(t, x) \in [T_1, T_2] \times X | x \in \Theta_t\}. \]

Suppose that, for \( t \in [T_1, T_2] \), the mapping
\[ \Theta_s \ni y \mapsto x(t, y) \in \Theta_t \]  
(A.3.18)
is bijective and denote by $y(t, x)$ its inverse. Assume also that

$$\nabla_x y \in L_{\text{loc}}^\infty(\Theta).$$

Then there exists a unique function

$$\Theta \ni (t, x) \mapsto S(t, x) \in \mathbb{R}$$

that solves the Hamilton-Jacobi equation

$$\begin{cases} 
-\partial_t S(t, x) = h(t, x, \nabla_x S(t, x)), \\
S(s, x) = \psi(x)
\end{cases}$$

(A.3.19)

and satisfies $\nabla_x^2 S \in L_{\text{loc}}^\infty(\Theta)$. The solution $S(t, x)$ is equal to

$$S(t, x) := Q(t, y(t, x)),$$

where

$$Q(t, y) := \psi(y) - \int_s^t (h(u, x(u, y), \xi(u, y)) - \langle \xi(u, y), \partial_u x(u, y) \rangle) du.$$  

(A.3.20)

Moreover,

$$\nabla_x S(t, x) = \xi(t, y(t, x)).$$

(A.3.21)

**Proof.** Consider the Hamiltonian

$$\tilde{h}(t, \tilde{x}, \tilde{\xi}) := h(t, -\tilde{\xi}, \tilde{x}).$$

Denote by $\tilde{\phi}(t, s)$ the flow associated with $\tilde{h}(t, \tilde{x}, \tilde{\xi})$ and set $\tilde{\psi}(\tilde{\xi}) = -\psi(-\tilde{\xi})$.

Let us denote by $\chi$ the symplectic map

$$\chi \colon (\tilde{x}, \tilde{\xi}) \mapsto (x, \xi) := (-\tilde{\xi}, \tilde{x}).$$

Then

$$\tilde{h} = h \circ \chi.$$

Since $\chi$ is symplectic, we have

$$\tilde{\phi}(t, s) = \chi^{-1} \circ \phi(t, s) \circ \chi.$$  

(A.3.22)

Using (A.3.18), (A.3.22), we see that we can apply Theorem A.3.1 to $\tilde{h}(t, \tilde{x}, \tilde{\xi})$ and $\tilde{\psi}(\tilde{\xi})$, and find the function $\tilde{S}(t, \tilde{\xi})$ that solves

$$\begin{cases} 
\partial_t \tilde{S}(t, \tilde{\xi}) = \tilde{h}(t, \nabla_{\tilde{\xi}} \tilde{S}(t, \tilde{\xi}), \tilde{\xi}), \\
\tilde{S}(s, \tilde{\xi}) = \tilde{\psi}(\tilde{\xi})
\end{cases}$$

for $(t, \tilde{x}) \in \Theta$. Then the function $S(t, x)$ solves

$$\begin{cases} 
\partial_t S(t, x) = h(t, x, \nabla_x S(t, x)), \\
S(s, x) = \psi(x)
\end{cases}$$

(A.3.21)
If we put now
\[ S(t, x) := -\hat{S}(t, -x), \]
we see that \( S(t, x) \) solves (A.3.19). Finally, (A.3.20) and (A.3.21) are direct consequences of (A.3.8), (A.3.9) and of (A.3.22).

Using Theorems A.3.1 and A.3.2, we will now solve the type of Hamilton-Jacobi equation that is encountered in the semi-classical approximation of the kernel of the unitary dynamics generated by a quantized \( h(t, x, \xi) \). It is also useful in quantum scattering theory. We first introduce some notation. We set

\[
Q_1(t_1, t_2, x_1, \xi_1) = \langle x_1, \xi_1 \rangle \\
+ \int_{t_1}^{t_2} \left( h(u, x(u, t_1, x_1, \xi_1), \xi(u, t_1, x_1, \xi_1)) + \langle x(u, t_1, x_1, \xi_1), \partial_u \xi(u, t_1, x_1, \xi_1) \rangle \right) du,
\]

\[
Q_2(t_1, t_2, x_2, \xi_2) = \langle x_2, \xi_2 \rangle \\
+ \int_{t_1}^{t_2} \left( h(u, x(u, t_2, x_2, \xi_2), \xi(u, t_2, x_2, \xi_2)) - \langle \partial_u x(u, t_2, x_2, \xi_2), \xi(u, t_2, x_2, \xi_2) \rangle \right) du
\]

Note that if
\[
(x_2, \xi_2) = (x(t_2, t_1, x_1, \xi_1), \xi(t_2, t_1, x_1, \xi_1))
\]
or, equivalently,
\[
(x_1, \xi_1) = (x(t_1, t_2, x_2, \xi_2), \xi(t_1, t_2, x_2, \xi_2)),
\]
then
\[
Q_1(t_1, t_2, x_1, \xi_1) = Q_2(t_1, t_2, x_2, \xi_2).
\]  
(A.3.23)

This follows by integration by parts of the second term of the integrand in the definitions of \( Q_1 \) and \( Q_2 \).

Let us define
\[
S(t_1, t_2, x_1, \xi_2) = Q_1(t_1, t_2, x_1, \xi_1(t_2, t_1, x_1, \xi_2))
\]  
(A.3.24)
or, equivalently,
\[
S(t_1, t_2, x_1, \xi_2) = Q_2(t_1, t_2, x_2(t_2, t_1, x_1, \xi_2), \xi_2).
\]  
(A.3.25)

**Theorem A.3.3**

Let \( s \in [T_1, T_2] \), and let \( \Omega_{s,s} \subset X \times X' \) be open. For any \( t_1, t_2 \in [T_1, T_2] \), denote by \( \Gamma_{t_1,t_2} \subset X \times X' \times X \times X' \) the part of the graph of the flow \( \phi(t_1, t_2) \) defined by

\[
\Gamma_{t_1,t_2} := \{(x_1, \xi_1, x_2, \xi_2) \mid (x_1, \xi_1) = \phi(t_1, s)(y, \eta), \ (x_2, \xi_2) = \phi(t_2, s)(y, \eta), \ (y, \eta) \in \Omega_{s,s}\}.
\]

Let us also denote by \( \pi \) the projection
\[
\pi : X \times X' \times X \times X' \to X \times X'
\]
\[
(x_1, \xi_1, x_2, \xi_2) \mapsto (x_1, \xi_2).
\]
We will set
\[ \Omega_{t_1,t_2} := \pi(\Gamma_{t_1,t_2}) = \{ x(t_1, s, y, \eta), \xi(t_2, s, y, \eta) \mid (y, \eta) \in \Theta_{s,s} \} \]
and
\[ \Omega := \{(t_1, t_2, x_1, \xi_2) \mid (x_1, \xi_2) \in \Omega_{t_1,t_2} \}. \]

Assume that, for any \( t_1, t_2 \in [T_1, T_2] \), the projection \( \pi \) restricted to \( \Gamma_{t_1,t_2} \) is a bijection. We denote by
\[ \Omega_{t_1,t_2} \ni (x_1, \xi_2) \mapsto (x_1, \xi_1(t_1, t_2, x_1, \xi_2), x_2(t_1, t_2, x_1, \xi_2), \xi_2) \in \Gamma_{t_1,t_2} \]
the mapping \( \left( \pi \big|_{\Gamma_{t_1,t_2}} \right)^{-1} \).

Assume that
\[ \nabla_{\xi_2} \xi_1(t_1, t_2, x_1, \xi_2) \in L^\infty_{\text{loc}}(\Omega) \]
or, equivalently,
\[ \nabla_{x_1} x_2(t_1, t_2, x_1, \xi_2) \in L^\infty_{\text{loc}}(\Omega). \]

Then the function
\[ \Omega \ni (t_1, t_2, x_1, \xi_2) \mapsto S(t_1, t_2, x_1, \xi_2) \in \mathbb{R} \]
is the unique solution of the Hamilton-Jacobi equation
\[
\begin{align*}
\partial_t S(t_1, t_2, x_1, \xi_2) &= h(t_2, \nabla_{\xi_2} S(t_1, t_2, x_1, \xi_2), \xi_2), \\
S(t_1, t_1, x_1, \xi_2) &= \langle x_1, \xi_2 \rangle
\end{align*}
\]  \hspace{1cm} (A.3.26)
such that
\[ \nabla_{\xi_2}^2 S(t_1, t_2, x_1, \xi_2) \in L^\infty_{\text{loc}}(\Omega), \]
and it is also the unique solution of another Hamilton-Jacobi equation
\[
\begin{align*}
-\partial_1 S(t_1, t_2, x_1, \xi_2) &= h(t_1, x_1, \nabla_{x_1} S(t_1, t_2, x_1, \xi_1)) , \\
S(t_1, t_1, x_1, \xi_2) &= \langle x_1, \xi_2 \rangle
\end{align*}
\]  \hspace{1cm} (A.3.27)
such that
\[ \nabla_{x_1}^2 S(t_1, t_2, x_1, \xi_2) \in L^\infty_{\text{loc}}(\Omega). \]
Moreover, the following identities are true:
\[
\begin{align*}
\nabla_{\xi_1} S(t_1, t_2, x_1, \xi_2) &= x_2(t_2, t_1, x_1, \xi_2), \\
\nabla_{x_1} S(t_1, t_2, x_1, \xi_2) &= \xi_1(t_2, t_1, x_1, \xi_2).
\end{align*}
\]  \hspace{1cm} (A.3.28)  \hspace{1cm} (A.3.29)

**Proof.** First, we treat \( t_1, x_1 \) as parameters and we apply Theorem A.3.1 with \( s = t_1 \) and \( \psi(\eta) = \langle \eta, x_1 \rangle \). This implies the existence and uniqueness of the
solution of (A.3.26) expressed in terms of \( Q_1 \) by the equation (A.3.24). Theorem A.3.1 also implies (A.3.28).

In (A.3.23) we have already proven the equality of (A.3.24) and (A.3.25), which means that we can express \( S \) also in terms of \( Q_2 \). Starting from (A.3.25) we apply now Theorem A.3.2 treating \( t_2, \xi_2 \) as parameters, with \( s = t_2 \) and \( \psi(y) = \langle y, \xi_2 \rangle \). We obtain (A.3.29) and (A.3.27). \( \square \)

Remark. The symplecticity of the flow \( \phi(t, s) \) implies that the function

\[
(x_2(t_1, t_2, x_1, \xi_2), \xi_1(t_1, t_2, x_1, \xi_2))
\]

introduced in the above theorem has the following properties: \( \nabla_{x_1} \xi_1(t_1, t_2, x_1, \xi_2) \) and \( \nabla_{\xi_2} x_2(t_1, t_2, x_1, \xi_2) \) are symmetric and

\[
\nabla_{\xi_2} \xi_1(t_1, t_2, x_1, \xi_2) = \nabla_{x_2} x_1(t_1, t_2, x_1, \xi_2).
\]

In fact, the symplectic form is conserved by the flow, hence

\[
dx_1 \wedge d\xi_1 = dx_2 \wedge d\xi_2.
\]

Therefore,

\[
dx_1 \wedge (\nabla_{x_1} \xi_1(t_1, t_2, x_1, \xi_2)dx_1 + \nabla_{\xi_2} \xi_1(t_1, t_2, x_1, \xi_2)d\xi_2)
\]

\[
= (\nabla_{x_1} x_2(t_1, t_2, x_1, \xi_2)dx_1 + \nabla_{\xi_2} x_2(t_1, t_2, x_1, \xi_2)d\xi_2) \wedge d\xi_2.
\]

Remark. Assuming that the hypotheses of Theorems A.3.1 and A.3.3 are both satisfied, one can express the solution \( S(t, \xi) \) of (A.3.6) by

\[
S(t, \xi) = c_v_{x, \eta}(S(s, t, x, \xi) - \langle x, \eta \rangle + \psi(\eta)),
\]

where \( c_v_{x, \eta} \) means the critical value with respect to the variable \( (x, \eta) \).

### A.4 Construction of Some Cutoff Functions

It is easy to see that if \( F \in C_0^\infty(\mathbb{R}) \) and \( F \geq 0 \), then \( F^{1/2} \) does not have to be smooth. In fact, if \( z_0 \in \text{supp}F \) and \( F(z_0) = 0 \), then \( F \) may fail to be smooth at \( z_0 \). In our estimates we often need non-negative cutoff functions \( F \) with the property that \( F^{1/2} \in C^\infty(\mathbb{R}) \) and \( (F')^{1/2} \in C^\infty(\mathbb{R}) \). The existence of sufficiently many of such functions is guaranteed by the following lemma.

**Lemma A.4.1**

Let \( f \in C_0^\infty(\mathbb{R}) \) and \( F \in C^\infty(\mathbb{R}) \) be defined as

\[
f(t) := \begin{cases} 
    e^{-\frac{1}{1-t}}, & t \in [0, 1], \\
    0, & t \notin [0, 1].
\end{cases}
\]

and \( F(t) := \int_{-\infty}^{t} f(s) ds. \)
Then for any $\alpha > 0$, we have $F^\alpha \in C^\infty(\mathbb{R})$.

**Proof.** First let us show that, for $t$ near $0$,

$$F(t) = e^{-\frac{1}{\alpha}n^{-\eta}t^2}(1 + O(t)). \quad (A.4.1)$$

Consider the change of variable $\frac{1}{x} = t(1 - t)$. Clearly, it is invertible for $x \to \infty$ and

$$\frac{dx}{dt} = x^{-2} + O(x^{-3}).$$

Therefore, integrating by parts we get

$$F\left(\frac{1}{x}\right) = e^{-x}x^{-2} + O(e^{-x}x^{-3}).$$

Coming back to the original variables, we get (A.4.1).

Now let us show that $F^\alpha(t)$ is smooth at the origin. It suffices to prove that

$$\lim_{t \to 0^+} (F^\alpha)^{(n)}(t) = 0, \ n \in \mathbb{N}. \quad (A.4.2)$$

By Faa di Bruno’s formula, we have

$$(F^\alpha)^{(n)}(t) = \sum_{n_1 + \cdots + n_q = n} C_{n_1,\ldots,n_q} F^{\alpha-q}(t) F^{(n_1)}(t) \cdots F^{(n_q)}(t). \quad (A.4.3)$$

By a direct computation, we see that

$$F^{(n)}(t) = O(t^{-2n})e^{-\frac{1}{\alpha}n^{-\eta}t^2}. \quad (A.4.4)$$

Using (A.4.1) and (A.4.4) in (A.4.3), we get (A.4.2), which completes the proof of the lemma.

**A.5 Propagation Estimates**

The following lemma describes a certain type of reasoning that leads to estimates on observables integrated along a trajectory. These estimates go under the name of propagation estimates. They are better known in quantum scattering theory, where they turned out to be a very powerful tool in the proof of asymptotic completeness [SS1, Gr, De8].

We will introduce propagation estimates in the context of the flow generated by a rather general differential equation. Suppose that we consider solutions of the differential equation

$$\frac{d}{dt}x(t) = f(t, x(t)). \quad (A.5.1)$$

If $G(t, x)$ is a function on $\mathbb{R} \times X$, then we define the Liouville derivative of $G(t, x)$:

$$DG(t, x) := \partial_t G(t, x) + f(t, x)\nabla_x G(t, x).$$
Note that
\[
\frac{d}{dt} G(t, x(t)) = D G(t, x(t)).
\]

The following lemma should be compared with its quantum analog contained in Lemma B.4.1 (ii).

**Lemma A.5.1**

Suppose that \( x(t) \) is a solution of (A.5.1). Let \( \Phi(t, x) \), \( B_1(t, x) \) and \( B(t, x) \) be functions such that \( B_1(t, x) \) and \( B(t, x) \) are nonnegative, \( \Phi(t, x(t)) \) is bounded uniformly in \( t \),
\[
\int_{0}^{\infty} B_1(t, x(t)) dt < \infty,
\]
\[
D \Phi(t, x) \geq B(t, x) - B_1(t, x).
\]

Then
\[
\int_{0}^{\infty} B(t, x(t)) dt < \infty.
\]

### A.6 Comparison of Two Dynamics

In classical scattering theory, it is common that we study two differential equations that are close in some sense. Given a solution of one of them we may want to find a solution of the other equation that is asymptotic to it. Below we give a proposition that describes a certain set of conditions when it is possible.

**Proposition A.6.1**

Let
\[
\mathbb{R}^+ \times X \ni (t, x) \mapsto f_i(t, x) \in X, \ i = 1, 2,
\]
and let \( x_1(t) \) be a solution of
\[
\dot{x}_1(t) = f_i(t, x_1(t)).
\]

Let \( \theta > \kappa \) and
\[
\sup_{(t, x) \in \mathbb{R}_+ \times X} |\nabla_x f_2(t, x)| \leq \kappa,
\]
\[
\lim_{\theta \to \infty} e^{\theta t} \int_{t}^{\infty} |f_1(s, x_1(s)) - f_2(s, x_1(s))| ds = 0.
\]

Let \( x_{2,T}(t) \) be the unique solution of
\[
\begin{align*}
\dot{x}_{2,T}(t) &= f_2(t, x_{2,T}(t)), \\
x_{2,T}(T) &= x_1(T).
\end{align*}
\]

Then there exists the limit
\[
\lim_{T \to \infty} x_{2,T}(t) =: x_2(t).
\]

The function \(x_2(t)\) is the unique solution of the problem

\[
\begin{align*}
\dot{x}_2(t) &= f_2(t, x_2(t)), \\
&\quad \lim_{t \to \infty} |x_1(t) - x_2(t)|e^{\theta t} = 0.
\end{align*}
\]

**Proof.** Note that \(x_1(t)\) and \(x_{2,T}(t)\) satisfy

\[
x_1(t) = x_1(T) - \int_t^T f_1(s, x_1(s))\,ds,
\]

\[
x_{2,T}(t) = x_1(T) - \int_t^T f_2(s, x_{2,T}(s))\,ds.
\]

Thus

\[
x_{2,T}(t) - x_1(t) = -\int_t^T (f_2(s, x_{2,T}(s)) - f_1(s, x_1(s)))\,ds.
\]

Therefore, if we introduce

\[
z_T(t) := x_{2,T}(t) - x_1(t),
\]

then we can rewrite (A.6.1) as

\[
z_T(t) = \mathcal{P}_T z_T(t),
\]

where the operator \(\mathcal{P}_T\) is defined as

\[
\mathcal{P}_T z(t) := \int_t^T (f_2(s, x_1(s) + z_T(s)) - f_1(s, x_1(s)))\,ds.
\]

Let us introduce the Banach space

\[
Z := \{z \in C(\mathbb{R}^+, X) \mid \lim_{t \to \infty} e^{\theta t}|z(t)| = 0\}
\]

with the norm

\[
\|z\| = \sup_{t \geq 0} e^{\theta t}|z(t)|.
\]

Now,

\[
|\mathcal{P}_T z_T(t)| \leq \int_t^T |f_2(s, x_1(s) + z_T(s)) - f_2(s, x_1(s))|\,ds
+ \int_t^T |f_2(s, x_1(s)) - f_1(s, x_1(s))|\,ds \in o(t^0)e^{-\theta(\|z\| + 1)}.
\]

Therefore, \(\mathcal{P}_T\) is well defined for \(0 \leq T \leq \infty\) as a map on \(Z\). It depends continuously on \(T\) for \(0 \leq T \leq \infty\).

Moreover,
\[ |\mathcal{P}_T(z_1) - \mathcal{P}_T(z_2)(t)| \leq \int_t^\infty \kappa e^{-\theta s} ds \|z_1 - z_2\| \\
= \frac{\kappa}{\theta} e^{-\theta t} \|z_1 - z_2\|, \]

which proves that \( \mathcal{P}_T \) is a contraction on \( Z \) for \( \theta > \kappa \). By the fixed point theorem (see Theorem A.2.1), there exists a unique solution in \( Z \) of (A.6.2). \( \square \)

Let us state a version of the above proposition for the Newton equation.

**Corollary A.6.2**

Let 
\[ \mathbb{R}^+ \times X \ni (t, x) \mapsto F_i(t, x) \in X, \quad i = 1, 2 \]

and let \( x_1(t) \) be a solution of
\[ \ddot{x}_1(t) = F_1(t, x_1(t)). \]

Let \( \kappa < \theta \) and
\[ \sup_{(t, x) \in \mathbb{R}^+ \times X} |\nabla_x F_2(t, x)| \leq \kappa^2, \]
\[ \lim_{t \to \infty} e^{\theta t} \int_t^\infty |F_1(s, x_1(s)) - F_2(s, x_1(s))| ds = 0. \]

Let \( x_{2, T} \) be the unique solution of
\[ \begin{cases} 
\ddot{x}_{2, T}(t) = F_2(t, x_{2, T}(t)), \\
x_{2, T}(T) = x_1(T), \quad \dot{x}_{2, T}(T) = \dot{x}_1(T).
\end{cases} \]

Then there exists the limit
\[ \lim_{T \to \infty} x_{2, T}(t) =: x_2(t). \]

Moreover, the function \( x_2(t) \) is the unique solution of the problem
\[ \begin{cases} 
\dot{x}_2(t) = F_2(t, x_2(t)), \\
\lim_{t \to \infty} |x_1(t) - x_2(t)| + |\dot{x}_1(t) - \dot{x}_2(t)| e^{\theta t} = 0.
\end{cases} \]

**Proof.** We introduce the variables \( \tilde{x} = \kappa x \) and \( \xi = \dot{x} \). Then the equations of motion can be rewritten as
\[ \begin{cases} 
\ddot{\tilde{x}}(t) = \kappa \xi(t), \\
\dot{\xi}(t) = F(t, \kappa^{-1} \tilde{x}(t)).
\end{cases} \quad \text{(A.6.3)} \]

Clearly,
\[ \|\nabla_{\tilde{x}, \xi}(\kappa \xi, F(t, \kappa^{-1} \tilde{x}))\| \leq \kappa. \]

Therefore, we can apply Proposition A.6.1. \( \square \)
A.7 Schwartz’s Global Inversion Theorem

It is well known that a function whose first derivative at \( y_0 \in \mathbb{R}^n \) is invertible in a certain neighborhood of \( y_0 \). The following proposition, known as the Schwartz global inversion theorem, gives sufficient conditions that guarantee the global invertibility (see [Sch]).

**Proposition A.7.1**

*Suppose that the function*

\[
\mathbb{R}^n \ni y \mapsto x(y) \in \mathbb{R}^n \quad (A.7.1)
\]

*satisfies*

\[
|\det \nabla_y x| \geq C_0 > 0 \quad (A.7.2)
\]

*and*

\[
|\partial_y^\alpha x| \leq C, \quad |\alpha| = 1, 2. \quad (A.7.3)
\]

*Then the function (A.7.1) is bijective.*

**Proof.** First note that, by the local inversion theorem, there exist \( \epsilon, \delta > 0 \) such that, for any \( y_0 \in \mathbb{R}^n \),

\[
x(B(y_0, \epsilon)) \supset B(x(y_0), \delta). \quad (A.7.4)
\]

Therefore \( x(\mathbb{R}^n) = \mathbb{R}^n \).

We will now prove that the function (A.7.1) is injective. Fix \( y_1, y_2 \in \mathbb{R}^n \) such that \( x(y_1) = x(y_2) = x_0 \).

Note that, given a curve \( \Gamma \) that starts at \( x(y_1) \), we can find a unique curve \( \tilde{\Gamma} \) that starts at \( y_1 \) and \( x(\tilde{\Gamma}) = \Gamma \) (we start at \( y_1 \) and extend it by continuity).

Join \( y_1 \) and \( y_2 \) with a curve \( [0, 1] \ni \tau \mapsto \tilde{\Gamma} \). Set \( \Gamma := x(\tilde{\Gamma}) \). The curve \( \Gamma \) can be continuously deformed to form a family of curves \( \Gamma_\tau, \tau \in [0, 1] \), with the following properties:

\[
\begin{align*}
\Gamma_0 &= \Gamma, \\
\Gamma_\tau(0) &= \Gamma_\tau(1) = x_0, \quad 0 \leq \tau \leq 1, \\
\Gamma_0(s) &= x_0, \quad 0 \leq s \leq 1.
\end{align*}
\]

The corresponding curves \( \tilde{\Gamma}_\tau \) are also continuously deformed. But \( \tilde{\Gamma}_\tau(0) = y_0 \) and \( \tilde{\Gamma}_\tau(1) = y_1 \) for all \( \tau \in [0, 1] \), hence \( y_1 = y_2 \).

\[ \square \]
B. Operators on Hilbert Spaces

B.1 Self-Adjoint Operators

In this section we collect basic concepts of the spectral theory for self-adjoint operators that will be needed in this chapter and we fix some notation. We refer the reader for example to [RS, vol I] for a more detailed exposition.

Let $\mathcal{H}$ be a separable Hilbert space. The scalar product of $\phi, \psi \in \mathcal{H}$ will be denoted by $(\phi|\psi)$.

$B(\mathcal{H})$ denotes the set of bounded operators on $\mathcal{H}$ and $CB(\mathcal{H})$ the set of compact operators on $\mathcal{H}$.

$\text{Ran} B$ denotes the range of an operator $B$ and $\mathcal{D}(B)$ denotes its domain. $B^*$ denotes the adjoint of an operator $B$. We will often write $B + \mathcal{H}$ instead of $B + B^*$.

Let $H$ be a closed operator on $\mathcal{H}$. The spectrum of $H$ is denoted by $\sigma(H) \subset \mathbb{C}$. If $H$ is self-adjoint, then $\sigma(H) \subset \mathbb{R}$ and, for any Borel subset $\Delta \subset \sigma(H)$, we can define the spectral projection of $H$ onto $\Delta$ denoted by $\mathbbm{1}_\Delta(H)$. If $(A_1, \ldots, A_n)$ is an $n$-tuple of commuting self-adjoint operators, then $\sigma(A_1, \ldots, A_n)$ denotes their joint spectrum. If $\Theta$ is a Borel subset of $\mathbb{R}^n$, then $\mathbbm{1}_\Theta(A_1, \ldots, A_n)$ denotes the spectral projection of $(A_1, \ldots, A_n)$ onto $\Theta$.

We also define the space $\mathcal{H}_{pp}(H)$ of bound states of $H$, the pure point spectrum $\sigma_{pp}(H)$, the continuous spectral subspace $\mathcal{H}_c(H)$ and the continuous spectrum $\sigma_c(H)$:

$$\mathbbm{1}^{\text{pp}}(H) := \sum_{\lambda \in \mathbb{R}} \mathbbm{1}_{\{\lambda\}}(H), \quad \mathcal{H}_{pp}(H) := \text{Ran} \mathbbm{1}^{\text{pp}}(H),$$

$$\sigma_{pp}(H) := \{ \lambda \in \mathbb{R} \mid \mathbbm{1}_{\{\lambda\}}(H) \neq 0 \},$$

$$\mathbbm{1}^{\text{c}}(H) := \mathbbm{1} - \mathbbm{1}^{\text{pp}}(H), \quad \mathcal{H}_c(H) := \text{Ran} \mathbbm{1}^{\text{c}}(H),$$

$$\sigma_c(H) := \sigma\left(H|_{\mathcal{H}_c(H)}\right).$$

We set

$$\mathbbm{1}_{\Delta}(H) := \mathbbm{1}^{\text{c}}(H) \mathbbm{1}_{\Delta}(H), \quad \mathbbm{1}^{\text{pp}}(H) := \mathbbm{1}^{\text{pp}}(H) \mathbbm{1}_{\Delta}(H).$$

It is also useful to introduce the decomposition of $\sigma(H)$ into the discrete and essential spectrum:

$$\sigma_{\text{disc}}(H) := \{ \lambda \in \mathbb{R} \mid \text{rank} \mathbbm{1}_{[\lambda - \epsilon, \lambda + \epsilon]}(H) \text{ is finite for some } \epsilon > 0 \},$$

$$\sigma_{\text{ess}}(H) := \sigma(H) \setminus \sigma_{\text{disc}}(H).$$
The essential spectrum is stable with respect to perturbations that have a certain compactness property.

**Theorem B.1.1 Weyl criterion**

If $H, H_0$ are self-adjoint operators and

$$(H + i)^{-1} - (H_0 + i)^{-1} \text{ is compact},$$

then for any $\chi \in C_0^\infty(\mathbb{R})$,

$$\chi(H) - \chi(H_0) \text{ is compact},$$

$$\sigma_{\text{ess}}(H) = \sigma_{\text{ess}}(H_0).$$

**Proof.** The function $z \mapsto (z - H)^{-1} - (z - H_0)^{-1}$ is norm continuous and compact at $\pm i$. Hence it is compact for all $z \not\in \sigma(H) \cup \sigma(H_0)$.

By density, it is sufficient to assume that $\chi \in C_0^\infty(\mathbb{R})$. Let $\tilde{\chi}$ be the almost-analytic extension of $\chi$ (see Proposition C.2.1). Then

$$\chi(H) - \chi(H_0) = \frac{i}{2\pi} \int \partial_z \tilde{f}(z) \left((z - H)^{-1} - (z - H_0)^{-1}\right) dz \wedge d\bar{z}. \quad (B.1.4)$$

The integrand in (B.1.4) is compact and integrable, hence (B.1.2) is true. (B.1.3) follows from (B.1.2).

The domain of an operator $A$, denoted by $\mathcal{D}(A)$, is in a natural way a normed space with the norm

$$||(A\phi||^2 + ||\phi||^2)^{\frac{1}{2}} = ||(A^*A + 1)^{\frac{1}{2}}\phi||.$$  

An operator is called closed, if $\mathcal{D}(A)$ is complete with respect to this norm. Any subspace of $\mathcal{D}(A)$ dense with respect to this norm is called a core of $A$.

If $a(\cdot, \cdot)$ is a hermitian form bounded from below by $-\lambda_0$, with the domain $\mathcal{Q}(a)$, then it defines the norm

$$\sqrt{a(\phi, \phi) + (\lambda_0 + 1)||\phi||^2}. \quad (B.1.5)$$

We say that $a(\cdot, \cdot)$ is closed if $\mathcal{Q}(a)$ is complete with respect to this norm. In this case, there exists a unique self-adjoint operator $A$ bounded from below by $-\lambda_0$ such that

$$a(\phi, \phi) = (\phi|A\phi), \ \phi \in \mathcal{Q}(a),$$

$$\mathcal{Q}(a) = \mathcal{D}(A + \lambda_0)^{\uparrow}.$$  

Conversely, if the operator $A$ is self-adjoint and bounded from below, then we can associate with it a closed form bounded from below, with the domain

$$\mathcal{Q}(a) = \mathcal{D}(A + \lambda_0)^{\uparrow},$$
such that \( a(\phi, \phi) := (\phi | A\phi) \).

We denote \( Q(A) := Q(a) \). Any subspace of \( Q(A) \) dense with respect to the norm (B.1.5) is called a form core of \( A \).

**Definition B.1.2**

An operator \( B \) is said to be \( A \)-bounded if

(i) \( D(A) \subset D(B) \),

(ii) there exist \( C_0, C_1 \) such that \( \|B\phi\| \leq C_0\|A\phi\| + C_1\|\phi\| \), \( \phi \in D(A) \).

The infimum of all \( C_0 \) such that (ii) holds is called the \( A \)-bound of \( B \).

Note that the \( A \)-bound equals

\[
\lim_{\lambda \to \infty} \|B(A^*A + \lambda)^{-\frac{1}{2}}\|.
\]

If \( A \) is bounded from below, then it is also equal to

\[
\lim_{\lambda \to \infty} \|B(A + \lambda)^{-1}\|.
\]

The following theorem is known as the Kato-Rellich theorem.

**Theorem B.1.3**

Let \( A \) be self-adjoint with domain \( D(A) \). Let \( B \) be symmetric and \( A \)-bounded with the \( A \)-bound strictly less than 1. Then

(i) \( A + B \) is self-adjoint with domain \( D(A) \)

(ii) any core for \( A \) is a core for \( A + B \).

**Definition B.1.4**

\( B \) is said to be \( A \)-compact if \( B(A^*A + 1)^{-\frac{1}{2}} \) is compact.

If \( \sigma(A) \neq \mathbb{C} \), then the above definition is equivalent to the compactness of \( B(A - z)^{-1} \) for any \( z \notin \sigma(A) \).

**Proposition B.1.5**

Let \( B \) be \( A \)-compact. Then \( B \) has the \( A \)-bound equal to 0.

Sometimes it is useful to use a form version of the Kato-Rellich theorem, sometimes called the KLMN theorem.

**Definition B.1.6**

Let us assume that the operator \( A \) is bounded from below. An operator \( B \) with the form domain \( Q(B) \) is said to be \( A \)-form bounded if:

(i) \( Q(A) \subset Q(B) \),

(ii) there exist \( C_0, C_1 \) such that \( |(\phi | B\phi)| \leq C_0(\phi | A\phi) + C_1(\phi | \phi) \), \( \phi \in Q(A) \).
The infimum of all $C_0$ such that (ii) holds is called the $A$-form bound of $B$.

Note that the $A$-form bound of $B$ equals

$$\lim_{\lambda \to \infty} \|(\lambda + A)^{-\frac{1}{2}} B (\lambda + A)^{-\frac{1}{2}}\|.$$

One has the following form version of Theorem B.1.3.

**Theorem B.1.7**

Suppose that $A$ is self-adjoint and bounded from below. Let $B$ be symmetric and $A$-form bounded with the $A$-form bound $< 1$. Then

(i) the sum of the quadratic forms of $A$ and $B$ is a closed symmetric form on $Q(A)$ that is bounded below,

(ii) there exists a unique self-adjoint operator associated with this form, which is denoted by $A+B$,

(iii) any form core for $A$ is a form core for $A+B$.

**Definition B.1.8**

The operator $B$ is called $A$-form compact if

$$(A - z)^{-\frac{1}{2}} B (A - z)^{-\frac{1}{2}} \text{ is compact},$$

where $z \notin \sigma(A)$.

Of course, the above definition does not depend on the choice of $z$.

**Proposition B.1.9**

If $B$ is $A$-form compact, then it is $A$-form bounded with relative bound $0$.

Note the following relationships between operator and form boundedness.

**Proposition B.1.10**

(i) If $B$ is $A$-bounded with the $A$-bound $a$ then $B$ is $A$-form bounded with the $A$-bound $\leq a$.

(ii) If $B$ is $A$-compact then $B$ is $A$-form compact.

**B.2 Convergence of Self-Adjoint Operators**

Let $A_n$ be a sequence of operators in $B(H)$. Let us define the norm limit, the strong limit and the weak limit of $A_n$:

$$A = \lim_{n \to \infty} A_n \quad \text{if} \quad \lim_{n \to \infty} \|A_n - A\| = 0,$$

$$A = s\lim_{n \to \infty} A_n \quad \text{if} \quad \lim_{n \to \infty} A_n\phi = A\phi, \quad \phi \in H,$$

$$A = w\lim_{n \to \infty} A_n \quad \text{if} \quad \lim_{n \to \infty} (\psi|A_n\phi) = (\psi|A\phi), \quad \psi, \phi \in H.$$
From now on, within this section, we will assume \( B_n \) to be a sequence of vectors of commuting self-adjoint operators on a Hilbert space \( \mathcal{H} \). More precisely,

\[
B_n = (B_n^1, \ldots, B_n^m), \quad [B_n^i, B_n^j] = 0, \quad 0 \leq i, j \leq m, \quad n = 1, 2, \ldots
\]

We will not assume the boundedness of \( B_n \). We will study various concepts of the convergence of \( B_n \).

**Proposition B.2.1**

Suppose that, for every \( g \in C_\infty(\mathbb{R}^m) \), there exists

\[
s-\lim_{n \to \infty} g(B_n).
\]  \( \tag{B.2.1} \)

Then there exists a unique (possibly, non-densely defined) vector of self-adjoint operators

\[
B = (B^1, \ldots, B^m)
\]

such that (B.2.1) equals \( g(B) \). \( B \) is densely defined if, for some \( g \in C_\infty(\mathbb{R}^m) \) such that \( g(0) = 1 \), we have

\[
s-\lim_{K \to \infty} \left( s-\lim_{n \to \infty} g(R^{-1}B_n) \right) = I. \]  \( \tag{B.2.2} \)

**Definition B.2.2**

Under the assumptions of the above proposition, we will write

\[
B = s-C_\infty - \lim_{n \to \infty} B_n.
\]

If the limit in (B.2.1) is the norm limit, then we will write

\[
B = C_\infty - \lim_{n \to \infty} B_n.
\]

**Remark.** If \( B_n \) are bounded uniformly in \( n \), then

\[
s-\lim_{n \to \infty} B_n = s-C_\infty - \lim_{n \to \infty} B_n,
\]

\[
\lim_{n \to \infty} B_n = C_\infty - \lim_{n \to \infty} B_n.
\]

If \( m = 1 \), then the strong \( C_\infty \) convergence is equivalent to the strong resolvent convergence, that is,

\[
s-\lim_{n \to \infty} (B_n \pm i)^{-1} = (B \pm i)^{-1}.
\]

Likewise, the norm-\( C_\infty \) convergence is equivalent to the norm resolvent convergence, that is,

\[
\lim_{n \to \infty} (B_n \pm i)^{-1} = (B \pm i)^{-1}.
\]
Proof of Proposition B.2.1. Denote (B.2.1) by \( \gamma(g) \). Clearly, the strong limit preserves the multiplication. Moreover, we check that \( \gamma(\overline{g}) = \gamma(g)^* \). Hence

\[
C_\infty(X) \ni g \mapsto \gamma(g) \in \mathcal{B}(\mathcal{H})
\]

is a homomorphism of \( C^* \)-algebras.

For any open \( \Theta \subset \mathbb{R}^m \), we define

\[
\mathbbm{1}_\Theta := \sup\{\gamma(g)\mid g \in C_\infty(X),\ 0 \leq g \leq 1,\ \text{supp}g \subset \Theta\}.
\]

In a standard way, we can extend the definition of \( \mathbbm{1}_\Theta \) to arbitrary Borel subsets \( \Theta \). We obtain a projection valued measure, that is, a map

\[
\Theta \mapsto \mathbbm{1}_\Theta
\]

defined for every Borel subset \( \Theta \subset \mathbb{R}^m \) that satisfies the following conditions:

(i) \( \mathbbm{1}_\Theta \) is an orthogonal projection,

(ii) \( \mathbbm{1}_\emptyset = 0 \),

(iii) \( \mathbbm{1}_{\Theta_1} \mathbbm{1}_{\Theta_2} = \mathbbm{1}_{\Theta_1 \cap \Theta_2} \),

(iv) if \( \Theta = \bigcup_{n=1}^{\infty} \Theta_n \) and \( \Theta_j \cap \Theta_n = \emptyset \) for \( j \neq n \), then \( \mathbbm{1}_\Theta = \lim_{N \to \infty} \sum_{n=1}^{N} \mathbbm{1}_{\Theta_n} \).

In a standard way, for any Borel function \( f \) on \( \mathbb{R}^m \), we can define the integral

\[
\int f(x) \, d\mathbbm{1}(x).
\]

We can now set

\[
B := \int x \, d\mathbbm{1}(x).
\]

It is easy to check that \( B \) satisfies the requirements of our proposition. The operator \( B \) is densely defined if only if

\[
\mathbbm{1}_{\mathbb{R}^m} = 1,
\]

which is equivalent to (B.2.2).

Let us now describe the relationship of the spectrum of \( B \) with the spectra of \( B_n \).

**Proposition B.2.3**

(i) Suppose that

\[
\lim_{N \to \infty} \sum_{n=1}^{N} g(B_n) = g(B).
\]

Let \( \lambda \in \sigma(B) \). Then there exist \( \lambda_n \in \sigma(B_n) \) such that \( \lim_{n \to \infty} \lambda_n = \lambda \).

(ii) Suppose that

\[
\lim_{N \to \infty} g(B_n) = g(B).
\]
Then \( \lambda \in \sigma(B) \) if and only if there exist \( \lambda_n \in \sigma(B_n) \) such that \( \lim_{n \to \infty} \lambda_n = \lambda \).

**Proof.** Let \( \lambda \in \sigma(B) \). Let \( \mathcal{U} \) be a neighborhood of \( \lambda \) and \( g \in C_0(X) \) such that \( g(\lambda) = 1 \) and \( \text{supp} g \subseteq \mathcal{U} \). Clearly,

\[
\lim \inf_{n \to \infty} \|g(B_n)\| \geq \|s - \lim_{n \to \infty} g(B_n)\| = \|g(B)\| \geq 1.
\]

Therefore, we will find \( \lambda_n \) such that, for \( n \geq N \), we have \( \lambda_n \in \sigma(B_n) \cup \mathcal{U} \). This proves (\( i \)) and the \( \Rightarrow \) part of (\( ii \)).

To show the \( \Leftarrow \) part of (\( ii \)), consider \( \lambda_n \in \sigma(B_n) \) such that \( \lim_{n \to \infty} \lambda_n = \lambda \). Let \( \mathcal{U} \) be a neighborhood of \( \lambda \), and \( g \in C_0(X) \) such that \( \text{supp} g \subseteq \mathcal{U} \) and, for large enough \( n \), we have \( g(\lambda_n) = 1 \). Because of the norm convergence, we have

\[
1 \leq \lim_{n \to \infty} \|g(B_n)\| = \| \lim_{n \to \infty} g(B_n) \| = \|g(B)\|.
\]

Therefore, \( \mathcal{U} \cap \sigma(B) \neq \emptyset \). \( \square \)

**B.3 Time-Dependent Hamiltonians**

In this section we try to answer the following question: when does a time-dependent Hamiltonian generate a unitary dynamics and what does it mean. If the Hamiltonian is independent of time, the answer is simple: the Hamiltonian has to be self-adjoint. However, not every time-dependent self-adjoint Hamiltonian generates a dynamics.

The problem of finding sufficient conditions on a time-dependent Hamiltonian that guarantee the existence of a dynamics has been studied by many authors using a variety of methods. Among all these works, we would like to mention just a few. The papers [Ka1, Ka4] used the abstract theory of evolution equations in Banach spaces. A different approach by reduction to a time-independent problem has been given by Howland [How].

In the case of time-dependent Schrödinger operators, it is possible to use some special methods to construct the evolution. A method based on Fourier integral operators has been introduced by Fujiwara and developed in [Fu1, Fu2, KiK] and [Ki4]. Another approach based on the study of the integral equation satisfied by \( U(t, s) \) by the perturbation of the free evolution has been introduced by Yajima [Ya2].

We need first to recall some basic facts about the measurability and integration for operator-valued functions. We will say that a function \( [T_1, T_2] \ni t \to B(t) \in B(\mathcal{H}) \) is *Bochner integrable* iff there exists a sequence \( B_n(t) \) of measurable step functions (i.e. functions whose range is a finite set and every preimage is measurable) such that

\[
\lim_{n \to \infty} \int_{T_1}^{T_2} \|B(t) - B_n(t)\| dt = 0.
\]
We will denote the set of Bochner integrable functions by \( L^1_{\text{loc}}(\mathbb{R}, B(\mathcal{H})) \). Note that, for such \( B(t) \), the integral

\[
\int_{t_1}^{t_2} B(s) ds = \lim_{n \to \infty} \int_{t_1}^{t_2} B_n(s) ds
\]

is well defined and does not depend on the choice of \( B_n(t) \).

We will say that \( A(t) \in W^{1,1}(\mathbb{R}, B(\mathcal{H})) \) if there exists \( B(t) \in L^1_{\text{loc}}(\mathbb{R}, B(\mathcal{H})) \) such that, for any \( t_1, t_2 \in \mathbb{R} \),

\[
A(t_2) - A(t_1) = \int_{t_1}^{t_2} B(s) ds.
\]

We will write

\[
\frac{d}{dt} A(t) := B(t).
\]

Note that if \( A_1(t), A_2(t) \in W^{1,1}(\mathbb{R}, B(\mathcal{H})) \), then \( A_1(t)A_2(t) \in W^{1,1}(\mathbb{R}, B(\mathcal{H})) \) and

\[
\frac{d}{dt} A_1(t)A_2(t) = \left( \frac{d}{dt} A_1(t) \right) A_2(t) + A_1(t) \frac{d}{dt} A_2(t). \tag{B.3.1}
\]

**Definition B.3.1**

A unitary dynamics is a strongly continuous map \([T_1, T_2] \times [T_1, T_2] \ni (t, s) \mapsto U(t, s)\) with values in unitary operators such that

\[
U(s, s) = 1, \quad s \in [T_1, T_2], \quad U(t, u)U(u, s) = U(t, s), \quad t, u, s \in [T_1, T_2].
\]

Note that we have \( U(t, u) = U(u, t)^* \).

As we saw above, the definition of of a unitary dynamics is quite obvious. Unfortunately, the definition of a generator of such a dynamics is much more arbitrary.

**Definition B.3.2**

Suppose that \( B \) is a positive invertible operator with a dense domain. Let \([T_1, T_2] \ni t \mapsto H(t)\) be a function with values in self-adjoint operators. We say that the unitary dynamics \( U(t, s) \) is \( B \)-regularly generated by the time-dependent Hamiltonian \( H(t) \) if the following conditions are satisfied:

(i) \( s \mapsto U(t, s)B^{-1} \) belongs to \( W^{1,1}([T_1, T_2], B(\mathcal{H})) \), \( \mathcal{D}(B) \subset \mathcal{D}(H(s)) \) for almost all \( s \), and \( H(s)B^{-1} \) belongs to \( L^1_{\text{loc}}([T_1, T_2], B(\mathcal{H})) \);

(ii) \( \partial_t U(t, s)B^{-1} = U(t, s)iH(s)B^{-1} \);

(iii) \( B^{-1/2}[H(t), B]B^{-1/2} \), originally defined as a quadratic form on \( \mathcal{D}(B^{1/2}) \), extends to an element of \( L^1_{\text{loc}}([T_1, T_2], B(\mathcal{H})) \).

Note that, by conjugation, (ii) implies
\[
\partial_t B U(t, s) = i B^{-1} H(t) U(t, s).
\]

**Proposition B.3.3**
Suppose that \( U(t, s) \) is \( B \)-regularly generated. Then it preserves \( \mathcal{D}(B^{1/2}) \).

**Proof.** Let \( \epsilon > 0 \) and \( \psi \in \mathcal{D}(B^{1/2}) \). Set
\[
k_\epsilon(t) = \| B^{\frac{1}{2}} (1 + \epsilon B)^{-\frac{1}{2}} U(t, s) \psi \|^2
= \frac{1}{\epsilon} \| \psi \|^2 - \frac{1}{\epsilon} \| (1 + \epsilon B)^{-\frac{1}{2}} U(t, s) \psi \|^2.
\]
Using (ii), we obtain
\[
\frac{d}{dt} k_\epsilon(t) = \frac{1}{\epsilon} (\psi U(s, t) [iH(t), (1 + \epsilon B)^{-1}] U(t, s) \psi)
= (\psi U(s, t) (1 + \epsilon B)^{-1} [B, iH(t)] (1 + \epsilon B)^{-1} U(t, s) \psi)
\]
Hence
\[
\left| \frac{d}{dt} k_\epsilon(t) \right| \leq \| B^{-\frac{1}{2}} [H(t), B] B^{-\frac{1}{2}} \| k_\epsilon(t).
\]
By Gronwall’s inequality,
\[
k_\epsilon(t) \leq C k_\epsilon(0) = C \| (1 + \epsilon B)^{-\frac{1}{2}} B^{\frac{1}{2}} \psi \|^2.
\]
Letting \( \epsilon \) go to zero we obtain that \( B^{1/2} U(t, s) B^{-1/2} \) is bounded. \( \square \)

Let us note another property of \( B \)-regularly generated dynamics that we will often use in this chapter.

**Proposition B.3.4**
Let \( U_i(t, s), i = 1, 2, \) be two dynamics \( B \)-regularly generated by two time-dependent Hamiltonians \( H_i(t) \). Suppose that
\[
\Phi(t) \in W^{1,1}([T_1, T_2], B(\mathcal{H})), \quad \| B^{\frac{1}{2}} \Phi(t) B^{-\frac{1}{2}} \| \leq C \text{ for almost all } t,
\]
and
\[
H_2(t) \Phi(t) - \Phi(t) H_1(t)
\]
originally defined as a quadratic form on \( \mathcal{D}(B^{1/2}) \) extends to an element of \( L^1_{\text{loc}}([T_1, T_2], B(\mathcal{H})) \). Set
\[
2 \mathcal{D}_1 \Phi(t) := \frac{d}{dt} \Phi(t) + i H_2(t) \Phi(t) - \Phi(t) H_1(t).
\]
Then
\[
U_2(s, t_2) \Phi(t_2) U_1(t_2, s) - U_2(s, t_1) \Phi(t_1) U_1(t_1, s)
= \int_{t_1}^{t_2} U_2(s, u) (2 \mathcal{D}_1 \Phi(t)) U_1(u) du. \tag{B.3.2}
\]

**Proof.** We can write
\[ U_2(s, t_2)\Phi(t_2)U_1(t_2, s) - U_2(s, t_1)\Phi(t_1)U_1(t_1, s) \]
\[ = -s\lim_{\epsilon \to 0} U_2(s, t_2)(1 + \epsilon B)^{-1}\Phi(t_2)(1 + \epsilon B)^{-1}U_1(t_2, s) \]
\[ - s\lim_{\epsilon \to 0} U_2(s, t_1)(1 + \epsilon B)^{-1}\Phi(t_1)(1 + \epsilon B)^{-1}U_1(t_1, s). \]

(B.3.3) equals the limit as \( \epsilon \to 0 \) of the following expression:

\[ \int_{t_1}^{t_2} U_2(s, u)(1 + \epsilon B)^{-1}(2D_1\Phi(t))(1 + \epsilon B)^{-1}U_1(u, s)du \]
\[ + \int_{t_1}^{t_2} U_2(s, u)i[H_2(u), (1 + \epsilon B)^{-1}\Phi(u)]U_1(u, s)du \]
\[ + \int_{t_1}^{t_2} U_2(s, u)\Phi(u)iH_1(u), (1 + \epsilon B)^{-1}]U_1(u, s)du \]
\[ =: R_1(\epsilon) + R_2(\epsilon) + R_3(\epsilon). \]

Now \( R_1(\epsilon) \) goes to the right-hand side of (B.3.2). Moreover, for \( \psi_1, \psi_2 \in D(B^{1/2}) \), we have

\[ (\psi_2)R_2(\epsilon)\psi_1) \leq \epsilon \int_{t_1}^{t_2} \|B^{1/2}U_2(s, u)\| \|B^{1/2}H_2(u), B\|^{-1} \|B^{1/2}\Phi(u)B^{-1}\| \|B^{1/2}U_1(u, s)\psi_1\| du, \]

which clearly goes to zero. \( R_3(\epsilon) \) can be handled in a similar fashion. \( \square \)

So far, we have not given explicit conditions that, for a given time-dependent Hamiltonian \( H(t) \), guarantee the existence of a unitary dynamics. Below we will describe one possible set of such conditions, unfortunately, quite restrictive.

**Definition B.3.5**

Let

\[ t \to W(t) \]

belong to \( L^1_{\text{loc}}([T_1, T_2], B(\mathcal{H})) \). For any \([s, t] \subset [T_1, T_2]\), we define the time-ordered exponential of \( W(t) \) by the following convergent expansion:

\[ T\left( e^\int_s^t W(u)du \right) := \sum_{n=0}^{\infty} \int_{u_n \geq \ldots \geq u_1 \geq s} W(u_n) \ldots W(u_1)du_n \ldots du_1. \]

**Proposition B.3.6**

Suppose that \( H_0 \) is a fixed self-adjoint operator, and

\[ t \to V(t) \]

belongs to \( L^1_{\text{loc}}([T_1, T_2], B(\mathcal{H})) \). Set
Then $U(t, s)$ satisfies the following properties:

(i) $s \mapsto U(t, s)B^{-1}$ and $t \mapsto B^{-1}U(t, s)$ belong to $W^{1,1}([T_1, T_2], B(H))$,
(ii) 
\[
\partial_s U(t, s)B^{-1} = U(t, s)iH(s)B^{-1},
\]
\[
\partial_t B^{-1}U(t, s) = -iB^{-1}H(t)U(t, s).
\]

If, moreover, $V(t)$ is self-adjoint for all $t$, then $U(t, s)$ is a unitary dynamics in the sense of Definition B.3.1, and the conditions (i) and (ii) of Definition B.3.2 are satisfied.

### B.4 Propagation Estimates

In this section we describe certain abstract arguments that are used in scattering theory to prove propagation estimates and the existence of asymptotic observables and of wave operators. These arguments do not depend on the concrete form of a time-dependent Hamiltonian.

In the first lemma we describe how to prove two types of the so-called propagation estimates. This name is usually given to various estimates on the evolution. The first type of a propagation estimate is a direct consequence of the fundamental theorem of calculus. The second one is a version of the Putnam-Kato theorem developed by Sigal and Soffer (see [RS, vol IV] and [SS1]).

Let $U(t, s)$ be the unitary evolution generated by a time-dependent Hamiltonian $H(t)$. We assume that all the conditions of Definitions B.3.1 and B.3.2 are satisfied and $U(t, s)$ is $B$-regularly generated. For simplicity, we will write $U(t) := U(t, 0)$. Note that $U(t)$ satisfies

\[
\begin{cases}
\frac{d}{dt}U(t)\phi = -iH(t)U(t)\phi, & \phi \in D(B^{\frac{1}{2}}), \\
U(0) = 1.
\end{cases}
\]

We will denote by $D\Phi(t)$ the Heisenberg derivative associated with $U(t)$:

\[
D\Phi(t) := \frac{d}{dt}\Phi(t) + i[H(t), \Phi(t)].
\]

**Lemma B.4.1**

Suppose that $\Phi(t)$ is a family of self-adjoint operators satisfying the conditions
of Proposition B.3.4.

(i) Let $\mathbf{D}\Phi(t) \in L^1(\mathbb{R}^+, B(H))$. Then
\[
\|\Phi(t)U(t)\phi\| \leq \|\Phi(0)\phi\| + \int_{t_0}^{t} \|\mathbf{D}\Phi(s)\| ds. \quad (B.4.1)
\]

(ii) Suppose that $\Phi(t)$ is uniformly bounded and that there exist $C_0 > 0$ and operator valued functions $B(t)$ and $B_i(t)$, $i = 1, \ldots, n$, such that
\[
\mathbf{D}\Phi(t) \geq C_0 B^*(t)B(t) - \sum_{i=1}^{n} B_i^*(t)B_i(t),
\]
\[
\int_{t_0}^{\infty} \|B_i(t)U(t)\phi\|^2 dt \leq C\|\phi\|^2, \quad i = 1, \ldots, n.
\]

Then there exists $C_1$ such that
\[
\int_{t_0}^{\infty} \|B(t)U(t)\phi\|^2 dt \leq C_1\|\phi\|^2. \quad (B.4.2)
\]

**Proof.**  (i) follows directly from the fact that
\[
\frac{d}{dt} U(t)^* \Phi(t) U(t) = U(t)^* (\mathbf{D}\Phi(t)) U(t).
\]

To prove (ii), for $0 \leq t_1 \leq t_2$, we compute
\[
C_0 \int_{t_1}^{t_2} \|B(t)U(t)\phi\|^2 dt \leq \int_{t_1}^{t_2} (U(t_2)\phi| \mathbf{D}\Phi(t)U(t)\phi) dt + \sum_{i=1}^{n} \int_{t_1}^{t_2} \|B_i(t)U(t)\phi\|^2 dt
\]
\[
\leq (U(t_2)\phi| \Phi(t_2)U(t_2)\phi) - (U(t_1)\phi| \Phi(t_1)U(t_1)\phi)
\]
\[
+ \sum_{i=1}^{n} \int_{t_1}^{t_2} \|B_i(t)U(t)\phi\|^2 dt \leq C\|\phi\|^2,
\]
which proves the desired result. \(
\)

The observable $\Phi(t)$ used to derive (B.4.2) is called a *propagation observable*. As we saw above, the main idea of the proof of (B.4.2) is to find a propagation observable whose Heisenberg derivative is “essentially positive”.

Next we describe two methods of proving the existence of wave operators and asymptotic observables. The first one is known as Cook’s method and the second one is its variation due to Kato (see [RS, vol IV] and references therein).

Let $H_1(t)$ and $H_2(t)$ be two time-dependent self-adjoint operators. Let $U_i(t)$ be the unitary evolutions generated by $H_i(t)$ in the sense of Definitions B.3.1 and B.3.2. Let $\mathbf{D}_1$ be defined as in Proposition B.3.4.

**Lemma B.4.2**
Suppose that $\Phi(t)$ is a uniformly bounded function with values in self-adjoint operators satisfying the conditions of Proposition B.3.2. Let $\mathcal{D}_1 \subset \mathcal{H}$ be a dense subspace.
(i) Assume that, for $\phi \in \mathcal{D}_1$,
\[ \int_1^\infty \| (2D_1 \Phi(t)) U_1(t) \phi \| \, dt < \infty. \]

Then there exists
\[ s_- \lim_{t \to \infty} U_2^*(t) \Phi(t) U_1(t). \] (B.4.3)

(ii) Assume that
\[ |(\psi_2| D_1 \Phi(t) \psi_1)| \leq \sum_{i=1}^n \| B_{2i} U_2(t) \| \| B_{1i}(t) \psi_1 \|, \]
\[ \int_1^\infty \| B_{2i}(t) U_2(t) \phi \|^2 \, dt \leq C \| \phi \|^2, \quad \phi \in \mathcal{H}, \quad i = 1, \ldots, n, \]
\[ \int_1^\infty \| B_{1i}(t) U_1(t) \phi \|^2 \, dt \leq C \| \phi \|^2, \quad \phi \in \mathcal{D}_1, \quad i = 1, \ldots, n. \]

Then the limit (B.4.3) exists.

The proof of (i) is easy and left to the reader. Let us show (ii).
Let $\phi \in \mathcal{D}_1$, $\psi \in \mathcal{H}$. Then
\[ |\langle \psi | U_2^*(t_2) \Phi(t_2) U_1(t_2) \phi \rangle - \langle \psi | U_2^*(t_1) \Phi(t_1) U_1(t_1) \phi \rangle| \]
\[ \leq \int_{t_1}^{t_2} |\langle \psi | U_2^*(t) \Phi(t_2) U_1(t) \phi \rangle| \, dt \]
\[ \leq \sum_{j=1}^n \left( \int_{t_1}^{t_2} \| B_{2j}(t) U_2(t) \psi \|^2 \, dt \right)^{1/2} \left( \int_{t_1}^{t_2} \| B_{1j}(t) U_1(t) \phi \|^2 \, dt \right)^{1/2}. \] (B.4.4)

Therefore,
\[ \| U_2^*(t_2) \Phi(t_2) U_1(t_2) \phi - U_2^*(t_1) \Phi(t_1) U_1(t_1) \phi \| \]
\[ = \sup_{\| \psi \|=1} |\langle \psi | U_2^*(t_2) \Phi(t_2) U_1(t_2) \phi \rangle - \langle \psi | U_2^*(t_1) \Phi(t_1) U_1(t_1) \phi \rangle| \] (B.4.5)
\[ \leq \sum_{j=1}^n C \left( \int_{t_1}^{t_2} \| B_{1j}(t) U_1(t) \phi \|^2 \, dt \right)^{1/2}. \]

If we choose $T$ big enough and $t \leq t_1 \leq t_2$, then we can make (B.4.5) arbitrarily small. This proves the existence of
\[ s_- \lim_{t \to \infty} U_2^*(t) \Phi(t) U_1(t) \phi, \quad \phi \in \mathcal{D}_1, \]
and hence it implies the existence of (B.4.3).

\[ \square \]

B.5 Limits of Unitary Operators

The following lemma describes an argument often used in $N$-body scattering theory. Its easy proof is left to the reader.
Lemma B.5.1
Let $U(t)$ be a family of unitary operators. Let $Q$, $Q_0$ be a pair of orthogonal projections. Suppose that there exist

$$\Omega_0 := s-lim_{t \to \infty} U(t)Q_0, \quad \Omega := s-lim_{t \to \infty} U^*(t)Q.$$

Let us assume that

$$\text{Ran} \Omega_0 \subset \text{Ran} Q, \quad \text{Ran} \Omega \subset \text{Ran} Q_0.$$

Then $\Omega_0$, $\Omega$ are partial isometries such that

$$\Omega_0^* = \Omega, \quad \Omega_0 \Omega_0^* = Q_0, \quad \Omega \Omega^* = Q.$$

B.6 Schur’s Lemma

The next classical lemma is known as Schur’s Lemma.

Lemma B.6.1
Let $Y, Y'$ be spaces with measures $d\mu, d\mu'$. Let $k(\cdot, \cdot)$ be a function on $Y \times Y'$ such that

$$\text{ess sup}_Y \int |k(y, y')|d\mu' \leq C, \quad \text{ess sup}_{Y'} \int |k(y, y')|d\mu \leq C'.$$

Then the operator

$$K : L^2(Y, d\mu) \to L^2(Y', d\mu'),$$

$$Ku(y) := \int k(y, y')u(y')d\mu'$$

is bounded and

$$\|K\| \leq (CC')^{1/2}.$$

Proof. We compute

$$\langle Ku, v \rangle \leq \int |k(y, y')||u(y)||v(y')|d\mu d\mu'$$

$$\leq \int |k(y, y')|^2|u(y)||v(y')|d\mu d\mu'$$

$$\leq (\int |k(y, y')|^2d\mu d\mu')^{1/2} (\int |u(y)|^2d\mu')^{1/2} (\int |v(y')|^2d\mu')^{1/2}$$

$$\leq (CC')^{1/2}\|u\|\|v\|,$$

which proves the lemma.
B.7 Compact Operators in $L^2(\mathbb{R}^n)$

The following criterion for compactness of operators in $L^2(\mathbb{R}^n)$ is often useful.

**Proposition B.7.1**

Suppose that $f, g \in L^\infty(\mathbb{R}^n)$ and

$$\lim_{|x| \to \infty} f(x) = 0, \quad \lim_{|\xi| \to \infty} g(\xi) = 0.$$

Then the operator $f(x)g(D)$ is compact.

**Proof.** Set $f_n(x) := 1_{[0,n]}(|x|)f(x)$, $g_n := 1_{[0,n]}(|\xi|)g(\xi)$. Then the Hilbert-Schmidt norm of $f_n(x)g_n(D)$ equals

$$\|f_n\|_2 \|g_n\|_2 < \infty.$$

Hence $f_n(x)g_n(D)$ are Hilbert-Schmidt operators. But

$$\lim_{n \to \infty} f_n(x)g_n(D) = f(x)g(D).$$

Hence $f(x)g(D)$ is compact as the limit of a sequence of compact operators. $\square$
B. Operators on Hilbert Spaces
C. Estimates on Functions of Operators

Suppose that we know the properties of a certain operator $A$. In this appendix we will describe how to study the properties of its function $f(A)$. For instance, we will prove some estimates on the commutator $[B, f(A)]$. Besides, if the operator $A(s)$ depends on a parameter $s$, we will prove some estimates on the derivative of $f(A(s))$ with respect to $s$. Note that the second problem can be viewed as a generalization of the first. In fact, if we take $A(s) := e^{isB}Ae^{-isB}$, then we have

$$\frac{d}{ds} f(A(s)) = i[B, f(A(s))].$$

We will use two approaches to study functions of operators. The first uses the properties of $e^{itA}$ and the Fourier transform of the function $f$. The second uses the properties of the resolvent $(z - A)^{-1}$ and an almost-analytic extension of $f$. Both approaches yield similar results. Sometimes we will use the former approach, sometimes the latter.

It is difficult to determine who first proved similar estimates. We learned most of them from [SS1], where they were proven using the Fourier transform method. The commutator expansion lemma was proven in [SS3]. An estimate similar to that of Lemma C.4.1 played an important role in [SS1]. Its version with a more careful remainder estimate was a key ingredient of [De8].

The notion of an almost-analytic extension is due to Hörmander [Hö2, vol I]. It was applied to study functions of operators in [HS].

C.1 Basic Estimates of Commutators

Probably the simplest estimate of $[F(A), B]$ can be formulated as follows.

**Lemma C.1.1**

*Suppose that $A = (A^1, \ldots, A^n)$ is a vector of commuting self-adjoint operators. Let $B$ be a self-adjoint operator. Assume that the quadratic form*

$$\lim_{\epsilon \to 0} \left( (A\phi|B(1 + i\epsilon B)^{-1}\psi) - (B(1 - i\epsilon B)^{-1}\phi|A\psi) \right), \; \phi, \psi \in D(A), \quad (C.1.1)$$

*is well defined and extends to a bounded operator that we call $[A, B]$. Suppose that $F' = f$ and $f \in L^1(\mathbb{R}^n)$. Then*
\[ \| [F(A), B] \| \leq \| \hat{F} \| \| [A, B] \|. \]  
\[ \text{C.1.2} \]

**Proof.** It is enough to assume that \( B \) is bounded, because otherwise we can replace \( B \) with \( B(1 + \imath \epsilon B)^{-1} \), and then use the limit described in (C.1.1).

Both \( \hat{f} \) and \( \hat{F} \) are distributions in \( \mathcal{S}'(\mathbb{R}^n) \). Clearly, they can be extended to test functions that are bounded together with their first derivative. Moreover, if \( \phi \in \text{Ran}\pi_{\Theta}(A) \) for some compact \( \Theta \), then \( \xi \mapsto e^{\imath \xi A} \phi \) is bounded together with all its derivatives. Therefore, we can write the following identity:

\[ F(A)\phi = (2\pi)^{-n} \int \hat{F}(\xi)e^{\imath \xi A}\phi d\xi. \]  
\[ \text{C.1.3} \]

Hence, in the sense of quadratic forms on \( \text{Ran}\pi_{\Theta}(A) \), for some compact \( \Theta \), we have

\[ [F(A), B] = (2\pi)^{-n} \int \hat{F}(\xi)d\xi \int_0^1 e^{\imath \tau \xi A}[A, B]e^{\imath (1-\tau)\xi A}d\tau, \]  
\[ \text{C.1.4} \]

from which the estimate (C.1.2) follows immediately. \( \square \)

Sometimes one needs to regularize the commutator \([A, B]\) on the right-hand side of (C.1.2) by using the inverse of \( A \). Below we give an example of how this can be done.

**Lemma C.1.2**

Suppose that \( f \in C_0^\infty(\mathbb{R}^n) \). Then there exists a \( C \) that depends on \( f \) such that

\[ \| [f(A), B] \| \leq C\| (1 + A^2)^{-1}, B \|. \]  
\[ \text{C.1.5} \]

**Proof.** We set

\[ f(A) = (1 + A^2)^{-1}f_1(A)(1 + A^2)^{-1}, \]

where \( f_1 \in C_0^\infty(\mathbb{R}^n) \). We have

\[ [f(A), B] = (1 + A^2)^{-1}[f_1(A), B](1 + A^2)^{-1} + [(1 + A^2)^{-1}, B]f_1(A)(1 + A^2)^{-1} + hc \]  
\[ \text{C.1.6} \]

The first term on the right of (C.1.6) we treat as in the proof of Lemma C.1.1. \( \square \)

**C.2 Almost-Analytic Extensions**

In this section we describe the concept of an almost-analytic extension of a \( C^\infty \) function. Such extensions can be used as a tool in estimates on functions of operators.
We embed $\mathbb{R}$ in $\mathbb{C}$. We denote the variable of $\mathbb{R}$ by $x$ and the variable of $\mathbb{C}$ by $z = x + iy$.

**Proposition C.2.1**

Let $f \in C_0^\infty(\mathbb{R})$. Then there exist a function $\tilde{f} \in C_0^\infty(\mathbb{C})$, called an almost-analytic extension of $f$, such that

$$
\tilde{f}|_{\mathbb{R}} = f, \quad \left| \frac{\partial^N_{\bar{z}}}{\partial z} \phi \right| \leq C_N |\text{Im} z|^N, \quad N \in \mathbb{N}. \tag{C.2.1}
$$

Moreover,

$$
f(x) = \frac{i}{2\pi} \int \frac{\partial \tilde{f}}{\partial \bar{z}}(z)(z - x)^{-1}dz \wedge d\bar{z}. \tag{C.2.2}
$$

**Proof.** Let $\chi \in C_0^\infty(\mathbb{R})$ be a cutoff function such that $\chi(x) = 1$ for $|x| \leq 1$. Then it is easy to check that, for an appropriate sequence $C_n$, the series

$$
\tilde{f}(x + iy) := \sum_{n=0}^\infty i^n \frac{\partial^N_x f(x)}{n!} \chi \left( \frac{y}{C_n} \right) \tag{C.2.3}
$$

converges uniformly with all derivatives. From

$$
\frac{\partial \tilde{f}}{\partial \bar{z}}(z) = \sum_{n=0}^\infty i^{n+1} \frac{\partial^N_x f(x)}{n!} C_n \chi' \left( \frac{y}{C_n} \right)
$$

we easily see that $\tilde{f}$ satisfies (C.2.1).

Next we note that the right-hand side of (C.2.2) equals

$$
\lim_{\varepsilon \to 0} \frac{i}{2\pi} \int_{C_\varepsilon} \frac{\partial \tilde{f}}{\partial \bar{z}}(z)(z - x)^{-1}dz \wedge d\bar{z}, \tag{C.2.4}
$$

where $C_\varepsilon$ is the domain

$$
C_\varepsilon := \{ z \in \mathbb{C} \mid |\text{Im} z| > \varepsilon, |z| < c \},
$$

for some $c$ large enough. Using Green’s formula, we obtain that (C.2.4) equals

$$
\lim_{\varepsilon \to 0} \frac{i}{2\pi} \int_{\partial C_\varepsilon} \tilde{f}(z)(z - x)^{-1}dz
= \lim_{\varepsilon \to 0} \frac{i}{2\pi} \int_{\mathbb{R}} \left( \tilde{f}(\lambda + i\varepsilon)(\lambda + i\varepsilon - x)^{-1} - \tilde{f}(\lambda - i\varepsilon)(\lambda - i\varepsilon - x)^{-1} \right) d\lambda. \tag{C.2.5}
$$

Using the fact that $|\lambda \pm i\varepsilon - x|^{-1} \leq e^{-1}$, $|\tilde{f}(\lambda \pm i\varepsilon) - \tilde{f}(\lambda)| \leq Ce$, and Lebesgue’s dominated convergence theorem, we see that (C.2.5) equals

$$
\lim_{\varepsilon \to 0} \frac{i}{2\pi} \int_{\mathbb{R}} \left( \tilde{f}(\lambda)(\lambda + i\varepsilon - x)^{-1} - \tilde{f}(\lambda)(\lambda - i\varepsilon - x)^{-1} \right) d\lambda = f(x).
$$

This completes the proof of (C.2.2). \qed
For $\rho \in \mathbb{R}$, we denote by $S^\rho(\mathbb{R})$ the class of functions $f$ in $C^\infty(\mathbb{R})$ such that
\[ |\partial^k_x f(s)| \leq C_k \langle s \rangle^{\rho-k}, \quad k \geq 0. \]

Below we show how to construct almost-analytic extensions of functions from $S^\rho(\mathbb{R})$.

**Proposition C.2.2**

Let $f \in S^\rho(\mathbb{R})$ Then there exists $\tilde{f} \in C_0^\infty(\mathbb{R})$, called an almost-analytic extension of $f$, such that
\[ \tilde{f}|_{\mathbb{R}} = f, \quad |\partial^N_x f(z)| \leq C_N \langle x \rangle^{\rho-N} |\text{Im} z|^N, \quad N \in \mathbb{N}, \]
\[ \text{supp} \tilde{f} \subset \{ x + iy \mid |y| \leq C \langle x \rangle \} \]
and (C.2.2) is true.

**Proof.** We easily see that we can choose a sequence $C_n$ such that
\[ \tilde{f}(x + iy) := \sum_{n=0}^{\infty} i^n \partial^n_x f(x) \frac{y^n}{n!} \chi \left( \frac{y}{\langle x \rangle C_n} \right) \]
is well defined. We also have
\[ \frac{\partial \tilde{f}}{\partial x^2}(z) = \sum_{n=0}^{\infty} i^{n+1} \partial^{n+1}_x f(x) \frac{y^n}{n! C_n} \chi \left( \frac{y}{\langle x \rangle C_n} \right) \left( i - \frac{y}{\langle x \rangle} \partial_x \langle x \rangle \right), \]
which yields the desired estimate on $\frac{\partial \tilde{f}}{\partial x^2}(z)$. \hfill \square

**C.3 Commutator Expansions I**

In this section we prove a version of the commutator expansion lemma (see [SS3]).

**Lemma C.3.1**

Let $A, B$ two self-adjoint operators with
\[ \|\text{ad}_A^j \| < \infty, \quad j \geq 1. \]

Let $\rho \geq -1$ and $f \in S^\rho(\mathbb{R})$. Let $[\rho]$ denote the integral part of $\rho$. Then for all $N \in \mathbb{N}$ such that $N \geq [\rho]$, we have
\[ [f(A), B] = \sum_{j=1}^{N} \frac{1}{j!} f^{(j)}(0) \text{ad}_A^j B + R_{N+1}(f, A, B), \]
where
\[ \|(A + i)^{N-[\rho]} R_{N+1}(f, A, B)\| \leq c_N(f) \|\text{ad}_A^{N+1} B\|, \quad (C.3.1) \]
and the constants $c_N(f)$ depend only on a finite number of the semi-norms of $f$ in $S^\rho(\mathbb{R})$.

**Proof.** Our first aim is to show our estimate for $-1 \leq \rho < 0$. In this case, this estimate is

$$
\|(A + i)^{N+1}R_{N+1}(f, A, B)\| \leq c_N(f)\|\text{ad}_A^{N+1}B\|.
$$

Let $\tilde{f}$ be an almost-analytic extension $\tilde{f}$ of constructed in Proposition C.2.2. We have

$$
f(A) = \frac{i}{2\pi} \int \frac{\partial \tilde{f}}{\partial \bar{z}}(z)(z - A)^{-1}dz \wedge d\bar{z}.
$$

So,

$$
[f(A), B] = \frac{i}{2\pi} \int \frac{\partial \tilde{f}}{\partial \bar{z}}(z)(z - A)^{-1}\text{ad}_A(B)(z - A)^{-1}dz \wedge d\bar{z}
$$

$$
= \sum_{j=1}^{N} \frac{i}{2\pi} \int \frac{\partial \tilde{f}}{\partial \bar{z}}(z)(z - A)^{-j-1}\text{ad}_A^j(B)dz \wedge d\bar{z}
$$

$$
+ \frac{i}{2\pi} \int \frac{\partial \tilde{f}}{\partial \bar{z}}(z)(z - A)^{-N-1}\text{ad}_A^{N+1}(B)(z - A)^{-1}dz \wedge d\bar{z}
$$

$$
= \sum_{j=1}^{N} \frac{i}{2\pi} f^{(j)}(A)\text{ad}_A^j(B) + R_{N+1}(f, A, B).
$$

(C.3.2)

It is immediate to see that, for $|\text{Im}z| \leq c|\text{Re}z|$, one has

$$
\|\frac{\partial f}{\partial \bar{z}}\| \leq C|\text{Re}z||\text{Im}z|^{-1}.
$$

(C.3.3)

Using then the estimates on $\frac{\partial f}{\partial \bar{z}}(z)$, we obtain immediately that

$$
\|(A + i)^{N+1}R_{N+1}(f, A, B)\|
$$

$$
\leq C \int \frac{\|\frac{\partial f}{\partial \bar{z}}\|^{N+1}}{\|\text{ad}_A^j(B)\|^{N+1}}|\text{Re}z||\text{Im}z|^{-1}\|\text{ad}_A^{N+1}(B)\|dz \wedge d\bar{z}
$$

$$
\leq C\|\text{ad}_A^{N+1}(B)\| \int \left(\frac{\|f\|}{\|\text{ad}_A^j(B)\|}\right)^{N+1} |\text{Re}z|^{-k+\rho}|\text{Im}z|^{k-1}dz \wedge d\bar{z}
$$

(C.3.4)

Setting $k = N + 2$ we obtain that (C.3.4) is less than $c_N(f)\|\text{ad}_A^{N+1}B\|$. This ends the proof of the lemma for $-1 \leq \rho < 0$.

Now let $P_{\rho}(s) := (s + i)^\rho$. For $\rho = 0, 1, \ldots$, by a straightforward computation, we get

$$
R_{N+1}(P_{\rho}, A, B) = \left\{\begin{array}{ll}
\rho\text{ad}_A^{N+1}B & \rho = N + 1, \\
0 & N + 1 > \rho.
\end{array}\right.
$$

(C.3.5)

Finally, we consider $f_{\rho} \in S^\rho$ with an arbitrary $\rho \geq 0$. We set $\tilde{\rho} := \rho - |\rho| - 1 \in [-1, 0]$ and

$$
f_{\rho}(s) := P_{|\rho|+1}(s)f_{\tilde{\rho}}(s),
$$

where $f_{\rho} \in S^\tilde{\rho}$. We have
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\[ Bf_\rho(A) = \sum_{j=0}^{N} \frac{1}{j!} P_{[\rho+1]}^{(j)}(A) \text{ad}^j_A B f_\rho(A) + R_{N+1} (P_{[\rho+1]}, A, B) f_\rho(A) \]

\[ = \sum_{j=0}^{N} \sum_{k=0}^{N-j} \frac{1}{j!} P_{[\rho+1]}^{(j)}(A) f_{\rho}^{(j)}(A) \text{ad}^{j+k}_A B \]

\[ + \sum_{j=0}^{N} P_{[\rho+1]}^{(j)}(A) R_{N+1-j}(f_\rho, A, \text{ad}^j_A B) + R_{N+1} (P_{[\rho+1]}, A, B) f_\rho(A) \]

\[ = \sum_{j=0}^{N} \frac{1}{j!} f_{\rho}^{(j)}(A) \text{ad}^j_A B + R_{N+1}(f_\rho, A, B) \]

for

\[ R_{N+1} (f_\rho, A, B) := \sum_{j=0}^{\rho+1} P_{[\rho+1]}^{(j)}(A) R_{N+1-j}(f_\rho, A, \text{ad}^j_A B) + R_{N+1} (P_{[\rho+1]}, A, B) f_\rho(A), \]

Now \((A+i)^{-[\rho+1]+j}P_{[\rho+1]}^{(j)}(A)\) is bounded, and \((A+i)^{N+1-j}R_{N+1-j}(f_\rho, A, \text{ad}^j_A B)\) can be estimated by \(C||\text{ad}^{N+1}_A B||\). Using also (C.3.5), we get (C.3.1). \(\Box\)

Let us state the following consequence of the commutator expansion lemma.

**Lemma C.3.2**

Let \(A, B\) be self-adjoint operators. If \(f \in S^0(\mathbb{R})\) with \(\rho < 1\), then

\[ [f(A), B] \leq C ||[A, B]||. \]

If \(f \in S^1(\mathbb{R})\), then

\[ [f(A), B] \leq C ||[A, B]|| + C ||[A, [A, B]]||. \]

**Proof.** We use Lemma C.3.1 with \(N = 0\) and \(N = 1\) respectively. \(\Box\)

### C.4 Commutator Expansions II

Next we will give yet another version of the commutator expansion with a very careful remainder estimate.

**Lemma C.4.1**

Let \(\mathbb{R} \ni t \mapsto B(t) \in \mathcal{B}(\mathcal{H})\) be a one parameter family of bounded self-adjoint operators that is \(C^1\) in the norm sense. Let \(F \in C^\infty(\mathbb{R})\) with \(F' = f^2\), \(f \in C_0^\infty(\mathbb{R})\). Assume that

\[ \frac{d}{dt} B(t) = A_1(t) + C_1(t), \]

\[ [B(t), A_1(t)] = A_2(t) + C_2(t), \]

\[ [B(t), A_2(t)] = C_3(t). \]
Then there exist $C$ depending just on $f$ such that

$$
\| \frac{d}{dt} F(B(t)) - f(B(t)) A_1(t) f(B(t)) \| \leq C(\| C_1(t) \| + \| C_2(t) \| + \| C_3(t) \|).
$$

**Proof.** We have

$$
\frac{d}{dt} F(B(t)) = \frac{1}{2\pi} \int_0^1 \hat{F}(s)(-is)e^{-isB} \left( \frac{d}{dt} B(t) \right)e^{-i(1-\tau)sB} \, d\tau ds.
$$

(C.4.1)

Up to an error of the order $O(\| C_1 \|)$, the quantity (C.4.1) equals

$$
\frac{1}{2\pi} \int_0^1 \hat{F}(s)(-is)e^{-isB} A_1 e^{-i(1-\tau)sB} \, d\tau ds
= \frac{1}{4\pi} \int \hat{F}(s)(-is)(e^{-isB} A_1 + A_1 e^{-isB}) \, ds
+ \frac{1}{4\pi} \int_0^1 \hat{F}(s)(-is)^2(1-2\tau)e^{-i\tau sB}[B, A_1] e^{-i(1-\tau)sB} \, d\tau ds.
$$

(C.4.2)

The first term on the right of (C.4.2) equals

$$
\frac{1}{2} (f^2(B) A_1 + A_1 f^2(B)) = f(B) A_1 f(B) + \frac{1}{2} [f(B), [f(B), A_1]].
$$

(C.4.3)

We have

$$
[f(B), A_1] = \frac{1}{2\pi} \int \int_0^1 \hat{F}(s)(-is)e^{-isB} (A_2 + C_2) e^{-i(1-\tau)sB} \, d\tau ds,
$$

from which we obtain that

$$
\||f(B), [f(B), A_1]|| \in O(\| f(B), A_2 \|) + O(\| C_2 \|)
\in O(\| C_3 \|) + O(\| C_2 \|).
$$

The second term on the right-hand side of (C.4.2) up to a term of order $O(\| C_2 \|)$ equals

$$
\frac{1}{4\pi} \int_0^1 (1-2\tau) \hat{F}(s)(-is)^2 e^{-isB} A_2 e^{-i(1-\tau)sB} \, d\tau ds
= \frac{1}{4\pi} \int_0^1 (\tau - \tau^2) \hat{F}(s)(-is)^3 e^{-isB}[B, A_2] e^{-i(1-\tau)sB} \, d\tau ds,
$$

(C.4.4)

which is of the order $O(\| C_3 \|)$. 
\qed
C. Estimates on Functions of Operators
D. Pseudo-differential and Fourier Integral Operators

D.0 Introduction

The name “pseudo-differential operators” is usually used in two different (although related) meanings. First, it is used to denote operators on $L^2(\mathbb{R}^n)$ defined by certain integral formulas. The main ingredient of these formulas is a function that is called the symbol of a pseudo-differential operator, which encodes the phase space properties of the operator. If we use this meaning, then essentially all operators on $L^2(\mathbb{R}^n)$ are pseudo-differential operators. This point of view is taken in Sect. D.1, where we introduce the two most commonly used notions of the symbol of an operator: the Kohn-Nirenberg symbol and the Weyl symbol.

In Sect. D.2 we introduce the phase space correlation function of an operator, which is another object used to describe phase space properties of operators. In the second, probably more common meaning, the word “pseudo-differential operators” is used to denote some classes of operators that can usually be defined by describing certain properties of their symbols. There is a large variety of such classes, some of them are very useful in partial differential equations, others are less known.

Probably the most natural class of pseudo-differential operators is the algebra associated with the constant metric, which we denote by

$$\Psi(1, dx^2 + d\xi^2) = \Psi(1, g_0).$$

(In the literature it often appears under the name $\Psi_{00}^0$). Its symbols belong to the algebra of functions with all bounded derivatives, which we denote

$$S(1, dx^2 + d\xi^2) = S(1, g_0).$$

(In the literature it often appears under the name $S_{00}^0$). The algebra $\Psi(1, g_0)$ has very elegant properties, for instance, it is invariant with respect to the metaplectic group. From the point of view of applications, however, it has a big disadvantage – it does not possess a “small parameter” (a “Planck constant”), and therefore does not have an asymptotic calculus, which is so useful in practice. Nevertheless, in Chap. 3 we use this class of pseudo-differential operators. We describe the
properties of symbols and operators associated with the constant metric in Sects. D.3 and D.4 respectively.

The simplest way to introduce a “Planck constant” to pseudo-differential operators is to make the operators depend on a parameter. This formalism, useful in Chap. 3, is presented in Sect. D.5. It is essentially a reformulation of the results of the preceding section.

A more refined way to introduce a “Planck constant” is to use classes of pseudo-differential operators associated with certain non-uniform metrics. There is a wide variety of such classes. The classes of operators that we need in Chap. 4 are

\[ \Psi(\langle x \rangle^m, \langle x \rangle^{-2}dx^2 + d\xi^2) = \Psi(\langle x \rangle^m, g_1). \]

They have symbols that belong to

\[ S(\langle x \rangle^m, \langle x \rangle^{-2}dx^2 + d\xi^2) = S(\langle x \rangle^m, g_1). \]

In this class, the quantity \( \langle x \rangle^{-1} \) serves as a small parameter.

This class is probably the most popular in applications in the literature on partial differential equations, where it is denoted by \( \Psi_{1,0}^m \), and the roles of \( x \) and \( \xi \) are usually switched. Basic properties of symbols in \( S(\langle x \rangle^m, g_1) \) and of the operators in \( \Psi(\langle x \rangle^m, g_1) \) follow easily from similar properties concerning the case of the uniform metric. They are described in Sects. D.7 and D.8.

Because of the asymptotic calculus, we can sometimes look at operators of \( \Psi(\langle x \rangle^m, g_1) \) locally in phase space. Such concepts are developed in Sects. D.9 and D.10.

Properties of functions of pseudo-differential operators are studied in Sect. D.11.

In Sect. D.12 we use the so-called non-stationary phase method to describe some simple bounds on certain Fourier integral operators.

Sometimes it is convenient to approximate an operator with an integral expression that goes under the name of Fourier integral operators (FIO’s). This happens especially when we consider the evolution generated by a self-adjoint operator. The last three sections are devoted to the results about FIO’s that are needed in Chaps. 3 and 4. In Sect. D.13 we describe a class of FIO’s whose amplitude and the second derivative of the phase belong to \( S(1, g_0) \). This class of FIO’s seems very natural. For instance, generically, elements of the metaplectic group belong to this class. Nevertheless, because of the absence of a small parameter, this class does not seem to be widely used in the literature. One can introduce a “Planck constant” by introducing a parameter, as we do in Sect. D.14. In Sect. D.15 we study FIO’s whose amplitudes belong to \( S(\langle x \rangle^m, g_1) \) and the second derivative of phases belong to \( S(1, g_1) \). Note that, in the literature, a similar class is the most commonly used.

References about pseudo-differential operators include [H62, vol. III] and [Ta, Tre, Ro, BoCh]. Properties of functions of operators similar to those described in Proposition D.11.4 where proven in [SS1]. Fourier integral operators similar to those considered in Sect. D.13 were probably first considered in [AF, Fu1,
D.1 Symbols of Operators

Let \( \mathcal{S}(X) \otimes \mathcal{S}'(X) \) denote the space of \( \sigma \)-quasilinear forms on the space of Schwartz test functions \( \mathcal{S}(X) \). We will view \( \mathcal{S}'(X) \otimes \mathcal{S}'(X) \) as a kind of an extension of the set of linear operators on \( L^2(X) \). We will treat all the elements of this space as "pseudo-differential operators" and we will define their symbols. Note that, by Schwartz's kernel theorem (see e.g. [RS, vol I]), elements of this set can be defined by a kernel \( K \in \mathcal{S}'(X \times X) \) with help of the following equation:

\[
(\phi|A\psi) = \int \int K(x,y)\tilde{\phi}(x)\psi(y)dx dy.
\]

Let \( A \in \mathcal{S}'(X) \otimes \mathcal{S}'(X) \). Then we say that \( a_1 \in \mathcal{S}'(X \times X') \) is the Kohn-Nirenberg symbol of \( A \) if, for any \( \phi, \psi \in \mathcal{S}(X) \),

\[
(\phi|A\psi) = (2\pi)^{-n} \int a_1(x,\xi)\tilde{\phi}(x)\psi(y)e^{i(x-y,\xi)}dx dy.
\]  

We will write

\[
A = a_1(x, D).
\] 

We say that \( a_2 \in \mathcal{S}'(X \times X') \) is the Weyl symbol of \( A \) if, for any \( \phi, \psi \in \mathcal{S}(X) \),

\[
(\phi|A\psi) = (2\pi)^{-n} \int a_2 \left( \frac{x+y}{2}, \xi \right)\tilde{\phi}(x)\psi(y)e^{i(x-y,\xi)}dx dy.
\] 

We will write

\[
A = a_2^w(x, D).
\]

Using basic properties of the Fourier transform on \( \mathcal{S}'(X \times X') \) and Schwartz's kernel theorem, we easily see that every element of \( \mathcal{S}'(X) \otimes \mathcal{S}'(X) \) possesses a unique Kohn-Nirenberg symbol and a unique Weyl symbol. Conversely, with any symbol in \( \mathcal{S}'(X \times X') \), we can associate a unique Kohn-Nirenberg pseudo-differential operator and a unique Weyl pseudo-differential operator.

The following well known identity [Hö1] allows one to go from the Kohn-Nirenberg symbol to the Weyl symbol:

\[
e^{\frac{i}{2}D_xD_y}a_1 = a_2.
\] 

Note that (D.1.5) makes sense for symbols in \( \mathcal{S}'(X \times X') \).
D.2 Phase Space Correlation Functions

Properties of operators on $L^2(X)$ are closely related to the symplectic structure of the vector space $X \times X'$. The symplectic form is defined as
\[ \sigma(Y, Y') := \langle y', \eta \rangle - \langle y, \eta' \rangle, \]
where $Y = (y, \eta)$ and $Y' = (y', \eta')$ are elements of $X \times X'$. The Euclidean metric on $X$ induces a natural Euclidean metric on $X \times X'$ given by
\[ |Y|^2 = |y|^2 + |\eta|^2. \]

It is also useful to introduce the notation
\[ \Xi := (x, D) \]
for a vector of self-adjoint operators acting on $L^2(X)$.

Let $\phi_0 \in L^2(X)$ be the ground state of the harmonic oscillator $D^2 + x^2$:
\[ \phi_0(x) := \pi^{-n/4} e^{-\frac{1}{2} x^2}. \]

For $Y = (y, \eta) \in X \times X'$, we define the family of coherent states:
\[ \phi_Y(x) := \pi^{-n/4} e^{-\frac{1}{2} (x-y)^2 + i(x-y, \eta) + \frac{i}{2} |\eta|^2} \]
\[ = e^{i(x, \eta) - (y, D)} \phi_0 = e^{i\sigma(Y, \Xi)} \phi_0. \]

Define the following families of operators:
\[ P_Y := |\phi_Y\rangle \langle \phi_Y|, \quad Y \in X \times X', \]
\[ P_{Y,Y'} := |\phi_{Y'}\rangle \langle \phi_Y|, \quad Y, Y' \in X \times X'. \]

In other words, $P_Y$ are the orthogonal projections onto $\phi_Y$ and $P_{Y,Y'}$ are the rank one operators with the Schwartz kernel $\phi_{Y'}(x) \otimes \overline{\phi_Y}(x')$. Clearly, $P_{Y,Y'} = P_Y$. It is useful to know the Weyl symbols of those operators:
\[ P_Y = p^w_Y(x, D), \quad p_Y(Z) = 2^n e^{-\frac{1}{2} (Z - Y)^2}, \]
\[ P_{Y,Y'} = p^w_{Y',Y}(x, D), \quad p_{Y',Y}(Z) = 2^n e^{-\frac{i}{4} (Y, Y') e^{i\sigma(Y, Z, Y')}} e^{-\frac{1}{4} (Z - Y, Z - Y')}, \]

Note that $p_Y(Z)$ is called the Wigner function of $\phi_Y$. Note the following property of coherent states:
\[ (\phi | \psi) = \int (\phi | P_Y \psi) dY. \tag{D.2.1} \]

Let us now define the following linear mapping:
\[ W : L^2(X) \rightarrow L^2(X \times X') \]
\[ \psi \mapsto W\psi(Y) := (\phi_Y | \psi). \]
Let us note the following immediate properties of $W$:

\[(i) \quad (\psi_1 | \psi_2) = (W \psi_1 | W \psi_2), \quad (ii) \quad W (D + ix) = (y + i\eta) W.\]  

Let us observe that $\psi \in \mathcal{S}(X)$ if and only if $(1 + Y^2)^k W \psi \in L^2(X \times X')$ for all $k \in \mathbb{N}$. This follows directly from (D.2.2) and from the fact that $\psi \in \mathcal{S}(X)$ if and only if $(x^2 + D^2)^k \psi \in L^2(X)$ for all $k \in \mathbb{N}$.

For an operator $A \in \mathcal{S}'(X) \otimes \mathcal{S}'(X)$, we define the phase space correlation function of $A$ by

\[W_A(Y, Y') := (\phi_Y | A \phi_Y).\]  

Note that $W_A$ is equal to the distribution kernel of $WAW^*$:

\[(V | WAW^* U) = \int W_A(Y, Y') U(Y) \nabla(Y') dY dY', \quad U, V \in L^2(X \times X').\]  

An elementary computation shows that if $a \in \mathcal{S}'(X \times X')$ and $A = a^w(x, D)$, then

\[W_A(Y, Y') = \int_{X \times X'} a(Z) p_{Y, Y'}(Z) dZ,\]  

\[a(Z) = \int W_A(Y, Y') p_{Y, Y'}(Z) dY dY'.\]

### D.3 Symbols Associated with a Uniform Metric

**Definition D.3.1**

Let $Y$ be a Euclidean space with a metric $dy^2$. We define

\[S(1, dy^2) := \{a(y) \in C^\infty(Y) | |\partial_y^\alpha a(y)| \leq C_\alpha\} .\]

$S(1, dy^2)$ is a Fréchet space with a family of semi-norms

\[\|b\|_{dy^N} = \sum_{|\alpha| \leq N} \|\partial_y^\alpha b\|_\infty .\]

(The space $S(dy^2)$ itself does not depend on the scalar product in $Y$, but the family of semi-norms $\| \cdot \|_{dy^2, N}$ does).

Let us describe a number of properties of $S(1, dy^2)$.

**Proposition D.3.2**

Let $a \in S(1, dy^2)$.

(i) If $b \in S(1, dy^2)$, then $ba \in S(1, dy^2)$.

(ii) $\partial_y^\alpha a \in S(1, dy^2)$. 

(iii) If $Q(\cdot)$ is a quadratic form on $Y'$, then $e^{iQ(D_y)}a \in S(1,dy^2)$.

(iv) Let $Y_0$ be a vector space and $j : Y_0 \to Y$ a linear embedding, then $a(j(\cdot)) \in S(1,dy^2)$.

(v) Let $m_1, \ldots, m_k \in \mathbb{R}$, $Y = Y_1 \oplus \ldots \oplus Y_2$, and let $Q(\cdot)$ be a quadratic form on $Y$. Then

$$
\langle y_1 \rangle^{m_1} \cdots \langle y_k \rangle^{m_k} e^{iQ(D_y)} \langle y_1 \rangle^{-m_1} \cdots \langle y_k \rangle^{-m_k} \in S(1,dy^2).
$$

Proof. (i), (iii) and (iv) are obvious. (iii) follows from Lemma D.3.3 below.

Let us show (v). We can assume that $m_1, \ldots, m_l \geq 0$ and $m_{l+1}, \ldots, m_k \leq 0$. It is enough to consider the case $m_1/2, \ldots, m_k/2 \in \mathbb{Z}$, and then to use the interpolation.

Set $A_i = \langle \nabla_i Q, D_y \rangle$. We can write

$$
\langle y_1 \rangle^{m_1} \cdots \langle y_k \rangle^{m_k} e^{iQ(D_y)} \langle y_1 \rangle^{-m_1} \cdots \langle y_k \rangle^{-m_k} = \langle y_{l+1} \rangle^{m_{l+1}} \cdots \langle y_k \rangle^{m_k} e^{iQ(D_y)} \langle y_1 + A_1 \rangle^{m_1} \cdots \langle y_l + A_l \rangle^{m_l} \langle y_1 \rangle^{-m_1} \cdots \langle y_k \rangle^{-m_k}
$$

Then we commute $\langle y_{l+1} \rangle^{-m_{l+1}} \cdots \langle y_k \rangle^{-m_k}$ to the right. Eventually we get a linear combination of terms of the form

$$
\langle y_{l+1} \rangle^{m_{l+1}} y^{\alpha_{l+1}} A_{l+1}^{\beta_{l+1}} \cdots \langle y_k \rangle^{m_k} y^{\alpha_k} A_k^{\beta_k} e^{iQ(D_y)} \langle y_1 \rangle^{-m_1} y^{\alpha_1} A_1^{\beta_1} \cdots \langle y_l \rangle^{-m_l} y^{\alpha_l} A_l^{\beta_l}
$$

where $|\alpha_j| \leq m_j$. Then we use the fact that $e^{iQ(D_y)}$, $A_i^{\beta_i}$ and $\langle y_i \rangle^{-m_i} y^{\alpha_i}$ are bounded on $S(1,dy^2)$.

Lemma D.3.3

Let $R(y)$ be a non-degenerate quadratic form on $Y$. Let $a \in S(Y)$. Then for some $N$,

$$
|\int e^{iR(y)}a(y)dy| \leq \|a\|_{dy^2,N}.
$$

Proof. It is enough to assume that $Y = \mathbb{R}$ and $R(y) = y^2$. Consider the operator $\mathcal{L}$ defined as

$$(\mathcal{L}b)(y) := (1 + 2y^2)^{-1} \left(-i\frac{d}{dy^2} + 1\right) b(y).$$

Then $\mathcal{L}e^{iy^2} = e^{iy^2}$, and hence

$$
\int e^{iy^2}a(y)dy = \int (\mathcal{L}^2 e^{iy^2})a(y)dy = \int e^{iy^2} (i\mathcal{L})^2 a(y)dy,
$$

where

$$
(i\mathcal{L}b)(y) := \left(i\frac{d}{dy} + 1\right) (1 + 2y^2)^{-1} b(y).
$$

But

$$
| (i\mathcal{L})^2 a(y) | \leq C \langle y \rangle^{-2}.
$$

Hence the integral (D.3.2) is finite.
D.4 Pseudo-differential Operators Associated with a Uniform Metric

In this section a special role will be played by the class of symbols
\[ S(1, dx^2 + d\xi^2) := \{ a \in C^\infty(X \times X') \mid |\partial_\alpha^\alpha \partial_\xi^\beta a(x, \xi)| \leq C_{\alpha, \beta}, \ \alpha, \beta \in \mathbb{N}^n \}. \]
Since we will often use this class it is convenient to introduce the notation
\[ g_0 = dx^2 + d\xi^2. \]

Pseudo-differential operators associated with the class of symbols \( S(1, g_0) \) can be characterized in several equivalent ways, which are described in the following theorem.

**Theorem D.4.1**
Let \( A \in \mathcal{S}'(X) \otimes \mathcal{S}'(X) \). The following statements are equivalent:

(i) \( W_A(Y, Y') \) satisfies
\[ |W_A(Y, Y')| \leq C_k|Y - Y'|^{-k}, \ k \in \mathbb{N}; \]
(ii) \( A \) is an operator on \( L^2(X) \) such that
\[ \text{ad}_x^\alpha \text{ad}_\xi^\beta(A) \in B(L^2(X)), \ \alpha, \beta \in \mathbb{N}^n; \]
(iii) the operator \( A \) is of the form
\[ A = a^\omega(x, D), \ a \in S(1, g_0); \]
(iv) the operator \( A \) is of the form
\[ A = a(x, D), \ a \in S(1, g_0); \]

The set of operators satisfying any of the above conditions will be called \( \Psi(1, g_0) \). It is a Fréchet space with the family of semi-norms
\[ \|A\|_{g_0, N} := \sum_{|\alpha| + |\beta| \leq N} \|\text{ad}_x^\alpha \text{ad}_\xi^\beta A\|. \]

Note that, in the literature, the properties (iii) or (iv) are usually used to define this class. The implications (iii) \( \Rightarrow \) (ii) and (iv) \( \Rightarrow \) (ii) are essentially equivalent to the Calderon-Vaillancourt theorem (see [CV, Ta] and [Hö2, vol III]). The implications (ii) \( \Rightarrow \) (iii) and (ii) \( \Rightarrow \) (iv) go under the name of the Beals criterion (see [Bea]). The characterization (i) is due to Unterberger [Un].
Proof of Theorem D.4.1. We will only prove that (i), (ii) and (iii) are equivalent. The fact that (iii) and (iv) are equivalent follows immediately from (D.1.5) and Proposition D.3.2 (iii).

(iii) ⇒ (i): Let \( a \in S(X \times X') \). Using (D.2.4), the identity
\[
(1 + D_Z^2) e^{\imath \omega (Z_{Y'} - Z)} = (1 + |Y - Y'|^2) e^{\imath \omega (Z_{Y'} - Y)},
\]
and integrating by parts in (D.2.4), we see that property (i) is satisfied.

(i) ⇒ (iii): Using the decay of \( \partial_Z^2 p_{Y', Z}(Z) \) and of \( W_A(Y, Y') \), we deduce from (D.2.5) that \( a \in S(1, g_0) \).

(i) ⇒ (ii): By a direct computation, we see that
\[
\left( -\imath \text{ad}_x \right)^\alpha \left( -\imath \text{ad}_D \right)^\beta a^w(x, D) = (-1)^{\beta|\alpha|} \partial_\xi^\beta \partial_x^\alpha a^w(x, D).
\] (D.4.1)
Hence it suffices to show that if \( a \in S(1, g_0) \), then \( a^w(x, D) \in B(L^2(X)) \). For \( \psi_1, \psi_2 \in S(X) \), using (D.2.5), we obtain
\[
(\psi_1 | a^w(x, D) \psi_2) = \int W_A(Y, Y') W_\psi_1(Y) \overline{W_\psi_2(Y')} dYdY'.
\]
It follows from condition (i) that the kernel \( W_A(\cdot, \cdot) \) satisfies the hypotheses of Schur’s lemma (see Lemma B.6.1). So we have
\[
| (\psi_1 | a^w(x, D) \psi_2) | \leq C \| W_\psi_1 \| \| W_\psi_2 \| = C \| \psi_1 \| \| \psi_2 \|,
\]
which proves that \( a^w(x, D) \in B(L^2(X)) \).

(iii) ⇒ (i): Recall that \( \Xi \) denotes the (vector-valued) operator \( (x, D) \). For \( A \in \mathcal{S}'(X) \otimes \mathcal{S}'(X) \), we have
\[
(Y' - Y)A = [\Xi, A] + A(\Xi - Y) - (\Xi - Y')A.
\] (D.4.2)
Iterating this identity, we obtain
\[
(Y' - Y)^\alpha A = \sum_{\alpha_1 + \alpha_2 + \alpha_3 = \alpha} C(\alpha_1)(\Xi - Y')^{\alpha_1} (\text{ad}_Z^{\alpha_2} A)(\Xi - Y)^{\alpha_3}, \quad \alpha \in \mathbb{N}^{2n}.
\] (D.4.3)
Let now \( A \) such that \( \text{ad}_Z^{\alpha} A \in B(L^2(X)) \) for all \( \alpha \in \mathbb{N}^{2n} \). We observe that
\[
|| (\Xi - Y)^{\alpha} \phi_Y || \leq C_\alpha, \quad \alpha \in \mathbb{N}^{2n}.
\] (D.4.4)
So, by (D.4.3), we get
\[
||(Y - Y')^{\alpha}(\phi_Y, A\phi_{Y'})|| \leq C_\alpha, \quad \alpha \in \mathbb{N}^{2n},
\]
which proves that property (i) holds. \( \square \)

It follows from the proof of Theorem D.4.1 that there exists \( M \) depending just on the dimension of \( X \) such that, for any \( N \),
\[
\|a(x, D)\|_{g_0, N} \leq C_N \|a\|_{g_0, N+M},
\]
\[
\|a^w(x, D)\|_{g_0, N} \leq C_N \|a\|_{g_0, N+M},
\]
\[
\|a\|_{g_0, N} \leq C_N \|a(x, D)\|_{g_0, N+M},
\]
\[
\|a\|_{g_0, N} \leq C_N \|a^w(x, D)\|_{g_0, N+M}.
\]

Sometimes one encounters operators defined as follows.

**Proposition D.4.2**

Let \( b(x_1, x_2, \xi) \in S(1, dx_1^2 + dx_2^2 + d\xi^2) \). Then the operator

\[
A \phi(x_1) = (2\pi)^{-n} \int e^{i(x_1 - x_2, \xi)} b(x_1, x_2, \xi) \phi(x_2) d\xi dx_2
\]

belongs to \( \Psi(1, g_0) \). Moreover, \( A = a^w(x, D) \), where

\[
a(x, \xi) := e^{\frac{i}{2} \left( D_{x_1}^2 + D_{x_2}^2 \right) + D_\xi} b(x_1, x_2, \xi) \bigg|_{x := x_1 = x_2}.
\]

The class \( \Psi(1, g_0) \) is closed with respect to the multiplication.

**Proposition D.4.3**

(i) Let \( A, B \in \Psi(1, g_0) \). Then \( C := AB \) also belongs to \( \Psi(1, g_0) \).

(ii) If, moreover, \( A = a^w(x, D) \), \( B = b^w(x, D) \) and \( C = c^w(x, D) \), then

\[
c(x, \xi) = e^{\frac{i}{2} \left( D_{x_1}^2 + D_{x_2}^2 \right) + D_\eta} a(x, \xi) b(y, \eta) \bigg|_{x = y, \xi = \eta}.
\]

(iii) If, moreover, \( A = a(x, D) \), \( B = b(x, D) \) and \( C = c(x, D) \), then

\[
c(x, \xi) = e^{i (D_{x_1} D_{\eta})} a(x, \xi) b(y, \eta) \bigg|_{x = y, \xi = \eta}.
\]

**Proof.** (i) follows immediately from the Beals criterion. (ii) and (iii) follow by explicit calculations. \( \square \)

Propositions D.4.4 and D.4.5 are easy consequences of (D.4.8) or (D.4.9) and Proposition D.3.2 (iii). Note that the constants \( C \) and \( N \) in Propositions D.4.4 and D.4.5 and Theorem D.4.6 depend just on the dimension of \( X \).

**Proposition D.4.4**

There exist \( C \) and \( N \) such that

\[
[|A_1, A_2|] 
\leq C \|[x, A_1]\|_{g_0, N} \|[D, A_2]\|_{g_0, N} + C \|[D, A_1]\|_{g_0, N} \|[x, A_2]\|_{g_0, N}.
\]
It is often useful to know that, in a certain sense, the symbol of the product of two pseudo-differential operators is approximately equal to the product of their symbols.

**Proposition D.4.5**
There exist \( C \) and \( N \) such that

\[
\left\| a^w(x, D)b^w(x, D) + b^w(x, D)a^w(x, D) - 2(ab)^w(x, D) \right\|
\leq C \| \nabla^2_{x, \xi} a \|_{g_0, N} \| \nabla^2_{x, \xi} b \|_{g_0, N}.
\]

The following theorem is a version of the so-called sharp \( G(R) \)arding inequality.

**Theorem D.4.6**
There exist \( C \) and \( N \) such that if

\[
a(x, \xi) \geq 0,
\]

then

\[
a^w(x, D) \geq -C \| \nabla^2_{x, \xi} a \|_{g_0, N}.
\]

**Proof.** We will use the coherent states \( \phi_Y \) and the corresponding projections \( P_Y \) introduced in Sect. D.2. Set

\[
\tilde{A} := (2\pi)^{-n} \int a(Y) P_Y \, dY.
\]

The Weyl symbol of \( \tilde{A} \) equals the convolution \( (2\pi)^{-n} a \ast p_0 \). Now,

\[
(a - (2\pi)^{-n} a \ast p_0)(Z) = (2\pi)^{-n} \int p_0(Y) (a(Z) - a(Z - Y)) \, dY
= (2\pi)^{-n} \int p_0(Y) \frac{1}{2} \int_0^1 (Y)^2 \nabla_Z^2 a(Z - \tau Y) \, d\tau \, dY.
\]

Hence, for some \( N \),

\[
\| \tilde{A} - a^w(x, D) \| \leq \| \nabla^2_{x, \xi} a \|_{g_0, N}.
\]

Now the theorem follows from (D.4.12) and the positivity of (D.4.11). \( \square \)

Suppose that \( T_r \) is the operator of dilations defined by

\[
(T_r \phi)(x) := r^{-\frac{n}{2}} \phi(r^{-1} x).
\]

Then it is easy to see that

\[
T_r a(x, D) T_{-r} = a(rx, r^{-1} D),
\]

and

\[
T_r a^w(x, D) T_{-r} = a^w(rx, r^{-1} D).
\]
(Note that in the case of Weyl symbols a similar covariance of symbols is true for a much larger group called the \textit{metaplectic group}).

Functions of operators in $\Psi(1, g_0)$ often belong to the same class.

**Proposition D.4.7**

(i) Let $A$ be a closed operator. We consider $\sigma(A)$ as a subset of the Riemann sphere $\mathbb{C} \cup \{\infty\}$ by adding $\infty$ to $\sigma(A)$ if $A$ is unbounded.

Let $z_0 \in \mathbb{C}, \ z_0 \notin \sigma(A)$ and $(z - A)^{-1} \in \Psi(1, g_0)$. Let $f$ be a function holomorphic on the neighborhood of $\sigma(A)$ in $\mathbb{C} \cup \{\infty\}$. Then $f(A) \in \Psi(1, g_0)$.

(ii) If $A$ is, in addition, self-adjoint, and $f$ is a $C^\infty$ function on $\sigma(A)$, then

$$f(A) \in \Psi(1, g_0).$$

**Proof.** First we check by the Beals criterion that if $B \in \Psi(1, g_0)$ and $B$ is invertible, then $B^{-1} \in \Psi(1, g_0)$.

Let $z \notin \sigma(A)$. We have

$$(z - A)^{-1} = (z_0 - A)^{-1} \left( 1 - (z_0 - z)(z_0 - A)^{-1} \right)^{-1}.$$

Hence $(z_0 - A)^{-1} \in \Psi(1, g_0)$ implies $(z - A)^{-1} \in \Psi(1, g_0)$.

Consider now a function $\tilde{f}$ holomorphic on a neighborhood of $\sigma(A)$. Clearly,

$$f(A) = \frac{1}{2\pi i} \int_{\gamma} f(z)(z - A)^{-1} dz,$$

where the contour $\gamma$ encloses $\sigma(A)$ in $\mathbb{C} \cup \{\infty\}$. This proves (i).

To show (ii), we use

$$f(A) = \frac{i}{2\pi} \int_{\mathbb{R}^2} \partial_z \tilde{f}(z)(z - A)^{-1} dz \wedge d\bar{z},$$

where $\tilde{f}$ is an almost-analytic extension of $f$ and the Beals criterion. \hfill $\square$

### D.5 Symbols and Operators Depending on a Parameter

Now we would like to consider symbols and operators that depend on a parameter $t$. Suppose that $f(t), c_x(t)$ and $c_\xi(t)$ are some non-negative functions. We define a Euclidean metric on $X \times X'$ that depends on a parameter $t$:

$$g(t) := c_x^2(t) dx^2 + c_\xi^2(t) d\xi^2.$$  

The spaces $S(f(t), g(t))$, $S(o(f(t)), g(t))$ and $L^1(f(t) dt, S(g(t))$ are defined to be the spaces of functions
\[ t \to a(t, x, \xi) \in C^\infty(X \times X^*) \]
such that
\[ |\partial_x^\alpha \partial_\xi^\beta a(t, x, \xi)| \leq C_{\alpha, \beta} f(t) c_x^{[\alpha]}(t) c_\xi^{[\beta]}(t), \quad \alpha, \beta \in \mathbb{N}^n, \]
\[ \partial_x^\alpha \partial_\xi^\beta a(t, x, \xi) \in o(f(t)) c_x^{[\alpha]}(t) c_\xi^{[\beta]}(t), \quad \alpha, \beta \in \mathbb{N}^n, \]
\[ \partial_x^\alpha \partial_\xi^\beta a(t, x, \xi) f(t) c_x^{-[\alpha]}(t) c_\xi^{-[\beta]}(t) \in L^1(dt), \quad \alpha, \beta \in \mathbb{N}^n, \]
respectively.

Similarly, we define the algebras \( \Psi(f(t), g(t)), \Psi(o(f(t)), g(t)) \) and \( L^1(f(t)dt, \Psi(g(t))) \) to be the spaces of operator-valued functions
\[ t \to A(t) \in B(L^2(X)) \]
such that
\[ \|\text{ad}_D^\alpha \text{ad}_\xi^\beta A(t)\| \leq C_{\alpha, \beta} f(t) c_x^{[\alpha]}(t) c_\xi^{[\beta]}(t), \quad \alpha, \beta \in \mathbb{N}^n, \]
\[ \|\text{ad}_D^\alpha \text{ad}_\xi^\beta A(t)\| \in o(f(t)) c_x^{[\alpha]}(t) c_\xi^{[\beta]}(t), \quad \alpha, \beta \in \mathbb{N}^n, \]
\[ \|\text{ad}_D^\alpha \text{ad}_\xi^\beta A(t)\| f(t) c_x^{-[\alpha]}(t) c_\xi^{-[\beta]}(t) \in L^1(dt), \quad \alpha, \beta \in \mathbb{N}^n, \]
respectively.

In applications to scattering theory described in Chap. 3, a special role will be played by the metric
\[ g_0(t) := \langle t \rangle^{-2} dx^2 + d\xi^2. \]

The number \( c_x(t)c_\xi(t) \) has the interpretation of the “effective Planck constant”. The following proposition can serve as an alternative definition of the algebras defined above if this Planck constant is bounded.

**Proposition D.5.1**

*Suppose that*

\[ c_x(t)c_\xi(t) \leq C. \tag{D.5.1} \]

*Then \( \Psi(f(t), g(t)), \Psi(o(f(t)), g(t)) \) and \( L^1(f(t)dt, \Psi(g(t))) \) are the sets of operator-valued functions*

\[ t \to a^w(t, x, D) \]

*such that \( a \in S(f(t), g(t)), a \in S(o(f(t)), g(t)) \) and \( a \in L^1(f(t)dt, S(g(t))) \) respectively.*

**Proof.** If both \( c_x(t) \) and \( c_\xi(t) \) are bounded, then the proposition follows immediately from Theorem D.4.1 and (D.4.1).

If not, we conjugate our operators and symbols with a \( t \)-dependent generator of dilations \( T_t(t)(t) \), where we take

\[ r(t) := c_\xi^{-1/2}(t)c_x^{1/2}(t). \tag{D.5.2} \]
By (D.4.14), the metric becomes $c_x(t)c_\xi(t)dx^2 + c_x(t)c_\xi(t)d\xi^2$. Thus the coefficients in the metric become bounded. Now we can apply Theorem D.4.1. □

If

$$A_i(t) \in \Psi(f_i(t), g(t)), \quad i = 1, 2,$$

then it is easy to see that

$$A_1(t)A_2(t) \in \Psi(f_1(t)f_2(t), g(t)), \quad (D.5.3)$$

and

$$[A_1(t), A_2(t)] \in \Psi(f_1(t)f_2(t)c_x(t)c_\xi(t), g(t)), \quad (D.5.4)$$

To show (D.5.3), it is enough to use the definition of $\Psi$ (the “Beals criterion”). (D.5.4) is much deeper – one needs to use, for example, (D.4.8).

Sometimes it is possible to improve (D.5.4). Namely, the following fact follows from the proof of Proposition D.4.4.

**Proposition D.5.2**

Suppose that

$$[x, A_i(t)] \in \Psi(f_i(t)c_\xi(t), g(t)), \quad i = 1, 2,$$

$$[D, A_i(t)] \in \Psi(f_i(t)c_x(t), g(t)), \quad i = 1, 2.$$

Then

$$[A_1(t), A_2(t)] \in \Psi(f_1(t)f_2(t)c_x(t)c_\xi(t), g(t)). \quad (D.5.5)$$

Below we give a consequence of the proof of Proposition D.4.5.

**Proposition D.5.3**

Let $a_i \in S(f_i(t), g(t)), \quad i = 1, 2$. Then

$$a_i^w(t, x, D)a_2^w(t, x, D) + a_2^w(t, x, D)a_1^w(t, x, D) - 2(a_1a_2)^w(t, x, D)$$

belongs to $\Psi(f_1(t)f_2(t)c_x^2(t)c_\xi^2(t), g(t))$.

Finally, Theorem D.4.10 and conjugating with $t$-dependent dilations can be used to obtain the following version of the sharp $G(R)ardinginequality$.

**Proposition D.5.4**

Let $a \in S(f(t), g(t))$ and

$$a(t, x, \xi) \geq 0.$$

Then

$$a^w(x, D) \geq -Cf(t)c_x(t)c_\xi(t).$$
D.6 Weighted Spaces

Pseudo-differential operators are intimately related with various weighted Hilbert spaces, such as

\[
\langle x \rangle^m L^2(X) := \{ \phi \in \mathcal{D}'(X) \mid \langle x \rangle^{-m} \phi \in L^2(X) \}.
\]

The following lemma gives a criterion for the boundedness of operators on \(\langle x \rangle^m L^2(X)\).

**Lemma D.6.1**

*Suppose that \(A\) is an operator on \(L^2(X)\). Then the condition (D.6.1) is equivalent to (D.6.2):*

\[
\begin{align*}
(\text{ad}_x^\alpha A)\langle x \rangle^{-|\alpha|} &\in B(L^2(X)), \quad \alpha \in \mathbb{N}^n, \\
\langle x \rangle^{-|\alpha|}(\text{ad}_x^\alpha A) &\in B(L^2(X)). \quad \alpha \in \mathbb{N}^n. 
\end{align*}
\]

For any \(s \in \mathbb{R}\), the operator \(\langle x \rangle^s A(\langle x \rangle^{-s}\) is bounded. (D.6.2)

Moreover, for any \(n \in \mathbb{N}\),

\[
\|\langle x \rangle^n A\langle x \rangle^{-n}\| \leq C_n \sum_{|\alpha| \leq n} \|(\text{ad}_x^\alpha A)\langle x \rangle^{-|\alpha|}\|.
\]

**Proof.** It is easy to see that (D.6.2) implies (D.6.1).

Assume (D.6.1). We will show that (D.6.2) is true for \(s = n \in \mathbb{N}\). Clearly,

\[
\|\langle x \rangle^n A \langle x \rangle^{-n}\|^2 = \|\langle x \rangle^{-n} A^* (\langle x \rangle^{2n} A) \langle x \rangle^{-n}\|.
\]

Recall that \(\langle x \rangle^{2n} = (1 + x^2)^n\). We commute \(n\) copies of \(x\) through \(A^*\) to the left and \(n\) copies of \(x\) through \(A\) to the right, and we get

\[
\|\langle x \rangle^{-n} A^* (\langle x \rangle^{2n} A) \langle x \rangle^{-n}\| \leq \sum_{|\alpha| \leq n} C_{\alpha, \beta} \|\langle x \rangle^{-|\alpha|} \text{ad}_x^\alpha A^* \| \|\text{ad}_x^\beta A \langle x \rangle^{-|\beta|}\|.
\]

\( \square \)

D.7 Symbols Associated with some Non-Uniform Metrics

Let us consider a certain class of symbols associated with non uniform metrics.

**Definition D.7.1**

Let \(Y = Y_1 \oplus \cdots \oplus Y_k, \delta_1, \ldots, \delta_k \in \mathbb{R}\) and let \(w(y)\) be a positive function. The space

\[
S \left( \frac{\alpha_1^2}{(y_1)^{\alpha_1}} + \cdots + \frac{\alpha_k^2}{(y_k)^{\alpha_k}} \right) \text{ is the Fréchet space of functions } a(y) \in C^\infty(Y) \text{ such that}
\]

\[
\frac{\partial^\gamma a(y)}{(y_1)^{\alpha_1} \cdots (y_k)^{\alpha_k}} < \infty \quad \text{for all } \gamma \in \mathbb{N}^k.
\]
\[ |\partial_{y_1}^{\alpha_1} \cdots \partial_{y_k}^{\alpha_k} a(y_1, \ldots, y_k)| \leq C_{\alpha, w}(y_1, \ldots, y_k) \langle y_1 \rangle^{-\delta_1[\alpha_1]} \cdots \langle y_k \rangle^{-\delta_k[\alpha_k]}, \quad \alpha \in \mathbb{N}^n. \]

Let us list some properties of these spaces:

**Proposition D.7.2**

Let \( a \in S \left( \langle y_1 \rangle^{m_1} \cdots \langle y_k \rangle^{m_k}, \frac{dy_1^2}{(y_1)^{2s_1}} + \cdots + \frac{dy_k^2}{(y_k)^{2s_k}} \right) \).

(i) We have

\[ \partial_{y_1}^{\alpha_1} \cdots \partial_{y_k}^{\alpha_k} a(y_1, \ldots, y_k) \in S \left( \langle y_1 \rangle^{m_1-\delta_1[\alpha_1]} \cdots \langle y_k \rangle^{m_k-\delta_k[\alpha_k]}, \frac{dy_1^2}{(y_1)^{2s_1}} + \cdots + \frac{dy_k^2}{(y_k)^{2s_k}} \right). \]

(ii) Let \( \delta := \min\{\delta_1, \delta_2\} \geq 0 \) and \( \tilde{a}(\tilde{y}, y_3, \ldots, y_k) := a(\tilde{y}, y, y_3, \ldots, y_k) \). Then

\[ \tilde{a} \in S \left( \langle \tilde{y} \rangle^{m_1+m_2} \langle y_3 \rangle^{m_3} \cdots \langle y_k \rangle^{m_k}, \frac{dy_1^2}{(y_1)^{2s_1}} + \frac{dy_2^2}{(y_2)^{2s_2}} + \cdots + \frac{dy_k^2}{(y_k)^{2s_k}} \right). \]

(iii) Let \( Q(\cdot) \) be a quadratic form on \( Y' \) and \( \delta_1, \ldots, \delta_k \geq 0 \). Then

\[ e^{iQ(D_y)}a \in S \left( \langle y_1 \rangle^{m_1} \cdots \langle y_k \rangle^{m_k}, \frac{dy_1^2}{(y_1)^{2s_1}} + \cdots + \frac{dy_k^2}{(y_k)^{2s_k}} \right). \]

**Proof.** (i) and (ii) are straightforward.

Let us show (iii). Set \( b := e^{iQ(D_y)}a \). We write

\[
\begin{align*}
\langle y_1 \rangle^{m_1+|\alpha_1|\delta_1} \cdots \langle y_k \rangle^{m_k+|\alpha_k|\delta_k} \partial_{y_1}^{\alpha_1} \cdots \partial_{y_k}^{\alpha_k} b \\
= \langle y_1 \rangle^{m_1+|\alpha_1|\delta_1} \cdots \langle y_k \rangle^{m_k+|\alpha_k|\delta_k} e^{iQ(D_y)} \langle y_1 \rangle^{m_1-|\alpha_1|\delta_1} \cdots \langle y_k \rangle^{m_k-|\alpha_k|\delta_k} \\
\times \langle y_1 \rangle^{m_1+|\alpha_1|\delta_1} \cdots \langle y_k \rangle^{m_k+|\alpha_k|\delta_k} \partial_{y_1}^{\alpha_1} \cdots \partial_{y_k}^{\alpha_k} a.
\end{align*}
\]

Clearly, the expression on the last line belongs to \( S(1, dy^2) \). By Proposition D.3.2 (v), the operator on the second line is bounded on \( S(1, dy^2) \). Therefore, the above function belongs to \( S(1, dy^2) \) and, in particular, is bounded.

**D.8 Pseudo-differential Operators Associated with the Metric \( g_1 \)**

Set

\[ g_1 := \langle x \rangle^{-2} dx^2 + d\xi^2. \]

Define the Poisson bracket as

\[ \{a_1, a_2\}(x, \xi) := \partial_x a_1(x, \xi) \partial_\xi a_2(x, \xi) - \partial_\xi a_1(x, \xi) \partial_x a_2(x, \xi). \]
In this section we describe basic properties of pseudo-differential operators with symbols in \( S(\langle x \rangle^m, g_1) \). First note that the family of spaces \( S(\langle x \rangle^m, g_1) \) forms a graded algebra with respect to the multiplication and a graded Lie algebra with respect to the Poisson bracket, as explained in the following proposition.

**Proposition D.8.1**
If \( a_i \in S(\langle x \rangle^{m_i}, g_1) \), \( i = 1, 2 \), then \( a_1 a_2 \in S(\langle x \rangle^{m_1+m_2}, g_1) \) and \( \{a_1, a_2\} \in S(\langle x \rangle^{m_1+m_2-1}, g_1) \).

The following theorem describes several equivalent definitions of quantized analogs of \( S(\langle x \rangle^m, g_1) \).

**Theorem D.8.2**
The following conditions are equivalent.
(i) \( A \) is an operator on \( L^2(X) \) such that
\[
\langle x \rangle^{-m+|\alpha|} \text{ad}^\alpha_{T} \text{ad}^\beta_{T} A \in B(L^2(X)), \quad \alpha, \beta \in \mathbb{N}^n.
\]
(ii) \( A = a^n(x, D) \) with \( a \in S(\langle x \rangle^m, g_1) \).
(iii) \( A = a(x, D) \) with \( a \in S(\langle x \rangle^m, g_1) \).

**Proof.** Fix \( \alpha, \beta \in \mathbb{N}^n \). (i) implies
\[
\langle x \rangle^{-m+|\alpha|} \text{ad}^\alpha_{T} \text{ad}^\beta_{T} A \in \Psi(1, g_0). \tag{D.8.1}
\]
By Theorem D.4.1 and (D.8.1), if \( A = a(x, D) \), then
\[
|\langle x \rangle^{-m+|\alpha|} \partial_x^\alpha \partial_\xi^\beta a(x, \xi)| \leq C_{\alpha, \beta}.
\]
This shows \( (i) \Rightarrow (iii) \).

(iii) implies
\[
\langle x \rangle^{-m+|\alpha|} \partial_x^\alpha \partial_\xi^\beta a(x, \xi) \in S(1, g_0). \tag{D.8.2}
\]
By Theorem D.4.1, it follows from (D.8.1) that
\[
\langle x \rangle^{-m+|\alpha|} \text{ad}^\alpha_{T} \text{ad}^\beta_{T} A \in B(L^2(X)).
\]
This shows \( (iii) \Rightarrow (i) \).

Formula (D.1.5) and the boundedness of \( e^{\pm i(D_x, D_\xi)} \) on \( S(\langle x \rangle^m, g_1) \) (Proposition D.7.2 (iii)) show the equivalence of (ii) and (iii).

**Definition D.8.3**
The set of operators satisfying one, and hence all of the above conditions is denoted \( \Psi(\langle x \rangle^m, g_1) \). It is called the set of pseudo-differential operators associated with the metric \( g_1 \) and the weight \( \langle x \rangle^m \).
Let us describe the relationship between various symbols of the same operator.

**Proposition D.8.4**

Let \( a(x, \xi) \in S(\langle x \rangle^m, g_1) \), and \( a^w(x, D) = \tilde{a}(x, D) \). Then (D.1.5) is true, and

\[
\tilde{a}(x, \xi) - \sum_{j=0}^{n} \frac{1}{j!} \left( \frac{i}{2} \langle D_x, D_\xi \rangle \right)^j a(x, \xi) \in S(\langle x \rangle^{m-n-1}, g_1).
\]

(D.8.3)

**Proof.** To show (D.8.3), we note the following consequence of (D.1.5):

\[
\tilde{a}(x, \xi) = \sum_{j=0}^{n} \frac{1}{j!} \left( \frac{i}{2} \langle D_x, D_\xi \rangle \right)^j a(x, \xi) + \int_0^1 r^n e^{r\frac{i}{2} \langle D_x, D_\xi \rangle} \left( \frac{i}{2} \langle D_x, D_\xi \rangle \right)^{n+1} a(x, \xi) \, dr,
\]

and we use the fact that

\[
\left( \langle D_x, D_\xi \rangle \right)^{n+1} a(x, \xi) \in S(\langle x \rangle^{m-n-1}, g_1)
\]

and \( e^{r \frac{i}{2} \langle D_x, D_\xi \rangle} \) maps \( S(\langle x \rangle^{m-n-1}, g_1) \) into itself. \( \square \)

It will follow from the following proposition that the family \( \Psi(\langle x \rangle^m, g_1) \) forms a graded algebra with respect to multiplication, and a graded Lie algebra with respect to the commutator.

**Proposition D.8.5**

(i) If \( A_i \in \Psi(\langle x \rangle^{m_i}, g_1) \), \( i = 1, 2 \), then

\[
A_1 A_2 \in \Psi(\langle x \rangle^{m_1+m_2}, g_1), \quad \text{(D.8.4)}
\]

\[
[A_1, A_2] \in \Psi(\langle x \rangle^{m_1+m_2-1}, g_1). \quad \text{(D.8.5)}
\]

(ii) If, moreover, \( A_i = a^w_i(x, D) \) and \( A = a^w(x, D) \), then (D.4.8) is true, and

\[
a(x, \xi)
\]

\[
\left. - \sum_{j=0}^{n} \frac{1}{j!} \left( \langle D_{x_2}, D_{\xi_1} \rangle - \langle D_{x_1}, D_{\xi_2} \rangle \right)^j a_1(x_1, \xi_1) a_2(x_2, \xi_2) \right|_{x=x_2=x_1, \xi=\xi_2=\xi_1}
\]

belongs to \( S(\langle x \rangle^{m_1+m_2-n-1}, g_1) \).

(iii) If, moreover, \( A_i = a_i(x, D) \), \( A = a(x, D) \), then (D.4.9) is true, and

\[
a(x, \xi) = \sum_{j=0}^{n} \frac{1}{j!} \left( i \langle D_{x_2}, D_{\xi_1} \rangle \right)^j a_1(x_1, \xi_1) a_2(x_2, \xi_2) \left|_{x=x_2=x_1, \xi=\xi_2=\xi_1} \right.
\]

belongs to \( S(\langle x \rangle^{m_1+m_2-n-1}, g_1) \).
Proof. The property (D.8.4) follows easily from the Beals criterion (Theorem D.8.2 (ii)). In order to show the other statements of (i), one has to use the symbolic calculus described either in (ii) or in (iii). □

Occasionally one is confronted with operators given by the expressions described in the following propositions.

Proposition D.8.6
Let
$$b(x_1, x_2, \xi) \in S(\langle x_1 \rangle^{m_1} \langle x_2 \rangle^{m_2} \langle \xi \rangle^{b}, \langle x_1 \rangle^{-2} dx_1^2 + \langle x_2 \rangle^{-2} dx_2^2 + d\xi^2).$$
Then the operator \(A\) defined in (D.4.6) belongs to \(\Psi(\langle x \rangle^{m_1+m_2}, g_1)\). Moreover, \(A = a^n(x, D)\), where \(a\) is given by (D.4.7), and
$$a(x, \xi) - \sum_{j=0}^{n} \frac{1}{j!} \left( \left( D_{x_1}, D_{\xi} \right) + \left( D_{x_2}, D_{\xi} \right) \right) b(x_1, x_2, \xi) \bigg|_{x_1 = x_2}$$
belongs to \(S(\langle x \rangle^{m_1+m_2-n-1}, g_1)\).

D.9 Essential Support of Pseudo-differential Operators

Definition D.9.1
Let \(a(x, \xi) \in C^\infty(X \times X')\) and \(\Gamma \subset X \times X'\). Then we say that \(a \in S(\langle x \rangle^{-\infty})\) on \(\Gamma\) if
$$|\partial_x^\alpha \partial_\xi^\beta a(x, \xi)| \leq C_{\alpha, \beta, N} \langle x \rangle^{-N}, \quad \alpha, \beta \in \mathbb{N}^n, \quad N \in \mathbb{N}, \quad (x, \xi) \in \Gamma.$$

A subset \(\Gamma \subset X \times X'\) is called conical if \((x, \xi) \in \Gamma\) and \(t > 0\) implies \((tx, t\xi) \in \Gamma\).

Let \(\Gamma \subset X \times X'\) be conical. Then we define the \(\epsilon\)-neighborhood of \(\Gamma\) as follows:
$$\Gamma^\epsilon := \{x, \xi \in X \times X' : \exists_{\eta, \eta} \in \Gamma \text{ such that } \left| \frac{x}{|x|} - \frac{\eta}{|\eta|} \right| < \epsilon, \left| \xi - \eta \right| < \epsilon \}.$$

Note that \(\Gamma^\epsilon\) is also conical.

The lemma below gives a partial justification why conical sets are useful.

Proposition D.9.2
For any conical set \(\Gamma \subset X \times X'\), there exists a function \(J \in S(1, g_1)\) such that \(J \in S(\langle x \rangle^{-\infty})\) outside \(\Gamma^\epsilon\) and \(J - 1 \in S(\langle x \rangle^{-\infty})\) on \(\Gamma\). More precisely, for any \(0 < R_1 < R_2\), we can guarantee that \(\text{supp } J \subset \Gamma^\epsilon \setminus B(R_1) \times X'\) and \(J = 1\) on \(\Gamma \setminus B(R_2) \times X'\).

Proof. Let \(S\) be the unit sphere in \(X\). Let \(J_0\) be the characteristic function of \(\Gamma \cap S \times X'\) in \(S \times X'\). We smooth it out by convolving with a \(C_0^\infty\) function of a
sufficiently small support. Then we extend it by homogeneity to $X \times X'$. Finally, we smooth it out in a neighborhood of $\{0\} \times X'$.

\[\]

**Lemma D.9.3**
Let $a_i \in S(\langle x \rangle^{m_i}, g_i), \ i \in \mathbb{N}$, and $(m_i)_{i \in \mathbb{N}}$ a strictly decreasing sequence of real numbers. Then there exists a symbol $a \in S(\langle x \rangle^{m_0}, \langle x \rangle^{-2}dx^2 + d\xi^2)$ such that

\[ a = \sum_{i=0}^{N} a_i \in S(\langle x \rangle^{m_{N+1}}, g_i). \]

If $a_i \in S(\langle x \rangle^{-\infty})$ on $\Gamma \subset X \times X'$, then $a \in S(\langle x \rangle^{-\infty})$ on $\Gamma$.

**Proof.** Let $\chi \in C_0^\infty(X)$ such that $\chi = 1$ on a neighborhood of zero. Then we can set

\[ a(x, \xi) = \sum_{i=1}^{\infty} \left( 1 - \frac{x}{C_i} \right) a_i(x, \xi) \]

for an appropriate sequence of $C_i$ (see [Hö2, Prop. 18.1.3]).

In some cases, one can say that pseudo-differential operators are very small in $\Gamma \subset X \times X'$. This idea is the content of the following proposition.

**Proposition D.9.4**
If $A \in \Psi(\langle x \rangle^{m}, g_i), \ \Gamma \subset X \times X'$, and

\[ A = a^w(x, D) = \tilde{a}(x, D), \]

then $a \in S(\langle x \rangle^{-\infty})$ on $\Gamma$ if and only if $\tilde{a} \in S(\langle x \rangle^{-\infty})$ on $\Gamma$.

**Proof.** The proposition follows from equation (D.8.3), if we note that $n$ can be taken arbitrarily big and, for any $j$,

\[ (D_x, D_\xi)^j a(x, \xi) \in S(\langle x \rangle^{-\infty}) \text{ on } \Gamma. \]

**Definition D.9.5**
In the situation described in Proposition D.9.4, we will say that $A \in \Psi(\langle x \rangle^{-\infty})$ on $\Gamma$. If $\Gamma = X \times X'$, then we will simply say that $A \in \Psi(\langle x \rangle^{-\infty})$.

**Proposition D.9.6**
If $A_i \in \Psi(\langle x \rangle^{m_i}, g_i), \ \Gamma_i \subset X \times X'$ and $A_i \in \Psi(\langle x \rangle^{-\infty})$ on $\Gamma_i$, then $A_1 A_2 \in \Psi(\langle x \rangle^{-\infty})$ on $\Gamma_1 \cup \Gamma_2$.

**Proof.** The proposition follows from (D.8.7) with an arbitrary $n$, if we note that, for any $j$,
\begin{equation*}
(i \langle D_{x_2}, D_{\xi_1} \rangle)^j \tilde{a}_1(x_1, \xi_1) \tilde{a}_2(x_2, \xi_2) \bigg|_{x=x_2=x_1, \xi=\xi_1} \in S(\langle x \rangle^{-\infty}) \quad \text{on} \quad \Gamma_1 \cup \Gamma_2.
\end{equation*}

\begin{proof}
We use the expansion (D.8.8).
\end{proof}

\section{Ellipticity}

\begin{definition}
Let $m \in \mathbb{R}$ and $\Gamma \subset X \times X'$. Let $a \in S(\langle x \rangle^m, g_1)$. We say that $a$ is elliptic on $\Gamma$ iff there exist $R > 0$ and $C_0 > 0$ such that
\begin{equation*}
|a(x, \xi)| \geq C_0 \langle x \rangle^m, \quad (x, \xi) \in \Gamma \setminus (B(R) \times X').
\end{equation*}
\end{definition}

\begin{proposition}
Let $m \in \mathbb{R}$ and $\Gamma \subset X \times X'$ and $A \in \Psi(\langle x \rangle^m, g_1)$. Suppose that
\begin{equation*}
A = a^w(x, D) = \tilde{a}(x, D).
\end{equation*}
Then $a$ is elliptic on $\Gamma$ iff $\tilde{a}$ is elliptic on $\Gamma'$.
\end{proposition}

\begin{proof}
We use the fact that $|a(x, \xi) - \tilde{a}(x, \xi)| \leq C \langle x \rangle^{m-1}$.
\end{proof}

\begin{definition}
We say that $A$ is elliptic on $\Gamma$ iff the conditions of the above proposition are satisfied.
\end{definition}

\begin{proposition}
If $A_i \in \Psi(\langle x \rangle^m, g_1)$, $\Gamma_i \subset X \times X'$, and $A_i$ is elliptic on $\Gamma_i$, then $A_1 A_2$ is elliptic on $\Gamma_1 \cap \Gamma_2$.
\end{proposition}

\begin{proposition}
Let $\Gamma \subset X \times X'$,
\end{proposition}
$b(x_1, x_2, \xi) \in S(\langle x \rangle^{m_1} \langle x_2 \rangle^{m_2}, \langle x \rangle^{-2} dx_1^2 + \langle x_2 \rangle^{-2} dx_2^2 + d\xi^2)$ and, for some $C_0 > 0$ and $R,$

$$|b(x, x, \xi)| \geq \langle x \rangle^{m_1+m_2}, \ (x, \xi) \in \Gamma \setminus (B(R) \times X').$$

Let $A$ be given by (D.4.6). Then $A$ is elliptic on $\Gamma.$

**Proposition D.10.6**

Suppose that $\Gamma'$ is a conical subset of $X \times X'$ and $\epsilon > 0.$ Let $A \in \Psi(\langle x \rangle^m, g_1)$ be elliptic on $\Gamma'. \ Let B \in \Psi(1, g_1)$ and $B \in \Psi(\langle x \rangle^{-\infty})$ outside of $\Gamma.$ Then there exist $C \in \Psi(\langle x \rangle^{-m}, g_1), \ C \in \Psi(\langle x \rangle^{-\infty})$ on $\Gamma',$ and $R_{-\infty} \in \Psi(\langle x \rangle^{-\infty})$ such that

$$B = CA + R_{-\infty}.$$

**Proof.** Let

$$A = a^w(x, D), \ B = b_0^w(x, D).$$

Suppose that

$$|a(x, \xi)| \geq C_0 \langle x \rangle^m, \ (x, \xi) \in \Gamma' \setminus B(R) \times X'.$$

Let $q \in S(1, g_1)$ be such that $q = 1$ on $\Gamma \setminus B(2R) \times X'$ and supp$q \subset \Gamma' \setminus B(R) \times X'.$

We set

$$c_0(x, \xi) = q(x, \xi)b_0(x, \xi)a^{-1}(x, \xi).$$

Then

$$c_0^w(x, D)a^w(x, D) - b_0^w(x, D) = b_1^w(x, D)$$

with $b_1 \in S(\langle x \rangle^{-1}, g_1)$ and $b_1 \in S(\langle x \rangle^{-\infty})$ outside of $\Gamma.$ Then we set

$$c_1(x, \xi) = q(x, \xi)b_1(x, \xi)a^{-1}(x, \xi).$$

We continue this way, and we obtain $c_j \in S(\langle x \rangle^{-m-j}, g_1)$ and $b_j \in S(\langle x \rangle^{-j}, g_1)$ such that

$$(c_0^w(x, D) + \cdots + c_n^w(x, D))a^w(x, D) - b_0^w(x, D) = b_{n+1}^w(x, D)$$

Using Lemma D.9.3, we define $c(x, \xi)$ such that

$$c(x, \xi) - \sum_{j=1}^n c_j(x, \xi) \in S(\langle x \rangle^{-m-n-1}, g_1).$$

We set $C := c^w(x, D).$ ☐
D.11 Functional Calculus for Pseudo-differential Operators Associated with the Metric $g_1$

Let us study functions of pseudo-differential operators. We begin with the inverse.

**Lemma D.11.1**
Let $A \in \Psi(1, g_1)$ such that $A$ is invertible in $B(L^2(X))$. Then $A^{-1} \in \Psi(1, g_1)$. Moreover, if we define the semi-norms

$$m_N(B) := \sup_{|\alpha| + |\beta| \leq n} \| \langle x \rangle^{\beta} \text{ad}^\alpha_c \text{ad}^\beta_D B \|,$$

then for any $N$, there exist constants $C_0, N_1, M$ such that

$$m_N(A^{-1}) \leq C_0 m_N(A) \| A^{-1} \|^M.$$

**Proof.** Clearly, $\text{ad}^\alpha_c \text{ad}^\beta_D A^{-1}$ is a linear combination of terms

$$A^{-1}(\text{ad}^\alpha_c \text{ad}^\beta_D A)A^{-1} \cdots A^{-1}(\text{ad}^\alpha_c \text{ad}^\beta_D)A^{-1}$$

such that $\alpha = \alpha_1 + \cdots = \alpha_q$, $\beta = \beta_1 + \cdots + \beta_q$. Then we use Theorem D.8.2 (i) and Lemma D.6.1. \hfill $\Box$

**Proposition D.11.2**

(i) Suppose that $A$ is a closed operator, $(z_0 - A)^{-1} \in \Psi(1, g_1)$ for some $z_0 \notin \sigma(A)$ and $f$ is holomorphic on a neighborhood of $\sigma(A)$ in $\mathbb{C} \cup \{\infty\}$. Then $f(A) \in \Psi(1, g_1)$.

(ii) If, moreover, $A$ is self-adjoint and $f \in C_0^\infty(\sigma(A))$, then

$$f(A) \in \Psi(1, g_1).$$

**Proof.** The proof of (i) is essentially identical to the proof of Proposition D.4.7. To prove (ii), we use, in addition, Lemma D.11.1 to estimate the semi-norms of $m_N ((z - A)^{-1})$ uniformly for $z$ in a compact set $\text{supp} \hat{f} \subset \mathbb{C}$:

$$m_N ((z - A)^{-1}) \leq C |\text{Im} z|^{-M}. \hfill \Box$$

The following proposition follows easily by the methods of the proof of Proposition D.11.2:

**Proposition D.11.3**

(i) Suppose that $A_i$, $i = 1, 2$, are closed operators such that, for some $z_0 \notin \sigma(A_1) \cup \sigma(A_2)$,
(z_0 - A_1)^{-1}, (z_0 - A_2)^{-1} \in \Psi(1, g_1),
and for m \geq 0
A_2 - A_1 \in \Psi((x)^{-m}, g_1)

Then for any function f holomorphic on a neighborhood of \(\sigma(A_1) \cup \sigma(A_2)\) in \(\mathbb{C} \cup \{\infty\}\), we have

\[ f(A_1) - f(A_2) \in \Psi((x)^{-m}, g_1). \]

(ii) If, moreover, \(A_i\) are self-adjoint, then for any \(f \in C_0^\infty(\sigma(A_1) \cup \sigma(A_2))\),

\[ f(A_1) - f(A_2) \in \Psi((x)^{-m}, g_1). \]

**Proposition D.11.4**

Suppose that \(A_j, j = 1, 2\), are semi-bounded self-adjoint operators such that

\[ (A_j - i)^{-1} \in \Psi(1, g_1), \]

\[ V := A_1 - A_2 \in \Psi(1, g_1). \]

Let now \(f_j \in C^\infty(\mathbb{R}), f'_j \in C_0^\infty(\mathbb{R}), j = 1, 2\), such that

\[ \text{dist}(\text{supp} f_1, \text{supp} f_2) > \|V\|. \]

Then

\[ f_1(A_1) f_2(A_2) \in \Psi((x)^{-\infty}, g_1). \]

**Proof.** By splitting the functions \(f_j\) into several pieces, we can restrict ourselves to the case where \(f_1\) is supported on the left and \(f_2\) on the right, or the other way around. Therefore, let us assume that \(\text{supp} f_1 \subset ]-\infty, \lambda_1]\) and \(\text{supp} f_2 \subset ]\lambda_2, \infty[\), with \(\lambda_1 + \|V\| < \lambda_2\). Let \(f \in C^\infty(\mathbb{R})\) such that \(0 \leq f \leq 1\), \(f = 1\) on a neighborhood of \(\text{supp} f_1\) and \(\text{supp} f \subset ]-\infty, \lambda_1[\). Define

\[ \tilde{A}_2 := f(A_1) A_2 f(A_1). \]

Then

\[ \tilde{A}_2 = f^2(A_1) A_1 + f(A_1) V f(A_1) \leq \lambda_1 + \|V\|. \]

Therefore

\[ f_2(\tilde{A}_2) = 0. \]

Using the semi-boundedness of \(A_2\) and \(\tilde{A}_2\) and the fact that \(f'_2 \in C_0^\infty(\mathbb{R})\), we see that there exists a function \(g \in C_0^\infty(\mathbb{R})\) such that

\[ f_2(A_2) - f_2(\tilde{A}_2) = g(A_2) - g(\tilde{A}_2). \]

If \(\tilde{g}\) is an almost-analytic extension of \(g\), then
\[ f_1(A_1)f_2(A_2) = f_1(A_1)(f_2(A_2) - f_2(A_2)) \]
\[ = \frac{1}{2\pi} \int \partial_z \tilde{g}(z)f_1(A_1)(z - A_2)^{-1}(A_2 - \tilde{A}_2)(z - \tilde{A}_2)^{-1} dz \wedge d\bar{z}. \]  

(D.11.1)

We have

\[ f_1(A_1)(z - A_2)^{-1}(A_2 - \tilde{A}_2)(z - \tilde{A}_2)^{-1} \]
\[ = f_1(A_1)(z - A_2)^{-1}(1 - f^2(A_1))A_1(z - \tilde{A}_2)^{-1} \]
\[ + f_1(A_1)(z - A_2)^{-1}(1 - f(A_1))V(z - \tilde{A}_2)^{-1} \]
\[ + f_1(A_1)(z - A_2)^{-1}f(A_1)V(1 - f(A_1))(z - \tilde{A}_2)^{-1}. \]  

(D.11.2)

\[ = B_1(z) + B_2(z) + B_3(z). \]

Fix \( \tilde{f} \in C^\infty(\mathbb{R}) \) such that \( \tilde{f}^i \in C_0^\infty(\mathbb{R}) \) \( f_1 \tilde{f} = f_1 \) and \( \tilde{f}(1 - f) = 0 \). Consider, for instance, \( B_2(z) \). We have

\[ B_2(z) = f_1(A_1) \left( \text{ad}^n_{\tilde{f}(A_1)}(z - A_2)^{-1} \right) (1 - f(A_1))V(z - \tilde{A}_2)^{-1}, \]

which is a sum of terms of the form

\[ f_1(A_1)(z - A_2)^{-1} \left( \text{ad}^n_{\tilde{f}(A_1)}V \right) (z - A_2)^{-1} \]
\[ \cdots (z - A_2)^{-1} \left( \text{ad}^n_{\tilde{f}(A_1)}V \right) (z - A_2)^{-1}(1 - f(A_1))V(z - \tilde{A}_2)^{-1}. \]

Note that \( V \in \Psi(1, g_1) \) and \( \tilde{f}(A_1) \in \Psi(1, g_1) \). Therefore,

\[ \text{ad}^n_{\tilde{f}(A_1)}V \in \Psi((x)^{-n}, g_1). \]

Now, using

\[ \left\| (x)^{k+n+|\alpha|} \left( \text{ad}^\alpha_D\text{ad}_x^\beta \text{ad}^n_{\tilde{f}(A_1)}V \right) (x)^{-k} \right\| \leq C_1, \]
\[ \left\| (x)^{k+n+|\alpha|} \left( \text{ad}^\alpha_D\text{ad}_x^\beta (z - A_2)^{-1} (x)^{-k} \right) \leq C_2|\text{Im}z|^{-M}, \]

where \( C_1, C_2, M \) depend on \( \alpha, \beta, k, n \), we see that

\[ \left\| (x)^N\text{ad}^\alpha_D\text{ad}_x^\beta B_2(z) \right\| \leq C_3|\text{Im}z|^{-M}, \]

where \( C_3, M \) depend on \( \alpha, \beta, N \).

By the same method, we obtain an analogous estimate for \( B_1(z) \) and \( B_3(z) \). By (D.11.1), we conclude that

\[ \left\| (x)^N\text{ad}^\alpha_D\text{ad}_x^\beta f_1(A_1)f_2(A_2) \right\| \leq C. \]
D.12 Non-Stationary Phase Method

One of the basic tools in the study of integral expressions with rapidly oscillating phases is the non-stationary phase method. We use this method to describe some simple but useful estimates on a certain family of Fourier integral operators.

**Proposition D.12.1**

Suppose that \( C(x_1, x_2, \xi) \in S(\langle x_1 \rangle^{m_1} \langle x_2 \rangle^{m_2}, dx_1^2 + dx_2^2 + d\xi^2) \), and there exist some \( C_0 > 0 \) and \( t \) such that if \( (x_1, x_2, \xi) \in \text{suppc} \), then

\[
\langle x_1 - x_2 \rangle \geq C_0 (\langle x_1 \rangle + \langle x_2 \rangle) + t.
\]

Let \( \Psi(x_1, x_2, \xi) \) be a real function on \( \text{suppc}(x_1, x_2, \xi) \) satisfying

\[
\partial_{x_1}^\alpha \partial_{x_2}^\beta \partial_{\xi}^\gamma (\Psi(x_1, x_2, \xi) - \langle x_1 \rangle - \langle x_2 \rangle) \in O(\langle x_1 \rangle) + O(\langle x_2 \rangle), \quad |\beta| \geq 1,
\]

\[
\nabla_\xi (\Psi(x_1, x_2, \xi) - \langle x_1 \rangle - \langle x_2 \rangle) \in o(\langle x_1 \rangle) + o(\langle x_2 \rangle).
\]

Let \( A \) be the operator with the kernel

\[
K(x_1, x_2) = (2\pi)^{-n} \int e^{i \Psi(x_1, x_2, \xi)} c(x_1, x_2, \xi) d\xi.
\]

Then \( A \in \Psi(\langle x \rangle^{-\infty}) \) and \( \|A\| = O(t^{-\infty}) \).

**Proof.** Define the formal operator

\[
\mathcal{L} := (1 + (\nabla_\xi \Psi(x_1, x_2, \xi))^2)^{-1} (1 + \nabla_\xi \Psi(x_1, x_2, \xi), D_\xi).
\]

Using the identity

\[
\mathcal{L} \left( e^{i \Psi(x_1, x_2, \xi)} \right) = e^{i \Psi(x_1, x_2, \xi)}
\]

and integrating by parts in \( \xi \), we obtain

\[
K(x_1, x_2) = (2\pi)^{-n} \int c(x_1, x_2, \xi) \mathcal{L}^N e^{i \Psi(x_1, x_2, \xi)} d\xi = (2\pi)^{-n} \int e^{i \Psi(x_1, x_2, \xi)} \left( (i \mathcal{L})^N c(x_1, x_2, \xi) \right) d\xi,
\]

where \((i \mathcal{L})^N c(x_1, x_2, \xi) = c_N(x_1, x_2, \xi)\) is a sum of terms of the form

\[
(1 + (\nabla_\xi \Psi(x_1, x_2, \xi))^2)^{-M} \partial_\xi^\beta \nabla_\xi \Psi(x_1, x_2, \xi)
\]

\[
\cdots \partial_\xi^\gamma \nabla_\xi \Psi(x_1, x_2, \xi) \partial_\xi^\alpha c(x_1, x_2, \xi),
\]

where \( N = |\beta| + \cdots + |\beta_k| + |\gamma| = M - k \). We have, for some \( C_0 > 0 \),

\[
1 + (\nabla_\xi \Psi(x_1, x_2, \xi))^2 \geq C_0 (\langle x_1 \rangle + \langle x_2 \rangle + t)^2.
\]

Therefore,
\[ |\partial_{x_1}^\alpha \partial_{x_2}^\beta \partial_\xi^\gamma c_N(x_1, x_2, \xi)| \leq C_{\alpha, \beta, N}\langle x_1 \rangle^{m_1} \langle x_2 \rangle^{m_2} (\langle x_1 \rangle + \langle x_2 \rangle + t)^{-N}. \]

Setting
\[ \tilde{c}_N(x_1, x_2, \xi) = c_N(x_1, x_2, \xi)e^{i\Phi(x_1, x_2, \xi)-i\langle x_1 - x_2, \xi \rangle}, \]
we obtain
\[ K(x_1, x_2) = (2\pi)^{-n} \int \tilde{c}_N(x_1, x_2, \xi)e^{i\langle x_1 - x_2, \xi \rangle} d\xi, \]
where
\[ |\partial_{x_1}^\alpha \partial_{x_2}^\beta \partial_\xi^\gamma \tilde{c}_N(x_1, x_2, \xi)| \leq C_{\alpha, \beta, N}\langle x_1 \rangle^{m_1} \langle x_2 \rangle^{m_2} (\langle x_1 \rangle + \langle x_2 \rangle + t)^{-N+|\alpha|+|\alpha|+|\beta|}. \]

Note that, for any \( N_0 \), we can find \( N \) such that
\[ |\partial_{x_1}^\alpha \partial_{x_2}^\beta \partial_\xi^\gamma \tilde{c}_N(x_1, x_2, \xi)| \leq C_N \langle x_1 \rangle^{-N_0} \langle x_2 \rangle^{-N_0} \langle t \rangle^{-N_0}, \quad |\alpha_1| + |\alpha_2| + |\beta| \leq N_0. \]

Since \( N_0 \) is arbitrary, we obtain that \( K_-(x_1, x_2) \) is the kernel of an operator in \( \Psi((\langle x \rangle^{-\infty}) \) and its norm is \( O(t^{-\infty}) \). \( \square \)

### D.13 FIO’s Associated with a Uniform Metric

In this section we recall some results about a certain class of Fourier integral operators associated with amplitudes from \( S(1, g_0) \).

**Definition D.13.1**

Suppose that \( a : X \times X' \to \mathbb{C} \) and \( \Phi : \text{supp} a \to \mathbb{R} \) are some functions. The Fourier integral operator with phase \( \Phi(x, \xi) \) and amplitude \( a(x, \xi) \) is defined as the operator given by the following formula:
\[ J(\Phi, a)\phi(x) := (2\pi)^{-n} \int a(x, \xi)e^{i\Phi(x, \xi)-i\langle y, \xi \rangle} \phi(y) d\xi dy. \quad (D.13.1) \]

In theorems that we will give below, we will give various conditions that will make the expression \( (D.13.1) \) well defined.

The main result of this section is the following theorem on the boundedness of a certain class of Fourier integral operators.

**Theorem D.13.2**

(i) Suppose that
\[ |\partial_x^\alpha \partial_\xi^\beta \Phi(x, \xi)| \leq M_{\alpha, \beta}, \quad ||\alpha| + |\beta| \geq 2, \quad |\alpha| \geq 1 \quad (D.13.2) \]

and
\[ |\det M| \geq C_0 > 0, \quad M \in \text{ch} \{ \nabla_x \nabla_\xi \Phi(x, \xi) \mid (x, \xi) \in X \times X' \} \quad (D.13.3) \]
where \( \text{ch} \Theta \) denotes the convex hull of the set \( \Theta \). Let \( a_i \in S(1, g_0) \), \( i = 1, 2 \). Then

\[
J(\Phi, a_1) J(\Phi, a_2)^* \in \Psi(1, g_0).
\] (D.13.4)

(ii) Suppose that

\[
|\partial_x^\alpha \partial_\xi^\beta \Phi(x, \xi)| \leq M_{\alpha, \beta}, \quad |\alpha| + |\beta| \geq 2, \quad |\beta| \geq 1.
\] (D.13.5)

Assume also (D.13.3). Then

\[
J(\Phi, a_1)^* J(\Phi, a_2) \in \Psi(1, g_0).
\] (D.13.6)

(iii) Let \( \Phi(x, \xi) \) satisfy either the hypotheses of (i) or of (ii). Let \( a \in S(1, g_0) \).

Then \( J(\Phi, a) \) is bounded on \( L^2(\mathbb{R}^n) \), and there exists an integer \( N \) and a constant \( C \) depending on \( C_0 \) and \( M_{\alpha, \beta} \), \( |\alpha| + |\beta| \leq N \), such that

\[
\|J(\Phi, a)\| \leq C\|a\|_{g_0, N}.
\] (D.13.7)

Proof. Let us prove (i). The kernel of \( J(\Phi, a_1) J(\Phi, a_2)^* \) equals

\[
K(x_1, x_2) = (2\pi)^{-n} \int a_1(x_1, \xi) a_2(x_2, \xi) e^{i\Phi(x_1, \xi) - i\Phi(x_2, \xi)} d\xi
\]

\[
= (2\pi)^{-n} \int a_1(x_1, \xi) a_2(x_2, \xi) e^{i\int_0^1 \nabla_\xi \Phi(\tau x_1 + (1-\tau)x_2, \xi) \cdot (x_1 - x_2) d\tau} d\xi
\] (D.13.8)

For fixed \( x_1, x_2 \), the map

\[
X' \ni \xi \mapsto \eta(x_1, x_2, \xi) := \int_0^1 \nabla_\xi \Phi(\tau x_1 + (1-\tau)x_2, \xi) d\tau \in X'
\]

satisfies the assumptions of Proposition A.7.1, hence it is invertible. Let us denote its inverse by

\[
\eta \mapsto \xi(x_1, x_2, \eta).
\]

We note that

\[
|\partial_{x_1}^\alpha \partial_{x_2}^\beta \partial_\eta^\gamma \xi(x_1, x_2, \eta)| \leq C_{\alpha, \beta} \quad |\alpha_1| + |\alpha_2| + |\beta| \geq 1.
\] (D.13.9)

We rewrite (D.13.8) as

\[
K(x_1, x_2) = (2\pi)^{-n} \int b(x_1, x_2, \eta) e^{i\eta(x_1 - x_2)} d\eta,
\]

where

\[
b(x_1, x_2, \eta) := a_1(x_1, \xi(x_1, x_2, \eta)) a_2(x_2, \xi(x_1, x_2, \eta)) \det \nabla_\eta \xi(x_1, x_2, \eta) |.
\]
We easily see that all the semi-norms of \( b(x_1, x_2, \eta) \) in \( S(1, dx_1^2 + dx_2^2 + d\xi^2) \) can be estimated by the right-hand side of (D.13.7). Therefore (D.13.7) follows from Theorem D.4.1.

(ii) follows from (i) by conjugation with the Fourier transformation.

(iii) is an immediate consequence of (i) and (ii). \( \square \)

Remark. In practice, instead of (D.13.3) we will use a simpler condition. We will just assume that

\[
\| \nabla_x \nabla_\xi \Phi(x, \xi) - 1 \| \leq C_0 < 1.
\]  

(D.13.10)

Next we describe when Fourier integral operators described in Theorem D.13.2 are invariant with respect to multiplication on the left and right with pseudo-differential operators of the class \( \Psi(1, g_0) \).

**Proposition D.13.3**

(i) Suppose that \( a(x, \xi) \) and \( \Phi(x, \xi) \) satisfy the assumptions of Theorem D.13.2 (i). Let \( B = b(x, D) \in \Psi(1, g_0) \). Then

\[
BJ(\Phi, a) = J(\Phi, c),
\]

where \( c \in S(1, g_0) \).

(ii) Suppose that \( a(x, \xi) \) and \( \Phi(x, \xi) \) satisfy the assumptions of Theorem D.13.2 (ii). Let \( B \in \Psi(1, g_0) \). Then

\[
J(\Phi, a)B = J(\Phi, d),
\]

where \( d \in S(1, g_0) \).

**Proof.** To prove (i), we compute the kernel of \( BA \):

\[
K(x, y) = (2\pi)^{-n} \int \int b(x_1, \xi_1)a(x_2, \xi_2)e^{i\langle x_1 - x_2, \xi_1 \rangle + i\langle x_2, \xi_2 \rangle - i\langle y, \xi_2 \rangle} d\xi_1 dx_2 d\xi_2
\]

\[
= (2\pi)^{-n} \int \int c(x_1, \xi_2)e^{i\Phi(x_1, \xi_2) - i\langle y, \xi_2 \rangle} d\xi_2,
\]

where

\[
c(x_1, \xi_2) = (2\pi)^{-n} \int \int b(x_1, \xi_1)a(x_2, \xi_2)e^{i\langle x_1 - x_2, \xi_1 \rangle + i\langle x_2, \xi_2 \rangle - i\langle y, \xi_2 \rangle} d\xi_1 dx_2
\]

\[
= (2\pi)^{-n} \int \int b(x_1, \xi_1)a(x_2, \xi_2)e^{i\langle x_1 - x_2, \xi_1 \rangle + i\langle (x_1 + x_2, \xi_2) \rangle} d\xi_1 dx_2
\]

\[
= (2\pi)^{-n} \int b(x_1, \eta) d\eta \nabla_\xi \Phi(x_1 + (1 - \tau)z, \xi_2) + \eta) a(x_1 + z, \xi_2) e^{-i\langle \xi, \eta \rangle} d\xi d\eta.
\]

Now, using Proposition D.3.2 (iii), we see that \( c(x, \xi) \in S(1, g_0) \).

(ii) follows by the same arguments, if we use the conjugation with the Fourier transformation. \( \square \)
D.14 FIO’s Depending on a Parameter

This section is parallel to Sect. D.5. In particular, we refer the reader to that section for the notation. The following proposition is a parameter-dependent version of Theorem D.13.2 (i).

**Proposition D.14.1**

Suppose that \( c_x(t) c_\xi(t) \leq C \),

\[
\left| \partial_x^\alpha \partial_\xi^\beta \Phi(t, x, \xi) \right| \leq C_{\alpha, \beta} c_x^{|\alpha|-1}(t) c_\xi^{|\beta|-1}(t), \quad |\alpha| + |\beta| \geq 2, \quad |\alpha| \geq 1, \quad (D.14.1)
\]

\[
\|\nabla_x \nabla_\xi \Phi(t, x, \xi) - 1\| \leq C_0 < 1.
\]

Let \( a_i(t, x, \xi) \in S(f_i(t), g(t)), \ i = 1, 2 \). Then

\[
J(\Phi(t), a_1(t)) J(\Phi(t), a_2(t))^* \in \Psi(f_1(t) f_2(t), g(t)).
\]

Next let us state a parameter dependent version of Proposition D.13.3.

**Proposition D.14.2**

(i) Assume \( c_x(t) c_\xi(t) \leq C \), and (D.14.1). Let \( a(t, x, \xi) \in S(f_2(t), g(t)) \) and \( B(t) \in \Psi(f_1(t), g(t)) \). Then

\[
B(t) J(\Phi(t), a(t)) = J(\Phi(t), c(t))
\]

for some \( c(t, x, \xi) \in S(f_1(t) f_2(t), g(t)) \).

(ii) If instead of (D.14.1) we assume that

\[
\left| \partial_x^\alpha \partial_\xi^\beta \Phi(t, x, \xi) \right| \leq C_{\alpha, \beta} c_x^{|\alpha|-1}(t) c_\xi^{|\beta|-1}(t), \quad |\alpha| + |\beta| \geq 2, \quad |\beta| \geq 1,
\]

\[
\|\nabla_x \nabla_\xi \Phi(t, x, \xi) - 1\| \leq C_0 < 1,
\]

then

\[
J(\Phi(t), a(t)) B(t) = J(\Phi(t), d(t))
\]

for some

\[
d(t, x, \xi) \in S(f_1(t) f_2(t), g(t)).
\]

D.15 FIO’s Associated with the Metric \( g_1 \)

In this section we collect some results on Fourier integral operators associated with phases satisfying \( \nabla_x \nabla_\xi \Phi(x, \xi) \in S(1, g_1) \). Most of them are well known (see for example [IK4]).
Theorem D.15.1

(i) Assume that
\[
\partial_x^\alpha \partial_\xi^\beta (\Phi(x, \xi) - \langle x, \xi \rangle) \in o(\langle x \rangle^0), \quad |\alpha| = |\beta| = 1, \\
|\partial_x^\alpha \partial_\xi^\beta (\Phi(x, \xi) - \langle x, \xi \rangle)| \leq C_{\alpha\beta} \langle x \rangle^{1-|\alpha|}, \quad |\alpha| + |\beta| \geq 2, \quad |\alpha| \geq 1.
\] (D.15.1)

Let \( a_i(x, \xi) \in S(\langle x \rangle^{m_i}, g_1), i = 1, 2. \) Then
\[
J(\Phi, a_1)J(\Phi, a_2)^* \in \Psi(\langle x \rangle^{m_1+m_2}, g_1).
\] (D.15.2)

(ii) Assume, in addition,
\[
\partial_x^\alpha (\Phi(x, \xi) - \langle x, \xi \rangle) \in o(\langle x \rangle^0), \quad |\alpha| = 1.
\]

Let \( \epsilon > 0, \) and let \( \Gamma_i \subset X \times X' \) be conical sets. If \( a_i \in S(\langle x \rangle^{-\infty}) \) on \( \Gamma_i, \) then
\[
J(\Phi, a_1)J(\Phi, a_2)^* \in \Psi(\langle x \rangle^{-\infty}) \) on \( \Gamma_1 \cup \Gamma_2.
\]

(iii) If \( a_i \) are elliptic on \( \Gamma_i, \) then \( J(\Phi, a_1)J(\Phi, a_2)^* \) is elliptic on \( \Gamma_1 \cap \Gamma_2. \)

Remark. Applying Theorem D.15.1 with \( a = a_1 = a_2, \) we see that \( J(\Phi, a) \) is a bounded operator from \( \langle x \rangle^{-m}L^2(X) \) to \( L^2(X). \) In particular, if \( m = 0, \) it is a bounded operator on \( L^2(X). \)

Proof of Theorem D.15.1. Let us note that there exists \( R_0 \) such that, for \( |x| > R_0, \)
\[
|\nabla_x \nabla_\xi \Phi(x, \xi) - 1| \leq \frac{1}{2}.
\]

Let us distinguish 2 regions in the space \( X \times X'. \)

Let \( 0 < \sigma_+ < 1/2, R = R_0(1-2\sigma) \) and
\[
\Theta_+ := \{ (x_1, x_2) \in X \times X \mid |x_1 - x_2| \leq \sigma_+(|x_1| + |x_2|), \ |x_1| > R, \ |x_2| > R \}.
\]

Let \( \sigma_- < \sigma_+ < 1 \) and \( R < R_1 \)
\[
\Theta_- := \{ (x_1, x_2) \in X \times X \mid |x_1 - x_2| \geq \sigma_-(|x_1| + |x_2|), \ |x_1| > R, \ |x_2| > R \} \\
\cup \{ (x_1, x_2) \in X \times X \mid |x_1| < R_1 \mbox{ or } |x_2| < R_1 \}.
\]

We choose functions \( p_{\pm} \in S(1, \langle x \rangle^{-2}\,dx_1^2 + \langle x \rangle^{-2}\,dx_2^2) \) such that \( \text{supp} \, p_{\pm} \subset \Theta_{\pm} \) and \( p_+(x_1, x_2) + p_-(x_1, x_2) = 1. \)

Explicitly, let \( \chi_+ \in C_0^\infty(\mathbb{R}) \) such that \( \chi_+(s) = 0 \) for \( |s| \leq R, \chi_+(s) = 1 \) for \( s > R_1 \) and let \( \chi_- := 1 - \chi_+. \) Let \( f_{\pm} \in C^\infty(\mathbb{R}) \) such that \( f_+ + f_- = 1, \ f_+(t) = 0 \) for \( t \geq \sigma_+, \ f_-(t) = 0 \) for \( t \leq \sigma_- \).

Set
\[
p_+(x_1, x_2) = \chi_+(x_1)\chi_+(x_2)f_+ \left( \frac{|x_1 - x_2|}{|x_1| + |x_2|} \right), \ p_-(x_1, x_2) = 1 - p_+(x_1, x_2).
\]

The kernel of \( J(\Phi, a_1)J(\Phi, a_2)^* \) equals
\[ K(x_1, x_2) = (2\pi)^{-n} \int a_1(x_1, \xi) \tilde{a}_2(x_2, \xi) e^{i\Phi(x_1, \xi) - i\Phi(x_2, \xi)} d\xi. \quad (D.15.3) \]

Let us split \( K(x_1, x_2) = K_+(x_1, x_2) + K_-(x_1, x_2) \) as follows:

\[
c_\pm(x_1, x_2, \xi) := p_\pm(x_1, x_2) a_1(x_1, \xi) \tilde{a}_2(x_2, \xi),
\]

\[
K_\pm(x_1, x_2) := (2\pi)^{-n} \int c_\pm(x_1, x_2, \xi) e^{i\Phi(x_1, \xi) - i\Phi(x_2, \xi)} d\xi.
\]

Let us consider first \( K_+(x_1, x_2) \). Set

\[
\eta(x_1, x_2, \xi) := \int_0^1 \nabla_x \Phi(\tau x_1 + (1 - \tau)x_2, \xi) d\tau.
\]

Since on \( \text{supp}p_+ \)

\[
|\tau x_1 + (1 - \tau)x_2| \geq R_0,
\]

we have

\[
|\nabla_\xi \eta(x_1, x_2, \xi) - 1| < 1/2.
\]

By Proposition A.7.1, this implies that the map

\[
X' \ni \xi \mapsto \eta(x_1, x_2, \xi)
\]

is invertible for \((x_1, x_2, \xi) \in \text{supp} c_+\). Let us denote its inverse by

\[
\eta \mapsto \xi(x_1, x_2, \eta).
\]

We note that on the support of \( c_+ \) there exist \( 0 < C_1 < C_2 \) such that

\[
C_1 |x_1| < |x_2| < C_2 |x_1|.
\]

Using this, we obtain

\[
\left| \partial_{x_1}^{\alpha_1} \partial_{x_2}^{\alpha_2} \partial_\eta^\beta \xi(x_1, x_2, \eta) \right| \leq C_{\alpha_1, \alpha_2, \beta} \left| \langle x_1 \rangle^{-|\alpha_1|} \langle x_2 \rangle^{-|\alpha_2|} \right| |\alpha_1| + |\alpha_2| + |\beta| \geq 1.
\]

We can rewrite \( K_+ \) as

\[
K_+(x_1, x_2) = (2\pi)^{-n} \int b_+(x_1, x_2, \eta) e^{i\langle \eta, (x_1 - x_2) \rangle} d\eta, \quad (D.15.4)
\]

where

\[
b_+(x_1, x_2, \eta) = c_+(x_1, x_2, \xi(x_1, x_2, \eta)) |\det \nabla_\eta \xi(x_1, x_2, \eta)|.
\]

We easily see that \( b_+ \in \mathcal{S}(\langle x_1 \rangle^{m_1} \langle x_2 \rangle^{m_2}, \langle x_1 \rangle^{-2} dx_1^2 + \langle x_2 \rangle^{-2} dx_2^2 + d\xi^2) \). So, by Proposition D.8.6, \( K_+(x_1, x_2) \) is the kernel of a pseudo-differential operator in \( \Psi(\langle x \rangle^{m_1 + m_2}, g_0) \).

Next, let us consider \( K_-(x_1, x_2) \). We have

\[
\nabla_\xi (\Phi(x_1, \xi) - \Phi(x_2, \xi)) = x_1 \int_0^1 \nabla_x \nabla_\xi \Phi(\tau x_1, \xi) d\tau - x_2 \int_0^1 \nabla_x \nabla_\xi \Phi(\tau x_2, \xi) d\tau = x_1 - x_2 + o(\langle x_1 \rangle) + o(\langle x_2 \rangle).
\]
Moreover, on \( \text{supp} c_- \) we have
\[
\langle x_1 - x_2 \rangle \geq C_0(\langle x_1 \rangle + \langle x_2 \rangle)
\]
for some \( C_0 > 0 \). Therefore
\[
\langle \nabla \xi \Phi(x_1, \xi) - \nabla \xi \Phi(x_2, \xi) \rangle \geq C_1(\langle x_1 \rangle + \langle x_2 \rangle)
\]
(D.15.5)
for some \( C_1 > 0 \). Therefore, by Proposition D.12.1, the operator with the kernel
\( K_-(x_1, x_2) \) belongs to \( \Psi(\langle x \rangle^{-\infty}) \).

To show \( (ii) \), we use (D.15.4) and the fact that on the support of \( b_1(x_1, x_2, \eta) \)
\[
\xi(x_1, x_2, \eta) - \eta \in o((\langle x_1 \rangle + \langle x_1 \rangle)^0).
\]

\( \square \)

Next we would like to consider the product of a Fourier integral operator and a pseudo-differential operator. Note that the situation is somewhat different if the pseudo-differential operator is on the left and on the right, therefore we will have two separate propositions describing these two cases.

Proposition D.15.2

(i) Assume that \( \Phi(x, \xi) \) satisfies
\[
\partial_\xi^\beta (\Phi(x, \xi) - \langle x, \xi \rangle) \in o(\langle x \rangle), \quad |\beta| = 1,
\]
\[
|\partial_\xi^\alpha \partial_\xi^\beta (\Phi(x, \xi) - \langle x, \xi \rangle)| \leq C_\alpha \langle x \rangle^{1-|\alpha|}, \quad |\alpha| + |\beta| \geq 1,
\]
and that \( a \in S(\langle x \rangle^{m_1}, g_1) \). Let \( B \in \Psi(\langle x \rangle^{m_2}, g_1) \). Then there exists \( d \in S(\langle x \rangle^{m_1+m_2}, g_1) \) such that
\[
J(\Phi, a) B = J(\Phi, d).
\]

(ii) If \( a \in S(\langle x \rangle^{-\infty}) \) on \( \Gamma_1 \) and \( B \in \Psi(\langle x \rangle^{-\infty}) \) on \( \Gamma_2 \), where \( \Gamma_1, \Gamma_2 \subset X \times X' \) are conical sets, then \( d \in S(\langle x \rangle^{-\infty}) \) on \( \Gamma_1 \cup \Gamma_2 \).

Proof. We can write \( B = b(x, D)^* \) for some \( b \in S(\langle x \rangle^{m_2}, g_1) \). Then the kernel of \( J(\Phi, a) B \) is equal to
\[
K(x_1, x_2) = (2\pi)^{-n} \int e^{i\Phi(x_1, \xi_1) - i\langle x_2, \xi_1 \rangle} c(x_1, x_2, \xi_1) d\xi_1
\]
for
\[
c(x_1, x_2, \xi_1) := a(x_1, \xi_1) \tilde{b}(x_2, \xi_1).
\]

We choose \( 0 < \sigma_- < \sigma_+ < 1 \) and \( f_\pm \in C^\infty(\mathbb{R}) \) such that \( f_+ + f_- = 1 \),
\( f_-(t) = 0 \) for \( t \leq \sigma_- \), \( f_+(t) = 0 \) for \( t \geq \sigma_+ \) and we set
\[
c_\pm(x_1, x_2, \xi_1) := f_\pm(\frac{|x_1 - x_2|}{|x_1| + |x_2|}) c(x_1, x_2, \xi_1),
\]
\[
K_\pm(x_1, x_2) := (2\pi)^{-n} \int e^{i\Phi(x_1, \xi_1) - i\langle x_2, \xi_1 \rangle} c_\pm(x_1, x_2, \xi_1) d\xi_1.
\]
Let us study $K_+(x_1, x_2)$ first. We can write

$$K_+(x_1, x_2) = (2\pi)^{-n} \int e^{i\phi(x_1, \xi_2) - i(x_2, \xi_2)} d_+(x_1, \xi_2) d\xi_2$$

for

$$d_+(x_1, \xi_2) = (2\pi)^{-n} \int e^{i\phi(x_1, \xi_1) - i(x_2, \xi_2)} c_+(x_1, x_2, \xi_1) dx_2 d\xi_1. \tag{D.15.7}$$

Let

$$r(x_1, \xi_1, \xi_2) = \int_0^1 \nabla_\xi \Phi(x_1, \tau \xi_1 + (1 - \tau) \xi_2) d\tau - x_1.$$ 

We have

$$\Phi(x_1, \xi_1) - \Phi(x_1, \xi_2) = \langle x_1 + r(x_1, \xi_1, \xi_2), \xi_1 - \xi_2 \rangle,$$

and

$$r(x_1, \xi_1, \xi_2) \in o(\langle x_1 \rangle),$$

$$|\partial^\alpha_x \partial^\beta_\xi \partial^\alpha_\xi \partial^\beta_x r(x_1, \xi_1, \xi_2)| \leq C_{\alpha\beta} \langle x_1 \rangle^{1 - |\alpha|}.$$ 

Making the change of variables

$$\tilde{x}_2 = x_2 - r(x_1, \xi_1, \xi_2)$$

in (D.15.7), we obtain

$$d_+(x_1, \xi_2) = (2\pi)^{-n} \int e^{i(x_1 - x_2, \xi_1 - \xi_2)} c_+(x_1, \tilde{x}_2 + r(x_1, \xi_1, \xi_2), \xi_2) d\tilde{x}_2 d\xi_1. \tag{D.15.8}$$

Using the fact that on supp$f_+$ we have $\langle x_1 \rangle \leq C \langle x_2 \rangle$, we obtain

$$c_+(x_1, \tilde{x}_2 + r(x_1, \xi_1, \xi_2), \xi_2)$$

$$\in S(\langle x_1 \rangle^{m_1} \langle \tilde{x}_2 \rangle^{m_2}, \langle x_1 \rangle^{-2} dx_1^2 + \langle \tilde{x}_2 \rangle^{-2} d\tilde{x}_2^2 + d\xi_1^2 + d\xi_2^2).$$

Using then Proposition D.7.2, we obtain that $d_+(x, \xi) \in S(\langle x \rangle^{m_1 + m_2}, g_1).$

By Proposition D.12.1, the operator with the kernel $K_-(x_1, x_2)$ belongs to $\Psi((x)^{-\infty})$. This ends the proof of (i).

(ii) follows from (D.15.8) and the fact that $r(x_1, \xi_1, \xi_2) \in o(\langle x_1 \rangle).$ \hfill \-box

**Proposition D.15.3**

(i) Assume that $\Phi(x, \xi)$ satisfies

$$|\partial^\alpha_x \partial^\beta_\xi (\Phi(x, \xi) - \langle x, \xi \rangle)| \leq C_{\alpha\beta} \langle x \rangle^{1 - |\alpha|}, \quad |\alpha| + |\beta| \geq 1, \tag{D.15.9}$$

and that $a \in S(\langle x \rangle^{m_1}, g_1).$ Let $B \in \Psi(\langle x \rangle^{m_2}, g_1).$ Then there exists $d \in S(\langle x \rangle^{m_1 + m_2}, g_1)$ such that

$$BJ(\Phi, a) = J(\Phi, d).$$
\(\ii\) Assume in addition
\[
\partial_x^\alpha (\Phi(x, \xi) - \langle x, \xi \rangle) \in o(\langle x \rangle^0), \quad |\alpha| = 1.
\]

If \(\epsilon > 0\), \(a \in S(\langle x \rangle^{-\infty})\) on \(\Gamma_1^\epsilon\) and \(B \in \Psi(\langle x \rangle^{-\infty})\) on \(\Gamma_2^\epsilon\), where \(\Gamma_1, \Gamma_2 \subset X \times X^t\) are conical sets, then \(d \in S(\langle x \rangle^{-\infty})\) on \(\Gamma_1 \cup \Gamma_2\).

**Proof.** Let \(B = b(x, D)\). The kernel of \(BJ(\Phi, a)\) is equal to
\[
K(x_1, y) = (2\pi)^{-2n} \int e^{i \langle x_1 - x_2, \xi_1 \rangle} e^{i \Phi(x_2, \xi_2) - i \langle y, \xi_2 \rangle} c(x_1, x_2, \xi_1, \xi_2) \, dx_2 d\xi_2 d\xi_2,
\]
where
\[
c(x_1, x_2, \xi_1, \xi_2) = b(x_1, \xi_1) a(x_2, \xi_2).
\]

We choose \(f_\pm\) as in the proof of Proposition D.15.2 and we set
\[
K_\pm(x_1, y) = (2\pi)^{-2n} \int e^{i \langle x_1 - x_2, \xi_1 \rangle} e^{i \Phi(x_2, \xi_2) - i \langle y, \xi_2 \rangle} c_\pm(x_1, x_2, \xi_1, \xi_2) \, dx_2 d\xi_2 d\xi_2,
\]
where
\[
c_\pm(x_1, x_2, \xi_1, \xi_2) := f_\pm(\frac{|x_1 - x_2|}{|x_1| + |x_2|}) c(x_1, x_2, \xi_1, \xi_2).
\]

We can write
\[
K_\pm(x_1, x_2) = (2\pi)^{-n} \int e^{i \Phi(x_1, \xi_2) - i \langle y, \xi_2 \rangle} d_\pm(x_1, \xi_2) \, d\xi_2,
\]
where
\[
d_\pm(x_1, \xi_2) := (2\pi)^{-n} \int e^{i \langle x_1 - x_2, \xi_1 \rangle + \Phi(x_2, \xi_2) - \Phi(x_1, \xi_2)} c_\pm(x_1, x_2, \xi_1, \xi_2) \, dx_2 d\xi_2.
\]

We change the variables
\[
\tilde{\xi}_1 = \xi_1 - q(x_1, x_2, \xi_2),
\]
where
\[
q(x_1, x_2, \xi_2) = \int_0^1 \nabla_x \Phi(\tau x_1 + (1 - \tau)x_2, \xi_2) \, d\tau - \xi_2,
\]
and get
\[
d_\pm(x_1, \xi_2) = (2\pi)^{-n} \int e^{i \langle x_1 - x_2, \tilde{\xi}_1 \rangle} c_{\pm, 0}(x_1, x_2, \tilde{\xi}_1, \xi_2) \, dx_2 d\tilde{\xi}_1,
\]
where
\[
c_{\pm, 0}(x_1, x_2, \tilde{\xi}_1, \xi_2) := c_\pm(x_1, x_2, \tilde{\xi}_1 + q(x_1, x_2, \xi_2), \xi_2).
\]

Let us consider first \(K_+(x_1, x_2)\). Note that
\[
c_{+, 0}(x_1, x_2, \tilde{\xi}_1, \xi_2) \in S\left(\langle x_1 \rangle^{m_1} \langle x_2 \rangle^{m_2}, \langle x_1 \rangle^{-2} dx_1^2 + \langle x_2 \rangle^{-2} dx_2^2 + d\xi_1^2 + d\xi_2^2\right).
\]

By Proposition D.7.2, this implies
\[
d_+ \in S(\langle x \rangle^{m_1 + m_2}, g_1).
\]
To handle the kernel $K_-(x_1, x_2)$, we first note that
\[ c_{-0}(x_1, x_2, \xi_1, \xi_2) \in S\left( \left\langle x_1 \right\rangle^{m_1} \left\langle x_2 \right\rangle^{m_2}, dx_1^2 + dx_2^2 + d\xi_1^2 + d\xi_2^2 \right). \]

Next we use the proposition D.12.1 to see that $d_{-}(x_1, \xi_2) \in S(\left\langle x \right\rangle^{-\infty})$. Therefore $K_{-}(x_1, y)$ is the kernel of an operator in $\Psi(\left\langle x \right\rangle^{-\infty})$.

This ends the proof of (i).

Using (D.15.10), we see that on the support of $c_{+0}(x_1, x_2, \xi_1, \xi_2)$
\[ q(x_1, x_2, \xi_2) \in o(\left\langle x_1 \right\rangle + \left\langle x_2 \right\rangle^0). \]

Using this and (D.15.11), we obtain (ii). \qed

Let us state certain useful properties of Fourier integral operators.

**Proposition D.15.4**

Assume
\[ \partial_{x}^{\alpha} \partial_{\xi}^{\beta} (\Phi(x, \xi) - \left\langle x, \xi \right\rangle) \in o(\left\langle x \right\rangle^{1-|\alpha|}), \quad |\alpha| = 0, 1, \quad |\beta| = 1, \]
\[ |\partial_{x}^{\alpha} \partial_{\xi}^{\beta} (\Phi(x, \xi) - \left\langle x, \xi \right\rangle) | \leq C_{\alpha \beta} \left\langle x \right\rangle^{1-|\alpha|}, \quad |\alpha| + |\beta| \geq 1. \]  \hspace{1cm} (D.15.12)

and $a \in S(1, g_1)$. Then the following holds:

(i) The following “Beals criterion” is satisfied:
\[ ad_{D}^{\alpha} ad_{x}^{\beta} J(\Phi, a) \left\langle x \right\rangle^{-|\alpha|} \in B(L^2(X)). \]
\[ \left\langle x \right\rangle^{-|\alpha|} ad_{D}^{\alpha} ad_{x}^{\beta} J(\Phi, a) \in B(L^2(X)). \]

(ii) For any $m, k \in \mathbb{R}$, the operator $\left\langle x \right\rangle^{m} \langle D \rangle^{k} J(\Phi, a) \left\langle x \right\rangle^{-m} \langle D \rangle^{-k}$ is bounded.

(iii) If $0 < \delta_0 < \delta_1$, then
\[ I_{[0, \delta_0]}(\frac{|\xi|}{t}) J(\Phi, a) I_{[\delta_1, \infty]}(\frac{|\xi|}{t}) \in O(t^{-\infty}). \]

**Proof.** (i) follows by the direct calculation and it implies (ii) by Lemma D.6.1.

(iii) follows from Proposition D.12.1. \qed
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