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1 Introduction

1.1 Basic classical mechanics

Basic classical mechanics takes place in phase space Rd⊕Rd. The variables are the positions
xi, i = 1, . . . , d, and the momenta pi, i = 1, . . . , d. Real-valued functions on Rd ⊕ Rd are
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called observables. (For example, positions and momenta are observables). The space of
observables is equipped with the (commutative) product bc and with the Poisson bracket

{b, c} = ∂xib∂pic− ∂pib∂xic.

(We use the summation convention of summing wrt repeated indices). Thus in particular

{xi, xj} = {pi, pj} = 0, {xi, pj} = δij . (1.1)

The dynamics is given by a real function on Rd ⊕ Rd called the (classical) Hamiltonian
H(x, p). The equations of motion are

dx(t)

dt
= ∂pH(x(t), p(t)),

dp(t)

dt
= −∂xH(x(t), p(t)).

We treat x(t), p(t) as the functions of the initial conditions

x(0) = x, p(0) = p.

More generally, the evolution of an observable b(x, p) is given by

d

dt
b(x(t), p(t)) = {b,H}(x(t), p(t)).

The dynamics preserves the product (this is obvious) and the Poisson bracket:

bc(x(t), p(t)) = b(x(t), p(t))c(x(t), p(t)),

{b, c}(x(t), p(t)) = {b(x(t), p(t)), c(x(t), p(t))},

Examples of classical Hamitonians:

particle in electrostatic and

magnetic potentials
1

2m
(p−A(x))2 + V (x),

particle in curved space
1

2
pig

ij(x)pj ,

harmonic oscillator
1

2
p2 +

ω2

2
x2,

particle in constant magnetic field
1

2
(p1 −Bx2)2 +

1

2
(p2 +Bx1)2,

general quadratic Hamiltonian
1

2
aijpipj + bjix

ipj +
1

2
cijx

ixj .
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1.2 Basic quantum mechanics

Let ~ be a positive parameter, typically small.
Basic quantum mechanics takes place in the Hilbert space L2(Rd). Self-adjoint operators

on L2(Rd) are called observables. For a pair of such operators A,B we have their product
AB. (Note that we disregard the issues that arise with unbounded operators for which the
product is problematic). From the product one can derive their commutative Jordan product
1
2 (AB+BA) and their commutator [A,B]. The dynamics is given by a self-adjoint operator
H called the Hamiltonian. On the level of the Hilbert space the evolution equation is

i~
dΨ

dt
= HΨ(t), Ψ(0) = Ψ,

so that Ψ(t) = e−
it
~HΨ. On the level of observables,

~
dA(t)

dt
= i[H,A(t)], A(0) = A,

so that A(t) = e
it
~HAe−

it
~H . The dynamics preserves the product:

(AB)(t) = A(t)B(t).

We have distinguished observables: the positions x̂i, i = 1, . . . , n, and the momenta p̂i :=
~
i ∂xi , i = 1, . . . , n. They satisfy

[x̂i, x̂j ] = [p̂i, p̂j ] = 0, [x̂i, p̂j ] = i~δij .

Examples of quantum Hamiltonians

particle in electrostatic and

magnetic potentials
1

2m
(p̂−A(x̂))2 + V (x̂),

particle in curved space
1

2
g−1/4(x̂)p̂ig

ij(x̂)g1/2(x̂)p̂jg
−1/4(x̂),

harmonic oscillator
1

2
p̂2 +

ω2

2
x̂2,

particle in constant magnetic field
1

2
(p̂1 −Bx̂2)2 +

1

2
(p̂2 +Bx̂1)2,

general quadratic Hamiltonian
1

2
aij p̂ip̂j + bji x̂

ip̂j +
1

2
cij x̂

ix̂j .

1.3 Concept of quantization

Quantization usually means a linear transformation, which to a function on phase space
b : R2d → C associates an operator Op•(b) acting on the Hilbert space L2(Rd), and in
addition has various good properties. (The superscript • stands for a possible decoration
indicating the type of a given quantization).

(Sometimes we will write Op•(b(x, p)) for Op•(b)–in this notation x, p play the role of
coordinate functions on the phase space and not concrete points).

Here are desirable properties of a quantization:
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(1) Op•(1) = 1l, Op•(xi) = x̂i, Op•(pj) = p̂j .

(2) 1
2

(
Op•(b)Op•(c) + Op•(c)Op•(b)

)
≈ Op•(bc).

(3) [
(
Op•(b),Op•(c)] ≈ i~Op•({b, c}).

Above, ≈ denotes equality modulo terms small in terms of ~. The function b will be
called the symbol (or dequantization) of the operator B.

Note that (1) implies that (3) is true with ≈ replaced with = if b is a 1st degree polyno-
mial.

1.4 The role of the Planck constant

Recall that the position operator x̂i, is the multiplication by xi and the momentum operator
is p̂i := ~

i ∂xi . Thus we treat the position x̂ as the distinguished physical observable, which
is the same in the classical and quantum formalism. The momentum is scaled by the Planck
constant. This is the usual convention in physics.

Let Op•(b) stand for the quantization with ~ = 1. The quantization with any ~ will be
denoted by Op•~(b). Note that we have the relationship

Op•~(b) = Op•(b~), b~(x, p) = b(x, ~p).

However this convention breaks the symplectic invariance of the phase space. In some
situations it is more natural to use the Planck constant differently and to use the position
operator x̃i which is the multiplication operator by

√
~xi, and the momentum operator

p̃ :=
√
~
i ∂xi . Note that they satisfy the usual commutation relations

[x̃i, p̃j ] = i~δij .

The corresponding quantization of a function b is

Õp
•
~(b) := Op•(b̃~), b̃~(x, p) = b(

√
~x,
√
~p). (1.2)

so that
Õp
•
~(xi) = x̃i, Õp

•
~(pi) = p̃i.

The advantage of (1.2) is that positions and momenta are treated on the equal footing.
This approach is typical when we consider coherent states.

Of course, both approaches are unitary equivalent. Indeed, introduce the unitary scaling

τλΦ(x) = λ−d/2Φ
(
λ−1/2x

)
.

Then
Õp
•
~(b~) = τ~1/2Op•(b~)τ~−1/2 .

1.5 Aspects of quantization

Quantization has many aspects in contemporary mathematics and physics.
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1. Fundamental formalism
– used to define a quantum theory from a classical theory;
– underlying the emergence of classical physics from quantum physics (Weyl-Wigner-
Moyal, Wentzel-Kramers-Brillouin).

2. Technical parametrization
– of operators used in PDE’s (Maslov, 4 volumes of Hörmander);
– of observables in quantum optics (Nobel prize for Glauber);
– signal encoding.

3. Subject of mathematical research
– geometric quantization;
– deformation quantization (Fields medal for Kontsevich!);

4. Harmonic analysis
– on the Heisenberg group;
– special approach for more general Lie groups and symmetric spaces.

We will not discuss (3), where the starting point is a symplectic or even a Poison manifold.
We will concentrate on (1) and (2), where the starting point is a (linear) symplectic space,
or sometimes a cotangent bundle.

A seperate subject is quantization of systems with an infinite number of degrees of
freedom, as in QFT, where it is even nontrivial to quantize linear dynamics.

2 Preliminaries

2.1 Integral kernel of an operator

Every linear operator A on Cn can be represented by a matrix [Aji ].
One would like to generalize this concept to infinite dimensional spaces (say, Hilbert

spaces) and continuous variables instead of a discrete variables i, j. Suppose that a given
vector space is represented, say, as L2(X), where X is a certain space with a measure.
One often uses the representation of an operator A in terms of its integral kernel X ×X 3
(x, y) 7→ A(x, y), so that

AΨ(x) =

∫
A(x, y)Ψ(y)dy.

Note that strictly speaking A(·, ·) does not have to be a function. E.g. in the case X = Rd it
could be a distribution, hence one often says the distributional kernel instead of the integral
kernel. Sometimes A(·, ·) is ill-defined anyway. Below we will describe some situations where
there is a good mathematical theory of integral/distributional kernels.

At least formally, we have

AB(x, y) =

∫
A(x, z)B(z, y)dz,

A∗(x, y) = A(y, x).

10



Example 2.1. Let Φ,Ψ ∈ L2(Rd). Consider the operator A

Av := Ψ(Φ|v), v ∈ L2(Rd). (2.1)

Then the integral kernel of A is

A(x, y) := Ψ(x)Φ(y). (2.2)

Note that often (especially in physics) A is written in the bra-ket notation:

A = |Ψ)(Φ|. (2.3)

Example 2.2. Let the variable in Rd be called x. Usually, we will denote by the same
symbol the operator of multiplication by the variable x. If it causes confusion, and then we
use the notation x̂ for this operator. Thus

(x̂Ψ)(x) = xΨ(x). (2.4)

Then f(x̂) is the operator of the multiplication by f(x).

(f(x̂)Ψ)(x) = f(x)Ψ(x). (2.5)

Here are the integral kernels of some operators:

f(x̂)(x, y) = f(x)δ(x− y), (2.6)(
f(x̂)Ag(x̂)

)
(x, y) = f(x)A(x, y)g(y). (2.7)

Note that we will usually write x for x̂.

2.2 Distributions

Distributions are linear functionals on D(Rd) := C∞c (Rd) satisfying some continuity rela-
tions. Thus they are functions

D(Rd) 3 Ψ 7→ 〈T |Ψ〉 ∈ C. (2.8)

The set of distributions is denoted D′(Rd). Elements of D(Rd) are often called test functions,
If where f ∈ L1

loc(Rd), then the following is a distribution:∫
f(x)Ψ(x)dx. (2.9)

Distributions given by locally integrable functions, as in (2.9), are called regular. We will
typically use the integral notation also for non-regular distributions:

〈T |Ψ〉 =

∫
T (x)Ψ(x)dx.

Here are some examples of non-regular distributions:∫
δ(t)Φ(t)dt := Φ(0), (2.10)∫

(t± i0)λΦ(t)dt := lim
ε↘0

∫
(t± iε)λΦ(t)dt. (2.11)
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2.3 Tempered distributions

The space of Schwartz functions on Rn is defined as

S(Rn) :=
{

Ψ ∈ C∞(Rn) :
∫
|xα∇βxΨ(x)|2dx <∞, α, β ∈ Nn

}
. (2.12)

Remark 2.3. The definition (2.12) is equivalent to

S(Rn) =
{

Ψ ∈ C∞(Rn) : |xα∇βxΨ(x)| ≤ cα,β , α, β ∈ Nn
}
. (2.13)

S ′(Rn) denotes the space of continuous functionals on S(Rn), ie. S(Rn) 3 Ψ 7→ 〈T |Ψ〉 ∈
C belongs to S ′ iff there exists N such that

|〈T |Ψ〉| ≤
( ∑
|α|+|β|<N

∫
|xα∇βxΨ(x)|2dx

) 1
2

.

The Fourier transformation is a continuous map from S ′ into itself. We have continuous
inclusions

S(Rn) ⊂ L2(Rn) ⊂ S ′(Rn).

Theorem 2.4 (The Schwartz kernel theorem). B is a continuous linear transformation
from S(Rd) to S ′(Rd) iff there exists a distribution B(·, ·) ∈ S ′(Rd ⊕ Rd) such that

(Ψ|BΦ) =

∫
Ψ(x)B(x, y)Φ(y)dxdy, Ψ,Φ ∈ S(Rd).

Note that⇐ is obvious. The distribution B(·, ·) ∈ S ′(Rd⊕Rd) is called the distributional
kernel of the transformation B. All bounded operators on L2(Rd) satisfy the Schwartz kernel
theorem.

Examples:

(1) e−ixy is the kernel of the Fourier transformation

(2) δ(x− y) is the kernel of identity.

(3) ∂xδ(x− y) is the kernel of ∂x. .

2.4 Fourier tranformation

Let Rd 3 x 7→ f(x). We adopt the following definition of the Fourier transform.

Ff(ξ) :=

∫
e−iξxf(x)dx.

The inverse Fourier transform is given by

F−1g(x) = (2π)−d
∫

eixξg(ξ)dξ.

12



Formally, F−1F = 1l can be expressed as

(2π)−d
∫

ei(x−y)ξdξ = δ(x− y).

Hence

(2π)−d
∫ ∫

eixξdξdx = 1.

F maps S(Rd) and S ′(Rd) into itself.
Suppose the variable has a generic name, say x. Then we set

Dx :=
1

i
∂x.

Clearly,

eitDxΦ(x) = Φ(x+ t), (2.14)

g(Dx)(x, y) =
Fg(y − x)

(2π)d
, or

(
g(Dx)f

)
(x) =

1

(2π)d

∫
(Fg)(x− y)f(y)dy. (2.15)

Proposition 2.5. The Fourier transform of Rd ⊕ Rd 3 (η, ξ) 7→ e−itηξ is (2π)d

td
e

ixp
t . Hence(

e−itDxDpf
)

(x, p) =
1

(2πt)d

∫
e

i(x−x′)(p−p′)
t f(x′, p′)dx′dp′. (2.16)

Proof. ∫
e−itηξ−ipη−ixξdηdξ = e

ixp
t

∫ ∫
e−it(η+ x

t )(ξ+ p
t )dηdξ.

2

2.5 Semiclassical Fourier transformation

If we use the parameter ~, it is natural to use the semiclassical Fourier tranformation

F~f(p) :=

∫
e−

i
~pxf(x)dx.

Its inverse is given by

F−1
~ g(x) = (2π~)−d

∫
e

i
~xpg(p)dp.

Recall that we defined p̂i := ~
i ∂xi , i = 1, . . . , n.

Proposition 2.6. The semiclassical Fourier transformation swaps the position and mo-
mentum:

F−1
~ x̂F~ = p̂,

F−1
~ p̂F~ = −x̂.
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Proof.(
F−1

~ x̂F~Ψ
)
(p) =

1

(2π~)d

∫
dx

∫
dke

i
~pxxe−

i
~kxΨ(k) (2.17)

=
1

(2π~)d

∫
dx

∫
dk~i∂ke

i
~pxe−

i
~kxΨ(k) (2.18)

= − 1

(2π~)d

∫
dx

∫
dke

i
~pxe−

i
~kx~i∂kΨ(k) = p̂Ψ(p). (2.19)

(
F−1

~ p̂F~Ψ
)
(x) =

1

(2π~)d

∫
dx

∫
dpe

i
~px

~
i
∂pe
− i

~pyΨ(y) (2.20)

= − 1

(2π~)d

∫
dx

∫
dpe

i
~pxye−

i
~pyΨ(y) = −x̂Ψ(x). (2.21)

2

Hence, for Borel functions f, g

F−1
~ f(x̂)F~ = f(p̂), (2.22)

F−1
~ g(p̂)F~ = g(−x̂). (2.23)

(2.23) can be rewritten as(
g(p̂)

)
(x, y) =

1

(2π~)d

∫
e

i
~ (x−y)pg(p)dp (2.24)

=
1

(2π~)d
(
F~g

)
(y − x). (2.25)

2.6 Hilbert-Schmidt operators

We say that an operator B is Hilbert-Schmidt if

∞ > TrB∗B =
∑
i∈I

(ei|B∗Bei) =
∑
i∈I

(Bei|Bei),

where {ei}i∈I is an arbitrary basis and the RHS does not depend on the choice of the basis.
Hilbert-Schmidt are bounded.

Proposition 2.7. Suppose that H = L2(X) for some measure space X. The following
conditions are equivalent

(1) B is Hilbert-Schmidt.

(2) The distributional kernel of B is L2(X ×X).

Moreover, if B,C are Hilbert-Schmidt, then

TrB∗C =

∫
B(x, y)C(x, y)dxdy.
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2.7 Trace class operators

B is trace class if
∞ > Tr

√
B∗B =

∑
i∈I

(ei|
√
B∗Bei).

If B is trace class, then we can define its trace:

TrB :=
∑
i∈I

(ei|Bei).

where again {ei}i∈I is an arbitrary basis and the RHS does not depend on the choice of the
basis.

Trace class operators are Hilbert-Schmidt:

B∗B = (B∗B)1/4(B∗B)1/2(B∗B)1/4 ≤ (B∗B)1/4‖B‖(B∗B)1/4 = ‖B‖(B∗B)1/2.

Hence
TrB∗B ≤ ‖B‖Tr

√
B∗B.

Consider a trace class operator C and a bounded operator B. On the formal level we
have the formula

TrBC =

∫
B(y, x)C(x, y)dxdy. (2.26)

In particular by setting B = 1l, we obtain formally

TrC =

∫
C(x, x)dx.

3 x, p- and Weyl-Wigner quantizations

3.1 x, p-quantization

Suppose we look for a linear transformation that to a function b on phase space associates
an operator Op•(b) such that

Op•(f(x)) = f(x̂), Op•(g(p)) = g(p̂).

The so-called x, p-quantization, often used in the PDE community, is determined by the
additional condition

Opx,p(f(x)g(p)) = f(x̂)g(p̂).

Note that (
f(x̂)g(p̂)

)
Ψ(x) = (2π~)−d

∫
dp

∫
dyf(x)g(p)e

i(x−y)p
~ Ψ(y). (3.1)

Hence we can generalize (3.1) for a general function on the phase space b

(
Opx,p(b)Ψ

)
(x) = (2π~)−d

∫
dp

∫
dyb(x, p)e

i(x−y)p
~ Ψ(y). (3.2)
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In the PDE-community one writes

Opx,p(b) = b(x, ~D). (3.3)

We also have the closely related p, x-quantization, which satisfies

Opp,x(f(x)g(p)) = g(p̂)f(x̂).

It is given by the formula(
Opp,x(b)Ψ

)
(x) = (2π~)−d

∫
dp

∫
dyb(y, p)e

i(x−y)p
~ Ψ(y). (3.4)

Thus the kernel of the operator as x, p- and p, x-quantization is given by:

Opx,p(bx,p) = B, B(x, y) = (2π~)−d
∫

dpbx,p(x, p)e
i(x−y)p

~ , (3.5)

Opp,x(bp,x) = B, B(x, y) = (2π~)−d
∫

dpbp,x(y, p)e
i(x−y)p

~ . (3.6)

Proposition 3.1. We can compute the symbol from the kernel: If (3.5), then

bx,p(x, p) =

∫
B(x, x− z)e−

izp
~ dz. (3.7)

Proof. We set y = x− z in (3.5):

B(x, x− z) = (2π~)−d
∫

e
izp
~ bx,p(x, p)dp.

Thus z 7→ B(x, x− z) is obtained from bx,p(x, p) by F−1
~ in the second variable. We apply

F~. 2

Proposition 3.2.
(
Opx,p(b)

)∗
= Opp,x(b).

Proposition 3.3. We can go from x, p- to p, x-quantization: If (3.5) and (3.6) hold, then

e−i~DxDpbx,p(x, p) = bp,x(x, p). (3.8)

Proof.

bx,p(x, p) =

∫
B(x, x− z)e− i

~ zpdz

= (2π~)−d
∫ ∫

bp,x(x− z, w)e
i
~ z(w−p)dzdw

= (2π~)−d
∫ ∫

bp,x(y, w)e
i
~ (x−y)(w−p)dydw

= ei~DxDpbp,x(x, p).

2

Therefore, formally,
Opx,p(b) = Opp,x(b) +O(~).
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3.2 Weyl-Wigner quantization

The definition of the Weyl-Wigner quantization looks like a compromise between the x, p
and p, x-quantizations:(

Op(b)Ψ
)
(x) = (2π~)−d

∫
dp

∫
dyb
(x+ y

2
, p
)

e
i(x−y)p

~ Ψ(y). (3.9)

In the PDE-community it is usually called the Weyl quantization and denoted by

Op(b) = bw(x, ~D).

If Op(b) = B, the kernel of B is given by:

B(x, y) = (2π~)−d
∫

dpb
(x+ y

2
, p
)

e
i(x−y)p

~ . (3.10)

Proposition 3.4. We can compute the symbol from the kernel:

b(x, p) =

∫
B
(
x+

z

2
, x− z

2

)
e−

izp
~ dz. (3.11)

Proof.

B
(
x+

z

2
, x− z

2

)
= (2π~)−d

∫
e

izp
~ b(x, p)dp,

which is F~−1 applied to b(x, ·). We apply F~. 2

b is usually called in the PDE community the Weyl symbol and in the quantum physics
community the Wigner function.

Example 3.5. Put ~ = 1. Let P0 be the orthogonal projection onto the normalized vector
π−

d
4 e−

1
2x

2

. The integral kernel of P0 equals

P0(x, y) = π−
d
2 e−

1
2x

2− 1
2y

2

.

Its various symbols equal

x, p-symbol: 2
d
2 e−

1
2x

2− 1
2p

2−ix·p,

p, x-symbol: 2
d
2 e−

1
2x

2− 1
2p

2+ix·p,

Weyl-Wigner symbol: 2
d
2 e−

1
2x

2− 1
2p

2

.

Proposition 3.6. We can go from the x, p- to the Weyl quantization:

if Opx,p(bx,p) = Op(b), then

e
i
2~DxDpb(x, p) = bx,p(x, p). (3.12)

Consequently,
bx,p = b+O(~).
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3.3 Weyl operators

Proposition 3.7 (Baker-Campbell-Hausdorff formula). Suppose that[
[A,B], A

]
=
[
[A,B], B

]
= 0.

Then
eA+B = eAeBe−

1
2 [A,B].

Proof. We will show that for any t ∈ R

et(A+B) = etAetBe−
1
2 t

2[A,B]. (3.13)

First, using the Lie formula, we obtain

etABe−tA =

∞∑
n=0

tn

n!
adnA(B)

= B + t[A,B].

Now

d

dt
etAetBe−

1
2 t

2[A,B] = AetAetBe−
1
2 t

2[A,B]

+etABetBe−
1
2 t

2[A,B]

−etAetBt[A,B]e−
1
2 t

2[A,B]

= (A+B)etAetBe−
1
2 t

2[A,B].

Besides, (3.13) is true for t = 0. 2

Let ξ = (ξ1, . . . , ξd), η = (η1, . . . , ηd) ∈ Rd. Clearly,

[ξix̂i, ηj p̂j ] = i~ξiηi.

Therefore,

eiξix̂ieiηip̂i = e−
i~
2 ξiηiei(ξix̂i+ηip̂i)

= e−i~ξiηieiηip̂ieiξix̂i .

The operators ei(ξix̂i+ηip̂i) are sometimes called Weyl operators. They satisfy the relations
that involve the symplectic form:

ei(ξix̂i+ηip̂i)ei(ξ′ix̂i+η
′
ip̂i) = e−

i~
2 (ξiη

′
i−ηiξ

′
i)ei
(

(ξi+ξ
′
i)x̂i+(ηi+η

′
i)p̂i

)
(3.14)

They translate the position and momentum:

e
i
~ (−yp̂+wx̂)x̂e

i
~ (yp̂−wx̂) = x̂− y,

e
i
~ (−yp̂+wx̂)p̂e

i
~ (yp̂−wx̂) = p̂− w.
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3.4 Weyl-Wigner quantization in terms of Weyl operators

Note that
ei(ξix̂i+ηip̂i) = e

i
2 ξix̂ieiηip̂ie

i
2 ξix̂i . (3.15)

Hence the integral kernel of ei(ξix̂i+ηip̂i) is

(2π~)−d
∫

dpei( 1
2 ξixi+ηipi+

1
2 ξiyi)+

i
~ (xi−yi)pi .

Therefore,
Op(ei(ξixi+ηipi)) = ei(ξix̂i+ηip̂i). (3.16)

Every function b on Rd ⊕ Rd can be written in terms of its Fourier transform:

b(x, p) = (2π)−2d

∫ ∫ ∫ ∫
ei(xi−yi)ξi+i(pi−wi)ηib(y, w)dydwdξdη. (3.17)

Applying Op to both sides of (3.17), and then using (9.21), we obtain

Op(b) = (2π)−2d

∫ ∫ ∫ ∫
ei(x̂i−yi)ξi+i(p̂i−wi)ηib(y, w)dydwdξdη, (3.18)

which can be treated as an alternative definition of the Weyl-Wigner quantization.

3.5 Weyl-Wigner quantization and functional calculus

Let (ξ, η) ∈ Rd ⊕Rd). Let f be a function on R, say, f ∈ L∞(R). Then f(ξx+ ηp) belongs
to L∞(Rd ⊕ Rd). By functional calculus of selfadjoint operators, f(ξx̂+ ηp̂) ∈ B

(
L∞(Rd)

)
We have

Op
(
f(ξx+ ηp)

)
= f(ξx̂+ ηp̂). (3.19)

To see this we just use the Fourier transform of f , denoted Ff and the property (9.21):

f(ξx̂+ ηp̂) = (2π)−1

∫
Ff(t)ei(ξx̂+ηp̂)tdt,

f(ξixi + ηipi) = (2π)−1

∫
Ff(t)ei(ξx+ηp)tdt.

Suppose that we have functionals ξ(j), η(j) ∈ Rd ⊕ Rd, j = 1, . . . ,m, satisfying

{ξ(j)x̂+ η(j)p̂, ξ(k)x̂+ η(k)p̂} = 0, j, k = 1, . . . ,m. (3.20)

Then
[ξ(j)x̂+ η(j)p̂, ξ(k)x̂+ η(k)p̂] = 0, j, k = 1, . . . ,m (3.21)

Therefore, by the functional calculus for commuting self-adjoint operators, for a function
F ∈ L∞(Rm) we have

F (ξ(1)x̂+ η(1)p̂, . . . , ξ(m)x̂+ η(m)p̂) = Op
(
F (ξ(1)x+ η(1)p, . . . , ξ(m)x+ η(m)p)

)
. (3.22)

Note that the maximal number of linearly independent functionals satisfying (3.20) is d.
Here is an example in R2 ⊕ R2:

cos(α1)x1 + sin(α1)p1 = 0, cos(α2)x2 + sin(α2)p2 = 0. (3.23)

19



3.6 Positivity

Clearly,
Op(b)∗ = Op(b).

Therefore, b is real iff Op(b) is Hermitian. What about positivity? We will see that there is
no implication in either direction between the positivity of b and of Op(b).

We have
(x̂− ip̂)(x̂+ ip̂) = x̂2 + p̂2 − ~ ≥ 0.

Therefore
Op(x2 + p2 − ~) ≥ 0, (3.24)

even though x2 + p2 − ~ is not everywhere positive.
The converse is more complicated. Consider the generator of dilations

A :=
1

2
(x̂p̂+ p̂x̂) = x̂p̂− i

2
= Op(xp).

Its name comes from the 1-parameter group it generates:

eitAΦ(x) = et/2Φ(etx).

Note that spA = R. Indeed, A preserves the direct decomposition L2(R) = L2(0,∞) ⊕
L2(−∞, 0). We will show that the spectrum of A restricted to each of these subspaces
is R. Consider the unitary operator U : L2(0,∞) → L2(R) given by UΦ(s) = es/2Φ(es)
with the inverse U∗Ψ(x) = x−1/2Ψ(log x). Then U∗p̂U = A. But sp p̂ = R. Therefore,
spA2 = (spA)2 = [0,∞[.

We have A2 = Op(xp)2 = Op(b), where

b(x, p) = e
i~
2 (Dp1Dx2−Dx1Dp2 )x1p1x2p2

∣∣∣ x := x1 = x2,
p := p1 = p2.

= x2p2 +
~2

4·2
2Dp1Dx2

Dx1
Dp2x1p1x2p2

∣∣∣ x := x1 = x2,
p := p1 = p2,

= x2p2 +
~2

4
.

Hence

Op(x2p2) = A2 − ~2

4
.

Therefore Op(x2p2) is not a positive operator even though its symbol is positive

3.7 Parity operator

Define the parity operator
IΨ(x) = Ψ(−x). (3.25)
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More generally, set

I(y,w) := e
i
~ (−yp̂+wx̂)Ie

i
~ (yp̂−wx̂). (3.26)

Clearly,

I(y,w)Ψ(x) = e
2i
~ w·(x−y)Ψ(2y − x).

Let δ(y,w) denote the delta function at (y, w) ∈ Rd ⊕ Rd.

Proposition 3.8.
Op
(
(π~)dδ(0,0)

)
= I. (3.27)

More generally,
Op
(
(π~)dδ(y,w)

)
= I(y,w). (3.28)

Proof.

Op
(
(π~)dδ(0,0)

)
(x, y) = 2−d

∫
δ
(x+ y

2
, ξ
)

e
i
~ (x−y)·ξdξ

= 2−dδ
(x+ y

2

)
= δ(x+ y).

To see the last step we substitute y
2 = ỹ below and evaluate the delta function:∫

δ
(x+ y

2

)
Φ(y)dy =

∫
δ
(x

2
+ ỹ
)

Φ(2ỹ)2ddỹ = 2dΦ(−x). (3.29)

2

Theorem 3.9. Let Op(b) = B.

(1) If b ∈ L1(Rd ⊕ Rd), then B is a compact operator. In terms of an absolutely norm
convergent integral, we can write

B = (π~)−d
∫
I(x,p)b(x, p)dxdp. (3.30)

Hence,
‖B‖ ≤ (π~)−d‖b‖1. (3.31)

(2) If B is trace class, then b is continuous, vanishes at infinity and

b(x, p) = 2dTrI(x,p)B. (3.32)

Hence
|b(x, p)| ≤ 2dTr|B|.

Proof. Obviously,

b =

∫
b(x, p)δx,pdxdp.
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Hence

Op(b) =

∫
b(x, p)Op(δx,p)dxdp

= (π~)−d
∫
b(x, p)I(x,p)dxdp.

Next,

b(x, p) =

∫
δ(x,p)(y, w)b(y, w)dydw

= (2π~)dTrOp(δ(x,p))Op(b)

= 2dTrI(x,p)Op(b).

2

3.8 Special classes of symbols

Proposition 3.10. The following conditions are equivalent

(1) B is continuous from S to S ′.
(2) The x, p-symbol of B is Schwartz.

(3) The p, x-symbol of B is Schwartz.

(4) The Weyl-Wigner symbol of B is Schwartz.

Proof. By the Schwartz kernel theorem (1) is equivalent to B having the kernel in S ′. The
formulas (3.5), (3.6) and (9.19) involve only partial Fourier transforms and some constant
coefficients. 2

Proposition 3.11. The following conditions are equivalent

(1) B is Hilbert-Schmidt.

(2) The x, p-symbol of B is L2.

(3) The p, x-symbol of B is L2.

(4) The Weyl-Wigner symbol of B is L2.

Moreover, if b, c are L2, then

TrOpx,p(b)∗Opx,p(c) = TrOp(b)∗Op(c) = (2π~)−d
∫
b(x, p)c(x, p)dxdp. (3.33)

3.9 Trace and quantization

Let us rewrite (3.33) as

TrOppx(a)Opxp(b) = (2π~)−d
∫
a(x, p)b(x, p)dxdp, (3.34)

TrOp(a)Op(b) = (2π~)−d
∫
a(x, p)b(x, p)dxdp. (3.35)
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Setting a(x, p) = 1 we formally obtain

TrOp(b) = TrOpx,p(b) = (2π~)−d
∫
b(x, p)dxdp. (3.36)

One can try to use (3.34) and (3.35) when A = Op(a) is, say, bounded and describes an
observable, and B = Op(b) is trace class, and describes a density matrix, so that it expresses
the expectation value of the state B in an observable A. The left hand sides are then well
defined. Usually there are no problems with the integrals on the right hand sides, and (3.35)
and (3.35) give the epectation value by a “classical” formula.

For instance, consider a function of the position f(x) and a function of the momentum
g(p). Their p, x quantizations are obvious

f(x̂) = Oppx
(
f(x)

)
, g(p̂) = Oppx

(
g(p)

)
.

Inserting this into (3.35) we obtain

Trf(x̂)Opx,p(b) = (2π~)−d
∫
f(x)b(x, p)dxdp,

Trg(p̂)Opx,p(b) = (2π~)−d
∫
g(p)b(x, p)dxdp.

Thus with help of the x, p-quantization we can compute the so-called marginals involving
(separately) the position and momentum.

With the Weyl-Wigner quantization we have much more possibilities. E.g. for any α we
have

f(ξx̂+ ηp̂) = Op
(
f(ξx+ ηp)

)
.

Therefore,

Trf(ξx̂+ ηp̂)Op(b) = (2π~)−d
∫
f(ξx+ ηp)b(x, p)dxdp.

3.10 Star product for the x, p and p, x quantization

Proposition 3.12. Suppose that b, c, say, belong to S(Rd ⊕ Rd). Set(
b ?x,p c

)
(x, p) = e−i~Dp1Dx2 b(x1, p1)c(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

(3.37)

Then
Opx,p(b)Opx,p(c) = Opx,p

(
b ?x,p c

)
, (3.38)

Similarly, if we set(
b ?p,x c

)
(x, p) = e−i~Dx1Dp2 b(x1, p1)c(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2,

then
Opp,x(b)Opp,x(c) = Opp,x

(
b ?p,x c

)
. (3.39)
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Proof.

Opx,p(b)Opx,p(c)(x, y)

= (2π~)−2d

∫ ∫ ∫
b(x, p1)c(x2, p2)e

i
~

(
(x−x2)p1+(x2−y)p2

)
dp1dx2dp2

= (2π~)−d
∫

dp2e
i
~ (x−y)p2

×(2π~)−d
∫ ∫

b(x, p1)c(x2, p2)e
i
~ (x2−x)(p2−p1)dp1dx2

= (2π~)−d
∫

dp2e
i
~ (x−y)p2e−i~Dp1Dx2 b(x1, p1)c(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

,

which proves (3.37). 2

Note that with the assumption b, c ∈ S(Rd ⊕ Rd), (3.37) is well defined. However, one
can expect that the above formula has a much wider range of validity. For instance, it makes
sense and is valid if either b ∈ S(Rd ⊕ Rd) and c is a polynomial or the other way around.
Obviously,

[x̂,Opx,p(b)] = i~Opx,p(∂pb) = i~Opx,p({x, b}),
[p̂,Opx,p(b)] = −i~Opx,p(∂xb) = i~Opx,p({p, b}).

Note that(
b ?x,p c

)
(x, p) = b(x, p)c(x, p)− i~∂pb(x, p)∂xc(x, p) +O(~2),(

c ?x,p b
)
(x, p) = b(x, p)c(x, p)− i~∂xb(x, p)∂pc(x, p) +O(~2).

Hence,

Opx,p(b)Opx,p(c) = Opx,p(bc) +O(~),

[Opx,p(b),Opx,p(c)] = i~Opx,p({b, c}) +O(~2),

or in other words,

b ?x,p c = bc+O(~),

b ?x,p c− c ?x,p b = i~{b, c}+O(~2).

3.11 Star product for the Weyl-Wigner quantization

Proposition 3.13. Suppose that b, c, say, belong to S(Rd ⊕ Rd). Set

a ? b(x, p) = e
i
2~(Dp1Dx2−Dx1Dp2 )a(x1, p1)b(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

. (3.40)

Then
Op(a)Op(b) = Op(a ? b). (3.41)
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Proof. Let
A = Op(a), B = Op(b), AB =: C = Op(c).

Then

C(x1, x2) =
1

(2π~)2d

∫ ∫ ∫
a
(x1 + y

2
, p1

)
b
(y + x2

2
, p2

)
ei

(x1−y)
~ p1ei

(y−x2)
~ p2dydp1dp2,

c(z, p) =

∫
C
(
x+

u

2
, x− u

2

)
e−iup~ du

=
1

(2π~)2d

∫ ∫ ∫ ∫
a
(x+ 2−1u+ y

2
, p1

)
b
(y + x− 2−1u

2
, p2

)
× ei x+2−1u−y

~ p1ei y−x+2−1u
~ p2e−iup~ dudydp1dp2

=
1

(π~)2d

∫ ∫ ∫ ∫
a(z1, p1)b(z2, p2)e2i

(z−z1)(p−p2)−(p−p1)(z−z2)
~ dz1dz2dp1dp2,

where we substituted

z1 =
x+ 2−1u+ y

2
, z2 =

x− 2−1u+ y

2
, (3.42)

2

Proposition 3.14. If h is a polynomial of degree ≤ 1, then

1

2

(
Op(h)Op(b) + Op(b)Op(h)

)
= Op(bh),

Proof. Consider for instance h = x.

e
i
2~(Dp1Dx2−Dx1Dp2 )x1b(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

= xb(x, p) +
i~
2
∂pb(x, p),

e
i
2~(Dp1Dx2−Dx1Dp2 )b(x1, p1)x2

∣∣∣ x := x1 = x2,
p := p1 = p2.

= xb(x, p)− i~
2
∂pb(x, p).

2

Consequently, (
p̂−A(x̂)

)2
= Op

((
p−A(x)

)2)
,

Op
(
aijxixj + 2bijxipj + cijpipj

)
= aij x̂ix̂j + bij x̂ip̂j + bij p̂j x̂i + cij p̂ip̂j .

Proposition 3.15. Let h be a polynomial of degree ≤ 2. Then

(1)
[Op(h),Op(b)] = i~Op({h, b}). (3.43)
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(2) Let x(t), p(t) solve the Hamilton equations with the Hamiltonian h. Then the affine
symplectic transformation

rt
(
x(0), p(0)

)
=
(
x(t), p(t)

)
satisfies

e
it
~ Op(h)Op(b)e−

it
~ Op(h) = Op(b ◦ r−1

t ).

Proof.

e
i
2~(Dp1Dx2−Dx1Dp2 )h(x1, p1)b(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

= h(x, p)b(x, p) +
i~
2

(Dph(x, p)Dxb(x, p)−Dph(x, p)Dxb(x, p)
)
,

+
(i~)2

8
(Dp1Dx2

−Dx1
Dp2)2h(x1, p1)b(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

When we swap h and b, we obtain the same three terms except that the second has the
opposite sign. This proves (1).

To prove (2) note that

d

dt
b ◦ rt = {h, b ◦ rt}

[Op(h),Op(b ◦ rt)] = i~Op({h, b ◦ rt}).

Now, e−
it
~ Op(h)Op(b ◦ rt)e

it
~ Op(h)

∣∣∣
t=0

= Op(b) and

d

dt
e
−it
~ Op(h)Op(b ◦ rt)e

it
~ Op(h)

= e
−it
~ Op(h)

(
− i

~
[Op(h),Op(b ◦ rt)] + Op

( d

dt
b ◦ rt

))
e

it
~ Op(h) = 0

2

Note that

1

2

(
Op(b)Op(c) + Op(c)Op(b)

)
= Op(bc) +O(~2), (3.44)

[Op(b),Op(c)] = i~Op({b, c}) +O(~3), (3.45)

if suppb ∩ suppc = ∅, then Op(b)Op(c) = O(~∞). (3.46)

4 Coherent states and Wick ordering

4.1 General coherent states

Fix a normalized vector Ψ ∈ L2(Rd). The family of coherent vectors associated with the
vector Ψ is defined by

Ψ(y,w) := e
i
~ (−yp̂+wx̂)Ψ, (y, w) ∈ Rd ⊕ Rd.
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The orthogonal projection onto Ψ(y,w), called the coherent state, will be denoted

P(y,w) := |Ψ(y,w))(Ψ(y,w)| = e
i
~ (−yp̂+wx̂)|Ψ)(Ψ|e i

~ (yp̂−wx̂).

It is natural to assume that (
Ψ|x̂Ψ

)
= 0,

(
Ψ|p̂Ψ

)
= 0.

This assumption implies that(
Ψ(y,w)|x̂Ψ(y,w)

)
= y,

(
Ψ(y,w)|p̂Ψ(y,w)

)
= w.

Note however that we will not use the above assumption in this section.
Explicitly,

Ψ(y,w)(x) = e
i
~ (w·x− 1

2y·w)Ψ(x− y),

P(y,w)(x1, x2) = Ψ(x1 − y)Ψ(x2 − y)e
i
~ (x1−x2)·w.

Theorem 4.1.

(2π~)−d
∫
P(y,w)dydw = 1l. (4.1)

Proof. Let Φ ∈ L2(Rd). Then∫ ∫
(Φ|P(y,w)Φ)dydw

=

∫ ∫ ∫ ∫
Φ(x1)Ψ(x1 − y)Ψ(x2 − y)e

i
~ (x1−x2)·wΦ(x2)dx1dx2dydw

= (2π~)d
∫ ∫

Φ(x)Ψ(x− y)Ψ(x− y)Φ(x)dxdy = (2π~)d‖Φ‖2‖Ψ‖2.

4.2 Contravariant quantization

Let b be a function on te phase space. We define its contravariant quantization by

Opct(b) := (2π~)−d
∫
P(x,p)b(x, p)dxdp. (4.2)

If B = Opct(b), then b is called the contravariant symbol of B.
We have

(1) |TrOpct(b)| ≤ (2π~)−d
∫
|b(x, p)|dxdp;

(2) ‖Opct(b)‖ ≤ supx,p |b(x, p)|;

(3) Opct(1) = 1l;

(4) Opct(b)∗ = Opct(b).

(5) Let b ≥ 0. Then Opct(b) ≥ 0.
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4.3 Covariant quantization

The covariant quantization is the operation dual to the contravariant quantization. Strictly
speaking, the operation that has a natural definition and good properties is not the covariant
quantization but the covariant symbol of an operator.

Let B ∈ B(H). Then we define its covariant symbol by

b(x, p) := TrP(x,p)B =
(
Ψ(x,p)|BΨ(x,p)

)
.

B is then called the covariant quantization of b and is denoted by

Opcv(b) = B.

(1) Opcv(1) = 1l,

(2) Opcv(b)∗ = Opcv(b).

(3) ‖Opcv(b)‖ ≥ supx,p |b(x, p)|.
(4) Let Opcv(b) ≥ 0. Then b ≥ 0.

(5) TrOpcv(b) = (2π~)−d
∫
b(x, p)dxdp.

4.4 Connections between various quantizations

Let us compute various symbols of P(y,w):

covariant symbol(x, p) = |(Ψ|Ψ(y−x,w−p)
)
|2,

Weyl symbol(x, p) = 2d(Ψ(y−x,w−p)|IΨ(y−x,w−p)),

contravariant symbol(x, p) = (2π~)dδ(x− y)δ(p− w).

Let us now show how to pass between the covariant, Weyl-Wigner and contravariant
quantization. Note that there is a preferred direction: from contravariant to Weyl, and then
from Weyl-Wigner to covariant. Going back is less natural.

Proposition 4.2. Let
Opct(bct) = Op(b) = Opcv(bcv).

Then

b(x, p) = (π~)−d
∫
bct(y, w)(Ψ(y−x,w−p)|IΨ(y−x,w−p))dydw,

bcv(x, p) = (π~)−d
∫
b(y, w)(Ψ(−y+x,−w+p)|IΨ(−y+x,−w+p))dydw,

bcv(x, p) = (2π~)−d
∫
bct(y, w)

∣∣(Ψ|Ψ(y−x,w−p))
∣∣2dydw.
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Proof. We use

Op(b) = (π~)−d
∫
I(x,p)b(x, p)dxdp,

b(x, p) = 2dTrI(x,p)Op(b),

Opct(bct) = (2π~)−d
∫
P(x,p)b

ct(x, p)dxdp,

bcv(x, p) = TrP(x,p)Opct(bcv) =
(
Ψ(x,p)|Opct(bcv)Ψ(x,p)

)
2

Proposition 4.3. We have

TrOpcv(a)Opct(b) = (2π~)−d
∫
a(x, p)b(x, p)dxdp. (4.3)

Proof. Indeed, let A = Opcv(a). Then the lhs of (4.3) is

TrA(2π~)−d
∫
b(x, p)|Ψ(x,p))(Ψ(x,p)|dxdp

= (2π~)−d
∫

(Ψ(x,p)|A|Ψ(x,p))b(x, p)dxdp,

which is the rhs of (4.3). 2

4.5 Gaussian coherent vectors

Consider the normalized Gaussian vector scaled appropriately with the Planck constant

Ω(x) = (π~)−
d
4 e−

1
2~x

2

. (4.4)

The corresponding coherent vectors are equal to

Ω(y,w)(x) = (π~)−
d
4 e

i
~w·x−

i
2~y·w−

1
2~ (x−y)2 . (4.5)

In the literature, when one speaks about coherent states, one has usually in mind (4.5).
They are also called Gaussian or Glauber’s coherent states. In the case of Gaussian states,
there are several alternative names of the covariant and contravariant symbol of an opera-
tor:

(1) For contravariant symbol:

(i) upper symbol,

(ii) anti-Wick symbol,

(iii) Glauber-Sudarshan function,

(iv) P-function;

29



(2) For covariant symbol:

(i) lower symbol,

(ii) Wick symbol,

(iii) Husimi or Husimi-Kano function,

(iv) Q-function.

We will use the terms Wick/anti-Wick quantization/symbol.
Proposition 4.2 specified to Gaussian coherent states becomes

Proposition 4.4. Let Opct(bct) = Op(b) = Opcv(bcv). Then

b(x, p) =

∫ ∫
bct(y, w)(π~)−de−

1
~ (x−y)2− 1

~ (p−w)2dydw, b = e−
~
4 (D2

x+D2
p)bct;

bcv(x, p) =

∫ ∫
b(y, w)(π~)−de−

1
~ (x−y)2− 1

~ (p−w)2dydw, bcv = e−
~
4 (D2

x+D2
p)b;

bcv(x, p) =

∫ ∫
bct(y, w)(2π~)−de−

1
2~ (x−y)2− 1

2~ (p−w)2dydw, bcv = e−
~
2 (D2

x+D2
p)bct.

4.6 Creation and annihilation operator

Set

ai = (2~)−1/2(xi + ipi),

a∗i = (2~)−1/2(xi − ipi).

We have

{ai, a∗j} = − i

~
δij .

xi =
~1/2

21/2
(ai + a∗i ), pi =

~1/2

i21/2
(ai − a∗i ). (4.6)

In this way, the classical phase space Rd ⊕ Rd has been identified with the complex space
Cd. The Lebesgue measure has also a complex notation:

~d

id
da∗da = dxdp. (4.7)

To justify the notation (4.7) we write in terms of differential forms:

da∗j ∧ daj =
1

2~
(
dx− idp

)
∧
(
dx+ idp

)
= i~−1dx ∧ dp.

On the quantum side we introduce the operators

âi = (2~)−1/2(x̂i + ip̂i),

â∗i = (2~)−1/2(x̂i − ip̂i).

30



We have
[âi, â

∗
j ] = δij .

x̂i =
~1/2

21/2
(âi + â∗i ), p̂i =

~1/2

i21/2
(âi − â∗i ). (4.8)

Let y, w ∈ Rd ⊕ Rd. We introduce classical complex variables

b := (2~)−
1
2 (y + iw),

b∗ := (2~)−
1
2 (y − iw).

Note that
i

~
(−yp̂+ wx̂) = −b∗â+ bâ∗. (4.9)

We have

e
i
~ (−yp̂+wx̂)x̂ = (x̂+ y)e

i
~ (−yp̂+wx̂), e

i
~ (−yp̂+wx̂)p̂ = (p̂+ w)e

i
~ (−yp̂+wx̂), (4.10)

e(−b∗â+bâ∗)â∗ = (â∗ + b∗)e(−b∗â+bâ∗), e(−b∗â+bâ∗)â = (â+ b)e(−b∗â+bâ∗). (4.11)

Recall that in the real notation we had coherent vectors

Ωy,w := e
i
~ (−yp̂+wx̂)Ω. (4.12)

In the complex notation they become

Ωb := e(−b∗â+bâ∗)Ω. (4.13)

Using Ω(x) = e−
x2

2~ and âi = (2~)−
1
2 (x̂i + ~∂xi) we obtain

âiΩ = 0.

This justifies the name “annihilation operators” for âi. More generally, by (4.11),

âjΩb = bjΩb,

Note that the identity (13.1) can be rewritten as

1l = (2πi)−d
∫
|Ωa)(Ωa|da∗da. (4.14)

4.7 Quantization by an ordering prescription

Consider a polynomial function on the phase space:

w(x, p) =
∑
α,β

wα,βx
αpβ . (4.15)
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It is easy to describe the x, p and p, x quantizations of w in terms of ordering the positions
and momenta:

Opx,p(w) =
∑
α,β

wα,β x̂
αp̂β ,

Opp,x(w) =
∑
α,β

wα,β p̂
β x̂α.

The Weyl quantization amounts to the full symmetrization of x̂i and p̂j , as described in
(8.11).

We can also rewrite the polynomial (4.15) in terms of ai, a
∗
i by inserting (4.6). Thus we

obtain
w(x, p) =

∑
γ,δ

w̃γ,δa
∗γaδ =: w̃(a∗, a). (4.16)

Then we can introduce the Wick quantization

Opa
∗,a(w) =

∑
γ,δ

w̃γ,δâ
∗γ âδ (4.17)

and the anti-Wick quantization

Opa,a
∗
(w) =

∑
γ,δ

w̃γ,δâ
δâ∗γ . (4.18)

Theorem 4.5. (1) The Wick quantization coincides with the covariant quantization for
Gaussian coherent states.

(2) The anti-Wick quantization coincides with the contravariant quantization for Gaussian
coherent states.

Proof. (1)

(Ω(x,p)|Opa
∗,a(w)Ω(x,p)) =

(
Ωa|

∑
γ,δ

w̃γ,δâ
∗γ âδΩa)

=
∑
γ,δ

w̃γ,δa
∗γaδ

= w(x, p).

(2)

Opa,a
∗
(w) =

∑
γ,δ

w̃γ,δâ
δ(2πi)−d

∫
|Ωa)(Ωa|da∗daâ∗γ

= (2πi)−d
∑
γ,δ

∫
w̃γ,δa

δa∗γ |Ωa)(Ωa|da∗da

= (2π~)−d
∫
w(x, p)|Ω(x,p))(Ω(x,p)|dxdp.
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2

The Wick quantization is widely used, especially for systems with an infinite number of
degrees of freedom. Note the identity(

Ω|Opa
∗,a(w)Ω) = w̃(0, 0). (4.19)

4.8 Connection between the Wick and anti-Wick quantization

As described in equation (4.15), there are two natural ways to write the symbol of the Wick
(or anti-Wick) quantization. We can either write it in terms of x, p, or in terms of a∗, a. In
the latter notation we decorate the symbol with a tilde.

Let
Opa,a

∗
(wa,a

∗
) = Opa

∗,a(wa
∗,a).

Then

wa
∗,a(x, p) = e

~
2 (∂2

x+∂2
p)wa,a

∗
(x, p)

= (2π~)−d
∫ ∫

e−
1
2~

(
(x−y)2+(p−w)2

)
wa,a

∗
(y, w)dydw, (4.20)

w̃a
∗,a(a∗, a) = e∂a∗∂aw̃a,a

∗
(a∗, a)

= (2πi)−d
∫ ∫

e−(a∗−b∗)(a−b)w̃a,a
∗
(b∗, b)db∗db.. (4.21)

(4.21) was proven before. To see that (4.21) and (8.23) are equivalent we note that

∂a =
~1/2

21/2
(∂x + i∂p),

∂a∗ =
~1/2

21/2
(∂x − i∂p),

hence

∂a∗∂a =
~
2

(∂2
x + ∂2

p).

One can also see (4.21) directly. To this end it is enough to consider a∗nam (a and a∗ are
now single variables). To perform Wick ordering we need to make all possible contractions.
Each contraction involves a pair of two elements: one from {1, . . . , n} and the other from
{1, . . . ,m}. The number of possible k-fold contractions is

n!

k!(n− k)!

m!

k!(m− k)!
k! =

1

k!

n!

(n− k)!

m!

(m− k)!
.

But

e∂a∗∂aa∗nam =

∞∑
k=0

1

k!

n!

(n− k)!
a∗(n−k) m!

(m− k)!
am−k.
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4.9 Wick symbol of a product

Let us use the complex notation for the Wick quantization. Suppose that

Opa
∗,a(w) = Opa

∗,a(w2)Opa
∗,a(w1).

Then
w̃(a∗, a) = e

∂a2∂a∗1 w̃2(a∗2, a2)w̃1(a∗1, a1)
∣∣∣
a = a2 = a1.

(4.22)

(Clearly a = a2 = a1 implies a∗ = a∗2 = a∗1). This follows essentially by the same argument
as the one used to show (4.21). Using (14.27), one can rewrite (8.22) as an integral:

w̃(a∗, a) =

∫ ∫
e−b

∗bw̃2(a∗, a+ b)w̃1(a∗ + b∗, a)
db∗db

(2πi)d
. (4.23)

Note that in (4.23) we treat w̃1 and w̃2 as functions of two independent variables obtained
by analytic continuation: a and b do not have to coincide. For the product we will prefer
however it is more convenient to use the Bargmann kernel instead of the Wick symbol, which
will be described in the next subsection.

4.10 The FBI transform

Let Φ be a normalized vector in L2(Rd) and Φ(y,w) := e−iyp̂+iwx̂Φ the corresponding family
of coherent vectors. Define

TΦ : L2(Rd)→ L2(R2d), (4.24)

TΦΘ(y, w) := (2π)−
d
2 (Φ(y,w)|Θ). (4.25)

Note that T ∗ΦTΦ = 1l. Thus TΦ is an isometry.

In particular, if instead of Φ we take Ω = π−
d
4 e−

x2

2 , then we will write T for TΩ and

Ω(y,w) = |y, w). (4.26)

T will be then called the FBI transformation. Note that

(2π)−d(y, w|A|y′w) (4.27)

is then the integral kernel of TAT ∗.
Let ŷ and ŵ denote the operators of multiplication by the variables y, w on L2(R2d).

Note that we have
T (p̂+ ix̂) = (ŵ + iŷ)T. (4.28)
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4.11 Berezin diagram

One can distinguish 5 most natural quantizations. Their respective relations are nicely
described by the following diagram, called sometimes the Berezin diagram:

anti-Wick
quantizationye−

~
4 (D2

x+D2
p)

p, x
quantization

e
i~
2 Dx·Dp

−→
Weyl-Wigner
quantization

e
i~
2 Dx·Dp

−→
x, p

quantizationye−
~
4 (D2

x+D2
p)

Wick
quantization

All these five quantizations assign to a function b on Rd⊕Rd an operator Op•(b) (where
we • stands for the appropriate name). They have the properties:

(1) Op•(1) = 1l, Op•(xi) = x̂i, Op•(pj) = p̂j .

(2) 1
2

(
Op•(b)Op•(c) + Op•(c)Op•(b)

)
= Op•(bc) +O(~).

(3) [
(
Op•(b),Op•(c)] = i~Op•({b, c}) +O(~2).

(4) [
(
Op•(b),Op•(c)] = i~Op•({b, c}) if b is a 1st degree polynomial.

(5) e
i
~ (−yp̂+wx̂)Op•(b)e

i
~ (yp̂−wx̂) = Op•

(
b(x− y, p− w)

)
.

In the case of the Weyl quantization some of the above properties can be strengthened:

(2)’ 1
2

(
Op(b)Op(c) + Op(c)Op(b)

)
= Op(bc) +O(~2).

(3)’ [
(
Op(b),Op(c)] = i~Op({b, c}) +O(~3).

(4)’ [
(
Op(b),Op(c)] = i~Op({b, c}) if b is a 2nd degree polynomial.

4.12 Symplectic invariance of quantization

The phase space Rd ⊕Rd is equipped with the symplectic form ω =

(
0 −1l
1l 0

)
. Recall that

a linear transformation r is called symplectic if r#ωr = ω. If we write

r =

(
a b
c d

)
,

then this is equivalent to
d#a− b#c = 1l,
c#a− a#c = 0,
d#b− b#d = 0.

(4.29)
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They form a group, denoted Sp(Rd ⊕ Rd).
Symplectic transformations preserving the decomposition Rd ⊕Rd satisfy b = c = 0 and

d = a#−1. Thus they have the form

r =

(
a 0
0 a#−1

)
,

where a ∈ GL(Rd). We will denote this group by GL(Rd).
Rd ⊕ Rd can be identified with Cd by (x, p) 7→ 2−

1
2 ~− 1

2 (x + ip). Suppose that Rd is
equipped with a scalar product x ·x′. Then we equip Cd with a (sesquilinear) scalar product

(x+ ip|x′ + ip′) := x · x′ + p · p′ + i(x · p′ − p · x′). (4.30)

Transformations preserving this scalar product are called unitary and form a group denoted
U(Cd). Elements of U(Cd) have the form

r =

(
a b
−b a

)
,

where
a#a+ b#b = 1l,
b#a− a#b = 0

. (4.31)

Note that unitary transformations are symplectic. This follows e.g. from the fact that
the imaginary part of the scalar product is the symplectic form.

Thus we defined two subgroups of Sp(Rd ⊕ Rd): GL(Rd) and U(Cd).
Theorem 4.6. (1) Let r ∈ Sp(Rd ⊕ Rd). Then there exists a unitary transformation Ur

on L2(Rd) such that for any symbol m

Op
(
m ◦ r−1

)
= UrOp(m)U∗r . (4.32)

The operator Ur is defined uniquely up to a phase factor. It yields a projective repre-
sentation: for some phase factors cr1,r2 we have

Ur1Ur2 = cr1,r2Ur1rr . (4.33)

(2) If r ∈ GL(Rd), then
Op•

(
m ◦ r−1

)
= UrOp•(m)U∗r (4.34)

where Op• stands for the xp and px quantization.

(3) If r ∈ U(Cd), then
Op•

(
m ◦ r−1

)
= UrOp•(m)U∗r (4.35)

where Op• stands for the Wick and anti-Wick quantization.

Proof. (1) Every element of the symplectic group is a product of ea, where a is infinitesi-
mally symplectic. For such transformations we can apply Prop. 3.15.

(2) is follows by a change of variables.
To prove (3) we note that the coherent state P0,0 = Op(p0,0) has the symbol

p0,0 = 2
d
2 e−

1
2x

2− 1
2p

2

,

which is invariant under the group U(Cd). 2
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4.13 Bargmann-Segal representation

Recall that for b ∈ Cn the coherent state Ωb is given by

Ωb = e−b
∗â+bâ∗Ω = e−

|b|2
2 eba

∗
Ω. (4.36)

Hence (4.14) can be rewritten as

1l = (2πi)−d
∫ ∣∣ebâ∗Ω)(ebâ∗Ω|e−|b|2db∗db. (4.37)

We introduce the complex wave or Bargmann(-Segal) transformation

UcwF (b∗) :=
(
ebâ
∗
Ω|F

)
. (4.38)

Ucw maps L2(Rd) onto the Bargmann(-Segal) space, that is the space of antiholomorphic
functions on Cd with the scalar product given by

(F |G)cw := (2πi)−d
∫
F (b∗)G(b∗)e−|b|

2

db∗db. (4.39)

We have

UcwΩ = 1, (4.40)

(Ucwâ
∗
iF )(b∗) = b∗i (UcwF )(b∗), (4.41)

(UcwâiF )(b∗) =
∂

∂b∗i
(UcwF )(b∗). (4.42)

4.14 Bargmann kernel

Let W be an operator. We define its Bargmann kernel

W cw(b∗1, b2) :=
(
eb1â

∗
Ω|W eb2âΩ

)
= e

|b1|
2

2 e
|b2|

2

2 (Ωb1 |WΩb2). (4.43)

The Bargmann kernel is closely related to the Wick symbol. Indeed, when we restrict it to
b1 = b2 we retrieve the Wick symbol:

if W =
∑
γ,δ

w̃γ,δâ
∗γ âδ, (4.44)

then W cw(b∗, b) = e|b|
2 ∑
γ,δ

w̃γ,δb
∗γbδ. (4.45)

The advantage of the Bargmann kernel is its analyticity wrt its arguments. In fact, analyti-
cally continuing the Wick symbol and multiplying it by an appropriate factor we obain the
Bargmann kernel:

W cw(b∗1, b2) = eb
∗
1b2
∑
γ,δ

w̃γ,δb
∗γ
1 bδ2, (4.46)

(4.47)
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The name “Bargmann kernel” comes from the identity

(
Φ|WΨ

)
=

∫ ∫
(UcwΦ)(b∗1)W cw(b∗1, b2)(UcwΨ)(b∗2)

e−|b1|
2

db∗1db1
(2πi)d

e−|b2|
2

db∗2db2
(2πi)d

. (4.48)

Here is the formula for the Bargman kernel, which is essentially a different presentation of
the identity (4.23):

(W1W2)cw(b∗1, b2) =

∫
W1(b∗1, b)W2(b∗, b2)

e−|b|
2

db∗db

(2πi)d
. (4.49)

5 Formal semiclassical calculus

5.1 Algebras with a filtration/gradation

Let Ψ∞ be an (associative) algebra (over C).
We say that it is an algebra with filtration {Ψm : m ∈ Z} iff Ψm are linear subspaces

of Ψ∞ such that

Ψ∞ =
⋃
m∈Z

Ψm, (5.1)

Ψm ⊂ Ψm′ , m ≤ m′, (5.2)

Ψm·Ψm′ ⊂ Ψm+m′ . (5.3)

We write Ψ−∞ :=
⋂
m

Ψm. Clearly, Ψ−∞ is an ideal and so are Ψm with m ≤ 0.

Let Ψ∞ be an algebra with filtration. We say that it is an algebra with a gradation if
there exist linear subspaces Ψ(m) such that

Ψm = Ψm−1 ⊕Ψ(m), (5.4)

Ψ(m)·Ψ(m′) ⊂ Ψ(m+m′). (5.5)

Let B be an algebra. Let ~ be a real variable. Then we can consider the algebra of
formal power series

m∑
j=−∞

~−jbj , bj ∈ B. (5.6)

We will denote it by B[[~]]. if it is equipped with the usual multiplication, that is

m∑
j=−∞

~−jbj
m′∑

k=−∞

~−kck =

m+m′∑
n=−∞

~−n
m∑

i=n−m′
bicn−i (5.7)

Set Bm[[~]] to be the space of formal power series of degree ≤ m and B(m)[[~]] = ~−mB.
Clearly, B[[~]] is an algebra with a gradation and filtration.
An example of a commutative algebra is C∞(Rd ⊕ Rd). Clearly, C∞(Rd ⊕ Rd)[[~]] is

a commutative algebra with a gradation and filtration. We will later equip it with other
noncommutative multiplications.
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5.2 The x, p star product on the formal semiclassical algebra

It is natural to interpret the ?x,p star product on the space of formal power series with
coefficients in C∞(Rd ⊕ Rd). Clearly, if

b(x, p) =

m∑
j=−∞

~−jbj(x, p), bj ∈ C∞(Rd ⊕ Rd), (5.8)

c(x, p) =

m′∑
k=−∞

~−kck(x, p), ck ∈ C∞(Rd ⊕ Rd), (5.9)

then (
b ?x,p c

)
(x, p) =

∞∑
n=0

(−i~Dp1Dx2
)n

n!
b(x1, p1)c(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

equips C∞(Rd ⊕ Rd)[[~]] with a noncommutative product, so that it becomes an algebra
which will be denoted Ψ(Rd ⊕ Rd)[[~]] = Ψ[[~]]. Clearly, we have a filtration given by the
space of formal power series of degree at most m, denoted Ψm[[~]]. However, ~mC∞(Rd⊕Rd)
is not a gradation of our algebra: If b, c ∈ C∞(Rd ⊕ Rd), then

b ?x,p c =

∞∑
j=0

~jd−j , (5.10)

where in general d−j 6= 0 for j > 0.
We will use two notations for elements of Ψ[[~]]. Either we will use symbols, and then

the multiplication will be denoted by the appropriately decorated star:

b ?x,p c = d

or we will use the operator notation

Opx,p(b)Opx,p(c) = Opx,p(d)

The passage between these two notations is obtained by applying Opx,p to a symbol.
Now if b ∈ Ψm[[~]], c ∈ Ψm′ [[~]], then

b ?x,p c ∈ Ψk+m[[~]], b ?x,p c = bc mod(Ψk+m−1[[~]]),

b ?x,p c− c ?x,p b ∈ Ψk+m−1[[~]], b ?x,p c− c ?x,p b = i~{b, c} mod(Ψk+m−2[[~]]).

5.3 The Moyal star product on the formal semiclassical algebra

Again, we can interpret the star product on the space of formal power series with coefficients
in C∞(Rd ⊕ Rd):

a ? b(x, p) :=

∞∑
n=0

(
i
2~(Dp1Dx2

−Dx1
Dp2)

)n
n!

a(x1, p1)b(x2, p2)
∣∣∣ x := x1 = x2,
p := p1 = p2.

.
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Again, we have two notations for elements and the product: using symbols,

b ? c = d,

or in the operator notation
Op(b)Op(c) = Op(d).

b ∗ c is called the star product or the Moyal product of b and c.
Note that this star product is just a different representation of the algebra Ψ[[~]]. We

can pass from one representation to the other by the operators described in the Berezin
diagram:

b ? c = e−i ~2DxDp
((

ei ~2DxDpb
)
?x,p

(
ei ~2DxDpc

))
(5.11)

Now if b ∈ Ψm[[~]], c ∈ Ψk[[~]], then

b ? c ∈ Ψk+m[[~]], b ? c = bc mod(Ψk+m−1[[~]]),

b ? c− c ? b ∈ Ψk+m−1[[~]], b ? c− c ? b = i~{b, c} mod(Ψk+m−3[[~]]).

if suppb ∩ suppc = ∅, then b ? c = 0. (5.12)

5.4 Principal and extended principal symbols

We have equipped Ψ[[~]] with 5 products, as in the Berezin diagram. They yield isomorphic
algebras—we can pass from one representation to another using the transformations given
in the Berezin diagram.

Let

A = Op•
( m∑
n=−∞

an~−n
)
,

m∑
n=−∞

an~−n ∈ Ψm[[~]]. (5.13)

Then
smp (A) := ~−mam

does not depend on the quantization. It is called the principal symbol of the operator A (wrt
Ψm[[~]]).

Let A ∈ Ψm[[~]], B ∈ Ψk[[~]]. Then

AB ∈ Ψm+k[[~]],

sm+k
p (AB) = smp (A)skp(B),

[A,B] ∈ Ψm+k−1[[~]],

sm+k−1
p ([A,B]) = i~{smp (A), skp(B)}.

If we use the Weyl quantization in (5.13) holds, then

smsp(A) := ~−m+1am−1
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is called the subprincipal symbol. The sum of the principal and subprincipal symbol, which
we will denote

smp+sp(A) := ~−mam + ~−m+1am−1

has remarkable properties:

sm+k
p+sp

(1

2
(AB +BA)

)
= smp+sp(A)skp+sp(B) +O(~−m−k+2),

sm+k−1
p+sp ([A,B]) = i~

{
smp+sp(A), skp+sp(B)

}
+O(~−m−k+3).

5.5 Inverses

Let A ∈ Ψm[[~]]. We say that A is elliptic if it has an everywhere non-zero principal symbol,
that is

smp (A)(x, p) 6= 0, x, p ∈ Rd ⊕ Rd. (5.14)

Theorem 5.1. Let A ∈ Ψm[[~]] be elliptic. Then there exists a unique B ∈ Ψ−m[[~]] such
that

AB = BA = 1l. (5.15)

Besides,

s−mp (B) =
1

smp (A)
. (5.16)

Proof. Let smp (A) = ~−mam. Set

B0 := ~mOp
( 1

am

)
∈ Ψ−m[[~]].

Then AB0 ∈ Ψ0[[~]] and
sp(AB0) = 1.

Hence
AB0 = 1l + C

where C ∈ Ψ−1[[~]]. Now

(1l + C)−1 =

∞∑
n=0

(−1)nCn

is a well defined element of Ψ0[[~]], because Cn ∈ Ψ−n[[~]]. We set

B := B0(1 + C)−1 ∈ Ψ−m[[~]],

which is an inverse of A. 2
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5.6 More about star product

The star product can be written in the following asymmetric form:

b ∗ c(x, p) = b
(
x− ~

2
Dp, p+

~
2
Dx

)
c(x, p) (5.17)

= c
(
x+

~
2
Dp, p−

~
2
Dx

)
b(x, p). (5.18)

Note that the operators b(· · · ) in (5.17) and (5.18) can be understood as the quantization
with “x, p to the left and Dx, Dp to the right”, written in the PDE notation, see (3.3).

There is another way to interpret these formulas. Note that the operators x ∓ ~
2Dp

and p ± ~
2Dx commute. Thus we can understand the operators b(· · · ) as a function of two

commuting operators.
Alternatively (and we will do it in the sequel) the operators b(· · · ) can be interpreted in

terms of the Weyl quantization. Indeed, define the following symbols on the doubled phase
space

bl(x, p, ξx, ξp) := b
(
x− 1

2
ξp, p+

1

2
ξx

)
,

cr(x, p, ξx, ξp) := c
(
x+

1

2
ξp, p−

1

2
ξx

)
.

Then (5.17) and (5.18) can be rewritten as

b ∗ c(x, p) = Op(bl)c(x, p) (5.19)

= Op(cr)b(x, p) (5.20)

Let us prove (5.17). We start from

b ∗ c(x, p) = e
i
2~(Dp1Dx2−Dx1Dp2 )b(x1, p1)c(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

. (5.21)

We treat b(x, p) as the operator of multiplication. We move e
i
2~(Dp1Dx2−Dx1Dp2 ) to the right

obtaining

b
(
x1 −

~
2
Dp2 , p1 +

~
2
Dx2

)
c(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

,

which equals the RHS of (5.17) (using the first interpretation).
We have similar formulas for the product in the x, p-quantization.

b ?x,p c(x, p) = b
(
x, p+ ~Dx

)
c(x, p)

= c
(
x+ ~Dp, p

)
b(x, p).
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5.7 The exponential

The formulas (5.17) and (5.18) are a good starting point for the formal functional calculus.
For a function f let us write

f(Op(g)) = Op
(
f?(g)

)
.

For instance
exp

(
iOp(g)

)
= Op

(
exp?(ig)

)
.

We then have

Proposition 5.2.

exp?(ig) = exp?

( i

2
g
)

exp?

( i

2
g
)

= exp
( i

2
Op(gl + gr)

)
1, (5.22)

exp?

( i

~
g
)
? b ? exp?

(
− i

~
g
)

= exp
( i

~
Op(gl − gr)

)
b. (5.23)

In other words,

exp
(

iOp(g)
)

= Op
(

exp
( i

2
Op(gl + gr)

)
1
)
, (5.24)

exp
( i

~
Op(g)

)
Op(b) exp

(
− i

~
Op(g)

)
= Op

(
exp

( i

~
Op(gl − gr)

)
b

)
. (5.25)

To see (5.22) we first note that

exp?

( i

2
g
)
? b = exp

( i

2
Op(gl)

)
b,

b ? exp?

( i

2
g
)

= exp
( i

2
Op(gr)

)
b,

and then

exp?(ig) = exp?

( i

2
g
)
? 1 ? exp?

( i

2
g
)

(5.26)

2

To see the usefulness of (5.22) and (5.23), introduce the “Taylor tails” of gl and gr at
ξx, ξp = 0:

gl,n(x, p, ξx, ξp) :=
∑

n≤|α|+|β|

∂αx ∂
β
p g(x, p)

(−1)|α|

2|α|+|β|
ξαp ξ

β
x , (5.27)

gr,n(x, p, ξx, ξp) :=
∑

n≤|α|+|β|

∂αx ∂
β
p g(x, p)

(−1)|β|

2|α|+|β|
ξαp ξ

β
x . (5.28)

Note that Op(gl,n) and Op(gr,n) are O(~n). We can rewrite (5.22) and (5.23) as

exp?(ig) = exp
(

ig(x, p) +
i

2
Op(gl,2 + gr,2)

)
1, (5.29)

exp?

( i

~
g
)
? b ? exp?

(
− i

~
g
)

= exp
(
g,x(x, p)∂p − g,p(x, p)∂x +

i

~
Op(gl,3 − gr,3)

)
b. (5.30)
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6 Uniform symbol class

6.1 The boundedness of quantized uniform symbols

Let us set ~ = 1. We will write 〈p〉 :=
√

1 + p2.
In practice quantization is applied to symbols that belong to certain classes with good

properties. Hörmander introduced the following class of symbols: f ∈ Smρ,δ(Rd ⊕ Rd) if

f ∈ C∞(Rd ⊕ Rd) and the following estimate holds:

|∂βx∂αp f(x, p)| ≤ Cα,β〈p〉m−|α|ρ+|β|δ, α, β. (6.1)

There are some deep reasons for considering such symbol classes, however for the moment
we will use only the simplest one, corresponding to m = δ = ρ = 0.

Thus we will denote by S0
00(Rd ⊕ Rd) the space of b ∈ C∞(Rd ⊕ Rd) such that

|∂βx∂αp b| ≤ Cα,β , α, β.

We will often write S0
00 for S0

00(Rd ⊕ Rd).
Here is one of the classic results about the pseudodifferential calculus:

Theorem 6.1 (The Calderon-Vaillancourt Theorem). If a ∈ S0
00, then Opx,p(a) and Op(a)

are bounded.

We will present a proof of the above theorem in the following subsections.

6.2 Quantization of Gaussians

Consider the harmonic oscillator
The Heisenberg uncertainty relation says that one cannot compress a state both in posi-

tion and momentum without any limits. This is different than in classical mechanics, where
in principle a state can have no dispersion both in position and momentum.

One can ask what happens to a quantum state when we compress its Weyl symbol. To
be more precise, consider the Gaussian function e−λ(x2+p2), where λ > 0 is an arbitrary
parameter that controls the “compression”. It is easy to compute the Weyl quantization of
e−λ(x2+p2) and express it in terms of the quantum harmonic oscillator

H = x̂2 + p̂2 =

d∑
j=1

(x̂2
j + p̂2

j ). (6.2)

There are 3 distinct regimes of the parameter λ:

Proposition 6.2.

Op
(
e−λ(x2+p2)

)
=


(1− λ2)−d/2 exp

(
− 1

2 log (1+λ)
(1−λ)H

)
, 0 < λ < 1,

2−d1l{d}(H), λ = 1,

(λ2 − 1)−d/2(−1)(H−d)/2 exp
(
− 1

2 log (1+λ)
(λ−1)H

)
, 1 < λ.

(6.3)
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Proof. It is enough to consider d = 1. Let us make an ansatz

e−tH = Op(ce−λ(x2+p2)). (6.4)

We have (typos!)

d

dt
e−tH =

1

2
(He−tH + e−tHH)

=
1

2
Op
(

(x2 + p2) ? ce−λ(x2+p2) + ce−λ(x2+p2) ? (x2 + p2)
)

d

dt
Op(ceλ(x2+p2)) =Op

((
ċ− cλ̇(x2 + p2)

)
e−λ(x2+p2)

)
.

Now

1

2

(
(x2 + p2) ? ce−λ(x2+p2) + ce−λ(x2+p2) ? (x2 + p2)

)
=(x2 + p2)ce−λ(x2+p2) − 1

8

(
∂x1

∂p2 − ∂p1∂x2

)2

(x2
1 + p2

1)ce−λ(x2
2+p22)

∣∣∣ x = x1 = x2,
p = p1 = p2,

=c
(

(x2 + p2)(1− λ2) +
λ

2

)
e−t(x

2+p2)

We obtain the system of equations

λ̇ = −1 + λ2, ċ =
cλ

2
,

solved by λ = − tanh t, c = (cosh t)−
1
2 . Therefore,

e−tH = (cosh t)−
1
2 Op

(
e− tanh(t)(x2+p2)

)
. (6.5)

Expressing t in terms of λ we obtain the case 0 < λ < 1. Taking the limit at λ = 1 we
obtain the second case. Then, by analytic continuation in λ we obtain 1 < λ <∞. 2

There are 3 distinct regimes of the parameter λ: For 0 < λ < 1, the quantization of
the Gaussian is proportional to a thermal state of H. As λ increases to 1, it becomes “less
mixed”–its “temperature” decreases. At λ = 1 it becomes pure—its “temperature” becomes
zero and it is the ground state of H. For 1 < λ <∞, when we compress the Gaussian, it is
no longer positive—due to the factor (−1)(H−d)/2 it has eigenvalues with alternating signs.
Besides, it becomes “more and more mixed”, contrary to the naive classical picture.

Thus, at λ = 1 we observe a kind of a “phase transition”: For 0 ≤ λ < 1 the quantization
of a Gaussian behaves more or less according to the classical intuition. For 1 < λ the
classical intuition stops to work—compressing the classical symbol makes its quantization
more “diffuse”.

It is easy to compute the trace and the tracial norm of (16.18):
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Proposition 6.3.

TrOp
(
e−λ(x2+p2)

)
=

1

2dλd
. (6.6)

Tr
∣∣∣Op

(
e−λ(x2+p2)

)∣∣∣ =

{
1

2dλd
λ ≤ 1,

1
2d
, 1 ≤ λ.

(6.7)

Proof. Let us restrict ourselves to d = 1, using that sp (H) = {1 + 2n | n = 0, 1, 2, . . . }.
Let us prove (6.7):

Tr
∣∣∣Op

(
e−λ(x2+p2)

)∣∣∣ =

∞∑
n=0

(1− λ2)−
1
2

(1− λ
1 + λ

) 1
2 (1+2n)

=
1

2λ
, 0 < λ ≤ 1,

=

∞∑
n=0

(λ2 − 1)−
1
2

(λ− 1

1 + λ

) 1
2 (1+2n)

=
1

2
, 1 ≤ λ.

Evidently, the trace (6.6) does not see the “phase transition” at λ = 1. However, if
we consider the trace norm, this phase transition appears—(6.7) is differentiable except at
λ = 1. Note that (6.7) can be viewed as a kind of quantitative “uncertainty principle”.

6.3 Proof of the Calderon-Vaillancourt Theorem

We start with the following proposition.

Proposition 6.4. For s > d
2 , define the functions

ψs(ξ) := (2π)−d
∫

dζ (1 + ζ2)−seiζξ, (6.8)

Ps(x, p) := ψs(x)ψs(p). (6.9)

Then Op(Ps) is trace class and

Tr
∣∣∣Op(Ps)

∣∣∣ ≤ Γ(s)2 + Γ(s− d
2 )2

(2π)dΓ(s)2
. (6.10)

Proof. Let us use the so-called Schwinger parametrization

X−s =
1

Γ(s)

∫ ∞
0

e−tXts−1 dt (6.11)

46



to get

ψs(ξ) =
1

Γ(s)(2π)d

∫ ∞
0

dt

∫
dζ e−t(1+ζ2)ts−1eiζξ

=
1

π
d
2 2dΓ(s)

∫ ∞
0

dt ts−
d
2−1e−t−

ξ2

4t . (6.12)

Now

Ps(x, p) =
1

πd22dΓ2(s)

∫ ∞
0

du

∫ ∞
0

dve−u−v−
x2

4u−
p2

4v (uv)s−
d
2−1. (6.13)

By (6.7), we have

Tr
∣∣∣Op

(
e−αx

2−βp2)
)∣∣∣ =

{
1

(2
√
αβ)d

, αβ ≤ 1,
1
2d
, 1 ≤ αβ.

(6.14)

Hence,

Tr
∣∣∣Op(Ps)

∣∣∣
≤ 1

22dπdΓ2(s)

∫ ∞
0

du

∫ ∞
0

dve−u−vTr
∣∣∣Op

(
e−

x2

4u−
p2

4v

)∣∣∣(uv)s−
d
2−1

≤ 1

2dπdΓ2(s)

( ∫
du

∫
dv

4≤uv, u,v>0

e−u−v(uv)s−1 +

∫
du

∫
dv

uv≤4, u,v>0

e−u−v(uv)s−
d
2−1

)

≤
Γ(s)2 + Γ(s− d

2 )2

2dπdΓ2(s)
.

2

Proposition 6.5. Let B be a self-adjoint trace class operator and h ∈ L∞(R2d). Then

A :=
1

(2π)d

∫
dy

∫
dwh(y, w)e−iyp̂+iwx̂Beiyp̂−iwx̂ (6.15)

is bounded and
‖A‖ ≤ Tr|B| ‖h‖∞. (6.16)

Proof. Define TΦ : L2(Rd)→ L2(R2d) by

TΦΘ(y, w) := (2π)−
d
2 (Φ|eiyp̂−iwx̂Θ), Θ ∈ L2(Rd). (6.17)

We check that TΦ is an isometry. This implies that for Φ,Ψ ∈ L2(Rd) of norm one

1

(2π)d

∫
dy

∫
dwh(y, w)e−iyp̂+iwx̂|Φ)(Ψ|eiyp̂−iwx̂ (6.18)
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is bounded and its norm is less than ‖h‖∞. Indeed, (6.18) can be written as the product of
three operators

T ∗ΦhTΨ, (6.19)

(Note that the proof of the boundedness of the contravariant quantizatio for bounded
symbols is essentially the same. The transformation T is sometimes called the FBI trans-
formation, for Fourier-Bros-Iagolnitzer).

Now it suffices to write

B =

∞∑
i=1

λi|Φi)(Ψi|, (6.20)

where Φi,Ψi are normalized, λi ≥ 0 and Tr|B| =
∞∑
i=1

λi.

2

Proof of Theorem 6.1. Set
h := (1−∆x)s(1−∆p)

sa. (6.21)

Then

a(x, p) = (1−∆x)−s(1−∆p)
−sh(x, p) (6.22)

=

∫
dy

∫
dwPs(x− y, p− w)h(y, w). (6.23)

Hence

Op(a) =

∫
dy

∫
dwOp

(
Ps(x− y, p− w)

)
h(y, w) (6.24)

=
1

(2π)d

∫
dy

∫
dw h(y, w)e−iyp̂+iwx̂Op(Ps)e

iyp̂−iwx̂. (6.25)

Therefore, by Proposition 6.5,

‖Op(a)‖ ≤ Tr
∣∣Op(Ps)

∣∣‖h‖∞. (6.26)

2

6.4 Beals criterion

We will write adB(A) := [B,A].
|y, q) will denote the Gaussian coherent state centered at y, q ∈ Rd ⊕ Rd.

Remark 6.6. The implication (2)⇒(3) in the following theorem is called the Beals Crite-
rion.

The implication (3)⇒(2) is essentially the Calderon-Vaillancourt Theorem.
The function

R2d × R2d 3 (y, q, y′, q′) 7→ (y, q|B|y′q′)

is called the phase space correlation function and is the integral kernel of (2π)dTAT∗
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Theorem 6.7. The following conditions are equivalent:

(1) For any n there exists Cn such that |(y, q|B|y′q′)| ≤ Cn〈(y, q)− (y′q′)〉−n.

(2) adαx̂adβp̂B ∈ B(L2(Rd)), α, β.

(3) B = Op(b), b ∈ S0
00(Rd ⊕ Rd).

(4) B = Opx,p(b), b ∈ S0
00(Rd ⊕ Rd),

Proof. We omit (4).
(1)⇒(3): We have

b(x, p) = 2dTrI(x,p)B

=
2d

(2π)2d
Tr

∫ ∫
dydqdy′dq′ |y, q)(y, q|I(x,p)|y′, q′)(y′, q′|B

=
1

2dπ2d

∫ ∫
dydqdy′dq′ (y, q|I(x,p)|y′, q′)(y′, q′|B|y, q).

Now

(y, q|I(x,p)|y′, q′) = e
i
2 (yq′−qy′)ei(x(q−q′)−p(y−y′))e−(x− y+y

′
2 )2−(p− q+q

′
2 )2 . (6.27)

Therefore, ∣∣∂αx ∂βp (y, q|I(x,p)|y′, q′)
∣∣ ≤ Cα,β〈q − q′〉|α|〈y − y′〉|β|.

Hence

|∂αx ∂βp b(x, p)|

≤C ′α,β
∫ ∫

dydqdy′dq′ 〈q − q′〉|α|〈y − y′〉|β||(y′, q′|B|y, q)|.

is bounded.
(3) ⇒(1): We use

(y, q|Op(b)|y′q′) =π−d
∫
b(x, p)(y, q|I(x,p)|y′, q′)

)
dxdp. (6.28)

Now (
1− ∂2

x − ∂2
p)nei(x(q−q′)−p(y−y′)) (6.29)

=(1 + (q − q′)2 + (y − y′)2
)n

ei(x(q−q′)−p(y−y′)). (6.30)

Using (6.27) and integrating by parts inside (6.28) we obtain

(y, q|Op(b)|y′q′) = (1 + (q − q′)2 + (y − y′)2
)n
Cn (6.31)

for a finite Cn.
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(1)⇒(2): (y, q|B|y′q′) is the integral kernel of TBT ∗, where T is the FBI transformation.
By the Schur criterion (or even the Young inequality), the estimate

|(y, q|B|y′q′)| ≤ C〈(y, q)− (y′q′)〉−2d−1 (6.32)

shows that it is the kernel of a bounded operator. Now B = T ∗(TBT ∗)T is a product of
bounded operators.

(2) ⇒(1): Iterating

(y − y′)(y, q|B|y′q′)
=− (y, q|(x̂− y)B|y′q′) + (y, q|[x̂, B]|y′q′) + (y, q|B(x̂− y′)|y′q′)

we obtain

(y − y′)n(y, q|B|y′q′)

=
∑
k,m

Ck,m

(
y, q|(x̂− y)kadn−k−mx̂ (B)(x̂− y′)m|y′, q′

)
.

Similarly, we get

(q − q′)n(y, q|B|y′q′)

=
∑
k,m

Ck,m

(
y, q|(p̂− q)kadn−k−mp̂ (B)(p̂− q′)m|y′, q′

)
.

Clearly,
(x̂− y)n|y, q), (p̂− q)n|y, q).

are vectors uniformly bounded in (y, q). Therefore,

(y − y′)n(y, q|B|y′q′), (q − q′)n(y, q|B|y′q′)

are bounded. 2

6.5 The algebra Ψ0
00

Let us denote by Ψ0
00 the set of operators described in Theorem 6.7.

Theorem 6.8. Ψ0
00 is a ∗-algebra.

Proof. We use repeatedly the Leibnitz rule and then the Beals criterion:

adx̂(AB) = adx̂(A)B +Aadx̂(B),

and similarly with p̂. 2

Theorem 6.9. Let B ∈ Ψ0
00 be boundedly invertible. Then B−1 ∈ Ψ0

00.
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Proof. Similarly as above, using

adx̂(A−1) = −A−1adx̂(A)A−1.

2

Theorem 6.10.

1. Let f be a function holomorphic on a neighborhood of spB, where B ∈ Ψ0
00. Then

f(B) ∈ Ψ0
00.

2. Let f be a function smooth on spB, where B ∈ Ψ0
00 and B is self-adjoint. Then

f(B) ∈ Ψ0
00.

Proof. (1): We write

f(A) =
1

2πi

∫
γ

(z −A)−1f(z)dz

and use
adx̂(z −A)−1 = (z −A)−1adx̂(A)(z −A)−1.

(2) We write

f(A) =
1

2π

∫
dte−itAf̂(t),

noting that sp (A) is compact and we can assume that f ∈ C∞c (R). Then we apply

adx̂e−itA =

∫ 1

0

dτe−itτAadx̂(A)e−it(1−τ)A.

2

For example, if H ∈ Ψ0
0,0, then eitH ∈ Ψ0

0,0. Therefore, if also B ∈ Ψ0
0,0, then

eitHBe−itH ∈ Ψ0
0,0.

Without much difficulty, we can show that if H is a 2nd order polynomial plus an element
of Ψ0

0,0 and B ∈ Ψ0
0,0, then eitHBe−itH ∈ Ψ0

0,0. However, without a small Planck constant
this does not sound very interesting.

6.6 Gaussian dynamics on uniform symbol class

We will denote by S0
0(Rn) the space of b ∈ C∞(Rn) such that

|∂αx b| ≤ Cα.

Note that S0
0(Rn) has the structure of a Frechet space with an ascending sequence of

seminotma
‖b‖N :=

∑
|α|≤N

‖∂αb‖∞.

Clearly, our main example of S0
0(Rn) is S0

00(R2d), where R2d is the phase space, however
it is convenient to be more general.

Let us describe some continuous linear operations between spaces S0
0(Rn).

51



Proposition 6.11. Let Rm+k = Rm ⊕ Rk. Then

f 7→ f
∣∣∣
Rm⊕{0}

is a continuous map from S0
0(Rm+k) to S0

0(Rm).

Proposition 6.12. Let ν be a quadratic form. Then e
i
2DνD is bounded on S0

0(Rn) and
depends continuously on ν.

Proof. It is enough to show that, there exist C and N such that

sup |e i
2DνDb(x)| ≤ C sup

|β|≤N
|∂βx b(x)|. (6.33)

We can diagonalize the form η:

DνD = t1D
2
1 + · · · tkD2

k − tk+1D
2
k+1 − · · · − tk+mD

2
k+m.

We will actually assume that the dimension is 1–it is easy to generalize the argument to any
dimension.

Now

e±
i
2 tD

2

f(x) =

∫
1√
±i2πt

e±
i
2t z

2

f(x− z)dz. (6.34)

Changing the variables, up to a constant, we can rewrite this as∫
e∓

i
2y

2

f(x−
√
ty)dy. (6.35)

Define the operator

L := (1 + y2)−1

(
∓iy

d

dy
+ 1

)
. (6.36)

Then Le±
i
2y

2

= e±
i
2y

2

, and hence, integrating by parts we obtain∫
e±

i
2y

2

f(x−
√
ty)dy =

∫ (
L2e±

i
2y

2
)
f(x−

√
ty)dy (6.37)

=

∫
e±

i
2y

2

L#2f(x−
√
ty)dy, (6.38)

where

L# =

(
∓i

d

dy
y + 1

)
(1 + 2y2)−1 (6.39)

is the transpose of L. Hence

|e±itD2

f(x)| ≤ Ct
∫

dy〈y〉−2 max{sup |f(·)|, |f ′(·)|, |f ′′(·)|}. (6.40)

2

Later on we will need a more elaborate estimate. Consider space Rn⊕Rk with variables
x, ξ. We consider the space

Sm00 := {f ∈ C∞(Rn ⊕ Rk) | |∂αx ∂
β
ξ f | ≤ Cα,β〈ξ〉

m}. (6.41)
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Proposition 6.13. Let ν be a quadratic form on Rn ⊕ Rk. Then e
i
2DνD is bounded on

(6.41) and depends continuously on ν.

Proof. We need to show that, there exist C and N such that

sup |〈ξ〉−me
i
2DνDb(x, ξ)| ≤ C sup

|α|+|β|≤N
|〈ξ〉−m∂αx ∂

β
ξ b(x, ξ)|. (6.42)

This follows by similar arguments as in the proof of Proposition 6.12. 2

6.7 Semiclassical calculus

We go back to ~. We will write Op~ for the quantization depending on ~, that is

Op(b)(x, y) = (2π~)−d
∫

dpb
(x+ y

2
, p
)

e
i(x−y)p

~ . (6.43)

Theorem 6.14. Let a, b ∈ S0
00. Then there exist c0, . . . , cn ∈ S0

0,0 and ~ 7→ r~ ∈ S0
00 such

that

Op~(a)Op~(b) =

n∑
j=0

~jOp~(cj) + ~n+1Op~(r~),

∣∣∂αx ∂βp ∂k~r~∣∣ ≤ Cα,β,k.
Besides,

c0 = ab, c1 =
i

2
{a, b}.

If in addition a or b is 0 on an open set Θ ⊂ Rd ⊕ Rd, then so are c0, . . . , cn.

Proof. We Taylor expand the Moyal product:

a ? b(x, p) :=

n∑
j=0

(
i
2~(Dp1Dx2

−Dx1
Dp2)

)j
j!

a(x1, p1)b(x2, p2)
∣∣∣ x := x1 = x2,
p := p1 = p2.

(6.44)

+

∫ 1

0

dτ

(
i
2~(Dp1Dx2

−Dx1
Dp2)

)n+1
(1− τ)n

n!
e

i
2~τ(Dp1Dx2−Dx1Dp2 )a(x1, p1)b(x2, p2)

∣∣∣ x := x1 = x2,
p := p1 = p2.

Then we use Proposition 6.12 to estimate the remainder. 2

Theorem 6.15. Let b ∈ S0
0,0 and b(x, p) 6= 0, (x, p) ∈ R2d. Then for small enough ~ the

operator Op~(b) is invertible and there exist c0, c2, . . . , c2n ∈ S and ~ 7→ r~ ∈ S such that

Op~(b)−1 =

m∑
j=0

~2jOp~(c2j) + ~2m+2Op~(r~),

∣∣∂αx ∂βp ∂k~r~∣∣ ≤ Cα,β,k.
Besides,

c0 = b−1.
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As a corollary of the above theorem, for any neighborhood of the image of b there exists
~0 such that, for |~| ≤ ~0, sp

(
Op~(b)

)
is contained in this neighborhood.

Theorem 6.16. 1. Let b ∈ S0
00 and f be a function holomorphic on a neighborhood of

the image of b. Then for small enough ~ the function f is defined on sp
(
Op~(b)

)
and

there exist c0, c2, . . . , c2n ∈ S and ~ 7→ r~ ∈ S such that

f
(

Op~(b)
)

=

n∑
j=0

~2jOp~(c2j) + ~2n+2Op~(r~),

∣∣∂αx ∂βp ∂k~r~∣∣ ≤ Cα,β,k.
Besides,

c0 = f ◦ b.

2. The same conclusion holds if f is smooth and b is real, and we use the functional
calculus for self-adjoint operators.

6.8 Inequalities

Lemma 6.17. (1) Let b ∈ S0
00 and Op(b) = Opa

∗,a(b+). Then b+ ∈ S0
00 and b−b+ = O(~)

in S0
00

(2) Let b− ∈ S0
00 and Opa,a

∗
(b−) = Op(b). Then b ∈ S0

00 and b− − b = O(~) in S0
00.

Proof. We use

b+ = e
~
4 (∂2

x+∂2
p)b, (6.45)

b = e
~
4 (∂2

x+∂2
p)b−, (6.46)

and the fact that

e
~
4 (∂2

x+∂2
p)b− b =

~
4

∫ 1

0

e
~
4 τ(∂2

x+∂2
p)(∂2

x + ∂2
p)bdτ

is of the order ~ as a map on S0
00. 2

Theorem 6.18 (Sharp Gaarding Inequality). Let b ∈ S0
00 be positive. Then

Op(b) ≥ −C~.

Proof. Let
b0 := e

~
4 (∂2

x+∂2
p)b. (6.47)

By the proof of Thm 6.17 (1), we have b0 − b = O(~) in S0
00. Besides,

Op(b0) = Opa,a
∗
(b). (6.48)

Now
Op(b) = Op(b0) + Op(b− b0) = Opa,a

∗
(b) +O(~). (6.49)

The first term on the right of (6.49) is positive, because it is the anti-Wick quantization of
a positive symbol. 2
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Theorem 6.19 (Fefferman-Phong Inequality). Let b ∈ S0
00 be positive. Then

Op~(b) ≥ −C~2.

We will not give a complete proof. We will only note that the inequality follows by basic
calculus if we assume that

b =

k∑
j=1

c2j

for real cj ∈ S0
00. We note also that the Sharp Gaarding inequality is true for matrix valued

symbols, with the same proof. This is not the case of the Fefferman-Phong Inequality.

6.9 Semiclassical asymptotics of the dynamics

Theorem 6.20 (Egorov Theorem). Let h be the sum of a real-valued polynomial of second
order and a real-valued S0

00 function.

(1) Let x(t), p(t) solve the Hamilton equations with the Hamiltonian h and the initial con-
ditions x(0), p(0). Then

γt(x(0), p(0)) =
(
x(t), p(t)

)
defines a symplectic (in general, nonlinear) transformation which preserves S0

00.

(2) Let b ∈ S0
00. Then there exist bt,2j ∈ S0

00, j = 0, 1, . . . , such that for |t| ≤ t0

e
it
~ Op(h)Op(b)e−

it
~ Op(h) −

n∑
j=0

Op
(
~2jbt,2j

)
= O(~2n+2). (6.50)

Moreover,
bt,0(x, p) = b

(
γ−1
t (x, p)

)
(6.51)

and suppbt,2j ⊂ γtsuppb, j = 0, 1, . . . .

Proof. Let us prove (2). First, let us make a formal ansatz

e
it
~ Op(h)Op(b)e−

it
~ Op(h) =

∞∑
j=0

~2jOp
(
bt,2j

)
, (6.52)

bt,0

∣∣∣
t=0

= b, bt,2j

∣∣∣
t=0

= 0, j = 1, . . . (6.53)

Now

0 =
d

dt

∞∑
j=0

~2je−
it
~ Op(h)Op

(
bt,2j

)
e

it
~ Op(h) (6.54)

=

n∑
j=0

~2je
−it
~ Op(h)

(
− i

~
[
Op(h),Op

(
bt,2j

)]
+ Op

( d

dt
bt,2j

))
e

it
~ Op(h). (6.55)
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We expand the commutator:

[
Op(h),Op

(
bt,2j

)]
=i~Op({h, bt,2j}) +

∞∑
k=1

~2k+1Op(ct,2j,2k). (6.56)

Collecting the terms at the power ~2j , j = 0, 1, . . . , we obtain

d

dt
bt,0 = {bt,0, h}; (6.57)

. . . . . . (6.58)

d

dt
bt,2j = {bt,2j , h}+

j−1∑
i=0

ct,2i,2j−2i. (6.59)

Now (6.57) can be solved:
bt,0 = b ◦ γ−1

t . (6.60)

To solve (6.59), we make an ansatz bt,2j := gt,2j ◦ γ−1
t and ct,2i,2k := dt,2i,2k ◦ γ−1. Then we

obtain the transport equations

d

dt
gt,2j =

j−1∑
i=0

dt,2i,2j−2i, j = 0, . . . (6.61)

Here the rhs of (6.61) depends on functions obtained in the previous step. Moreover,

dt,2i,2j−2i

∣∣∣
t=0

= 0. Hence it can be solved recursively.

Thus we obtain an expression in terms of a formal power series in ~2. Now to prove the
theorem we make an ansatz

e
it
~ Op(h)Op(b)e−

it
~ Op(h) =

n∑
j=0

Op
(
~2jbt,2j

)
+ ~2n+2Op(rt,2n+2,~), (6.62)

rt,2n+2,~

∣∣∣
t=0

= 0. (6.63)

We repeat the steps for j = 0, . . . n, and use the unitarity of e
it
~ Op(h). 2

6.10 Algebra of semiclassical operators

We say that ]0, 1[3 ~ 7→ b~ ∈ S0
00 is an admissible semiclassical symbol of order m if for any

n there exist bm, bm−1, . . . , b−n ∈ S0
00 and ~ 7→ r~ ∈ S0

00 is such that for any n

b~ =

m∑
j=−n

~−jbj + r~,−n−1

∣∣∂αx ∂βp ∂k~r~,−n−1

∣∣ ≤ ~n+1Cα,β,k.
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Note that the sequence bm, , bm−1, . . . is uniquely defined by b~ (does not depend on n).
Let Θ ⊂ Rd⊕Rd be closed. We say that b~ is O(~∞) outside Θ if bm, bm−1, · · · = 0

outside Θ.
Let S0,m

00,sc denote the space of admissible semiclassical symbols and Ψ0,m
00,sc the set of their

semiclassical quantizations. We write S0,m
00,sc(Θ) for the space of symbols that vanish outside

Θ and Ψ0,m
00,sc(Θ) for their quantizations.

Note that if a, b ∈ S0
00 are symbols that do not depend on ~, then a ? b depends on ~ and

is an admissible symbol of order 0.
Clearly,

Ψ0,∞
00,sc :=

∞⋃
m=−∞

Ψ0,m
00,sc

is a ∗-algebra with gradation closed wrt taking inverses of elliptic elements and functional
calculus in the sense described in Theorem 6.16. Ψ0,∞

00,sc(Θ) are ideals in Ψ0,∞
00,sc.

The ideal
Ψ0,−∞

00,sc :=
∞
∩

m=−∞
Ψ0,m

00,sc

consists of operators of the order O(~∞). Note that Ψ0
00,sc/Ψ

0,−∞
00,sc is isomorphic to a subal-

gebra of the formal semiclassical algebra Ψ[[~]].

6.11 Frequency set

Let ~ 7→ ψ~ ∈ L2(X ). Let (x0, p0) ∈ Rd ⊕ Rd.

Theorem 6.21. The following conditions are equivlent:

(1) There exists χ ∈ C∞c with χ(x0) 6= 0 and a neighborhood W of p0 such that(
F~(χψ~)

)
(p) = O(~∞), p ∈ W.

(2) There exists b ∈ C∞c (Rd ⊕ Rd) such that b(x0, p0) 6= 0 and

‖Op~(b)ψ~‖ = O(~∞).

(3) There exists a neighborhood V of (x0, p0) such that for all c ∈ C∞c (U)

‖Op~(c)ψ~‖ = O(~∞).

The set of points in Rd⊕Rd that do not satisfy the conditions of Theorem 6.21 is called
the frequency set of ~ 7→ ψ~ and denoted FS(ψ~).

Note that we can replace the Weyl quantization by the x, p or p, x quantization in the
definition of the frequency set.
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6.12 Properties of the frequency set

Theorem 6.22. Let a ∈ S0
00. Then

FS (Op~(a)ψ~) = supp(a) ∩ FS(ψ~).

Theorem 6.23. Let h ∈ S0
00 + Pol≤2 be real. Let t 7→ γt be the Hamiltonian flow generated

by h. Then
FS(eitOp~(h)ψ~) = γt (FS(ψ~)) .

Theorem 6.24. Let
ψ~(x) = a(x)e

i
~S(x).

Then
FS(ψ~) ⊂ {x ∈ suppa, p = ∇S(x)}. (6.64)

Proof. We apply the nonstationary method. Let p 6= ∂xS(x) on the support of b ∈
C∞c (Rd ⊕ Rd). Let (2π~)−

d
2F~ denote the unitary semiclassical Fourier transformation.

Then (
(2π~)−

d
2F~Opp,x~ (b)ψ~

)
(p) = (2π~)−

d
2

∫
e−

i
~xpb(p, x)a(x)e

i
~S(x)dx. (6.65)

Let
T := (p− ∂xS(x))−2(p− ∂xS(x))∂x.

Let
T# = ∂x(p− ∂xS(x))−2(p− ∂xS(x))

be the transpose of T . Clearly,

−i~T e
i
~ (S(x)−xp) = e

i
~ (S(x)−xp). (6.66)

Therefore, (6.65) equals

(−i~)n(2π~)−
d
2

∫
b(p, x)a(x)Tne

i
~ (S(x)−xp)dx (6.67)

= (−i~)n(2π~)−
d
2

∫
e

i
~ (S(x)−xp)T#nb(p, x)a(x)dx = O(~n−

d
2 ). (6.68)

Thus (6.64) holds. 2

In practice, we usually have the equality in (6.64), because by the stationary phase
method we can compute its leading behavior.

58



7 Spectral asymptotics

7.1 Trace of functions of operators in the pseudodifferential setting

We have already seen that for smooth functions f and symbols b ∈ S0
00 we have

f
(
Op(b)

)
= Op(f ◦ b) +O(~2). (7.1)

Note that this is especially easy to see for polynomials: It follows from (3.44) that

Op(b)n = Op(bn) +O(~2).

One can extend (7.1) to more general classes of symbols and unbounded operators by
using the resolvent.

Recall that

TrOp(a) = (2π~)−d
∫
a(x, p)dxdp.

Therefore, we can expect that under appropriate assumptions

Trf
(
Op(b)

)
= Tr

(
Op(f ◦ b) +O(~2)

)
= (2π~)−d

∫
f
(
b(x, p)

)
dxdp+O(~−d+2). (7.2)

7.2 Weyl asymptotics from pseudodifferential calculus

For a bounded from below self-adjoint operator H set

Nµ(H) := #{eigenvalues of H counted with multiplicity ≤ µ} (7.3)

= Tr1l]−∞,µ](H). (7.4)

In particular, we can try to use f = 1l]−∞,µ] in (7.2). It is too optimistic to expect

1l]−∞,µ](Op(h)) = Op
(
1l]−∞,µ](h)

)
+O(~2). (7.5)

After all the step function is not nice – it is not even continuous. If there is a gap in the
spectrum around µ, one can try to smooth it out. Therefore, there is a hope at least for
some weaker error term instead of O(~2). If (7.5) were true, then we could expect

Nµ
(
Op(h)

)
= (2π~)−d

∫
h(x,p)≤µ

dxdp+O(~−d+2). (7.6)

Define

(E)+ :=

{
E, E > 0,

0, E < 0.
, (E)− :=

{
0, E > 0,

−E, E < 0.
.
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For instance, if V satisfies V − µ > 0 outside a compact set then

Nµ(−~2∆ + V (x)) ' (2π~)−d
∫

p2+V (x)≤µ

dxdp+O(~−d+2)

= (2π~)−d
∫

|p|≤
√

(V (x)−µ)−

dxdp+O(~−d+2)

= (2π~)−dcd

∫
(V (x)− µ)

d
2
−dx+O(~−d+2), (7.7)

where the volume of the ball of radius r in d dimensions is cdr
d.

Asymptotics of the form (7.7) are called the Weyl asymptotics. In practice the error term
O(~−d+2) is too optimistic and one gets something worse (but hopefully at least o(~−d)).

7.3 Weyl asymptotics by the Dirichlet/Neumann bracketing

We will show that if V is continuous potential with V − µ > 0 outside a compact set then

Nµ(−~2∆ + V (x)) ' (2π~)−dcd

∫
V (x)≤µ

(V (x)− µ)
d
2
−dx+ o(~−d). (7.8)

This is an old result of Weyl.
Here are the tools that we will use:

A ≤ B ⇒ Nµ(A) ≥ Nµ(B),

Nµ(A⊕B) = Nµ(A) +Nµ(B).

To simplify we will assume that d = 1.
Let ∆D = ∆[0,L],D, resp. ∆N = ∆[0,L],N denote the Dirichlet, resp. Neumann Laplacian

on L2[0, L]. This means both ∆D and ∆N equal ∂2
x on their domains:

D(∆D) := {f ∈ L2[0, L] | f ′′ ∈ L2[0, L], f(0) = f(L) = 0}, (7.9)

D(∆N ) := {f ∈ L2[0, L] | f ′′ ∈ L2[0, L], f ′(0) = f ′(L) = 0}. (7.10)

For α ∈ R let [α] denote the largest integer ≤ α,

Lemma 7.1. ∆D and ∆N are selfadjoint operators such that

Nµ
(
− ~2∆D

)
= [L(π~)−1(µ)

1/2
+ ],

Nµ
(
− ~2∆N

)
= [L(π~)−1(µ)

1/2
+ ] + θ(µ).

Proof. The eigenfunctions and the spectrum of ∆D, resp. ∆N are

sin
πnx

L
,

~2π2n2

L2
, n = 1, 2, . . . ;

cos
πnx

L
,

~2π2n2

L2
, n = 0, 1, 2, . . . .
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Thus the last eigenvalue has the number n = [L(~π)−1(µ)
1/2
+ ]. 2

Lemma 7.2. Both −∆D and −∆N are positive operators. More precisely, let f ∈ L2[0, L].
Then

−(f |∆Df) =


∫ L

0
|f ′(x)|2dx, f(0) = f(L) = 0,

∞, f(0) 6= 0 or f(L) 6= 0;
(7.11)

−(f |∆Nf) =

∫ L

0

|f ′(x)|2dx. (7.12)

Consequently, if (f |∆Df) <∞, then (f |∆Df) = (f |∆Nf). Hence

−∆N ≤ −∆D. (7.13)

Proof. We check that this is true for finite linear combinations of elements of the respective
bases. Then we use an approximation argument. 2

Divide R into intervals

Im,j :=
[
(j − 1/2)m−1, (j + 1/2)m−1

]
.

Put at the borders of the intervals the Neumann/Dirichlet boundary conditions. The Neu-
mann conditions lower the expectation value and the Dirichlet conditions increase them.
Set

V m,j = sup{V (x) : x ∈ Im,j},
V m,j = inf{V (x) : x ∈ Im,j}.

We have

⊕
j∈Z

(
− ~2∆Im,j ,N + V m,j

)
≤ −~2∆ + V (x) ≤ ⊕

j∈Z

(
− ~2∆Im,j ,D + V m,j

)
.

Hence, ∑
j∈Z

Nµ

(
− ~2∆Im,j ,N + V m,j

)
≥ Nµ

(
− ~2∆ + V (x)

)
≥

∑
j∈Z

Nµ

(
− ~2∆Im,j ,D + V m,j

)
.

Therefore, ∑
j∈Z

m−1(~π)−1(V m,j − µ)
1/2
− +

∑
j∈Z

θ
(
µ− V m,j

)
≥ Nµ

(
− ~2∆ + V (x)

)
≥

∑
j∈Z

m−1(~π)−1(V m,j − µ)
1/2
− .
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Using the fact that (V − µ)− has a compact support, we can estimate∑
j∈Z

θ
(
µ− V m,j

)
≤ mC.

By properties of Riemann sums we can find mε such that for m ≥ mε∣∣∣∑
j∈Z

m−1(V m,j − µ)
1/2
− −

∫
(V (x)− µ)

1/2
− dx

∣∣∣ < ε/3, (7.14)

∣∣∣∑
j∈Z

m−1(V m,j − µ)
1/2
− −

∫
(V (x)− µ)

1/2
− dx

∣∣∣ < ε/3. (7.15)

Therefore, ∣∣∣Nµ(− ~2∆ + V (x)
)
− 1

~π

∫
(V (x)− µ)

1/2
− dx

∣∣∣ <
2ε

~π3
+
Cmε

π
. (7.16)

Hence the right hand side of (7.16) is o(~−1). This proves (7.8)
If we assume that V is differentiable, then mε can be assumed to be C0ε

−1. Then we
can optimize and set ε =

√
~. This allows us to replace o(~−1) by O(~−1/2).

7.4 Energy of many fermion systems

Consider fermions with the 1-particle space Z is spanned by an orthonormal basis Φ1,Φ2, . . . .
The n-particle fermionic space ⊗naZ is spanned by Slater determinants

Ψi1,...,in :=
1√
n!

Φi1 ∧ · · · ∧ Φin , i1 < · · · < in.

Suppose that we have noninteracting fermions with the 1-particle Hamiltonian H. Then
the Hamiltonian on the N -particle space is

dΓn(H) = H ⊗ 1l · · · ⊗ 1l + · · ·+ 1l⊗ · · · ⊗ 1l⊗H
∣∣∣
ΛnH

.

Suppose that E1 < E2 < . . . are the eigenvalues of H in the ascending order and
Φ1,Φ2, . . . are the corresponding normalized eigenvectors. This means that the full Hamil-
tonian dΓn(H) acts on Slater determinants as

dΓn(H)Ψi1,...,in = (Ei1 + · · ·+ Ei1)Ψi1,...,in .

For simplicity we assume that eigenvalues are nondegenerate. Then the ground state of
the system is the Slater determinant

Ψ1,...,n =
1√
n!

Φ1 ∧ · · · ∧ Φn. (7.17)

The ground state energy is E1 + · · ·+ En.
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In the formalism of second quantization we consider the Fock space Γa(Z) = ⊕∞n=0⊗na Z,
we intruduce the operators ai, a

∗
i and

dΓ(H) =

∞∑
i=0

Eia
∗
i ai, Ψi1...,in = a∗i1 · · · a

∗
inΩ. (7.18)

If B is a 1-particle observable, then on the n-particle space it is given by

dΓn(B) = B ⊗ 1l · · · ⊗ 1l + · · ·+ 1l⊗ · · · ⊗ 1l⊗B
∣∣∣
ΛnH

.

If B is a matrix [Bij ], then

dΓ(B) =
∑
i,j

Bija
∗
i aj .

Let Ψ ∈ ΛnH. The expectation value of dΓn(B) in the n-fermionic state Ψ is given by(
Ψ
∣∣dΓn(B)Ψ

)
= TrBγΨ

where
(γΨ)ji = Traj |Ψ)(Ψ|a∗i .

is the so-called reduced 1-particle density matrix.

Theorem 7.3. 0 ≤ γΨ ≤ 1l and TrγΨ = n. The reduced 1-particle density matrix of the
Slater determinant (7.17) Ψ1,...,n is the projection onto the space spanned by Φ1, . . . ,Φn.
Hence, the reduced 1-particle density matrix of the ground state is γ = 1l]−∞,µ](H).

Proof. Let B = |v)(v|, so that dΓ(B) = a∗(v)a(v). It is an orthogonal projection, hence
‖dΓ(B)‖ = 1. Therefore,

(v|γΨv) = Tr(|v)(v|γΨ = (Ψ|dΓn(B)Ψ ≤ 1. (7.19)

Setting B = 1, we obtain

n = (Ψ|dΓn(1l)Ψ) = TrγΨ. (7.20)

In practice it is often more convenient as the basic parameter to use the chemical potential
µ instead of the number of particles n. Then we can expect that the 1-particle density matrix
of the ground state is given by 1l]−∞,µ](H), where we find µ from the relation

Tr1l]−∞,µ](H) = n.

Suppose that the 1-particle space is L2(Rd). Then the 1-particle reduced density matrix
can be represented by its kernel γΨ(x, y). Explicitly,

γΨ(x, y) =

∫
dx2 · · ·

∫
dxnΨ(x, x2, · · · , xn)Ψ(y, x2, · · · , xn). (7.21)
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We are particularly interested in expectation values of the position. For position inde-
pendent observables we do not need to know the full reduced density matrix, but only the
density:

TrγΨf(x̂) =

∫
ρΨ(x)f(x),

where
ρΨ(x) := γΨ(x, x).

Note that ∫
ρΨ(x)dx = n. (7.22)

If γ = Op(g), then

TrγΨf(x̂) = (2π~)−d
∫ ∫

g(x, p)f(x)dxdp.

Hence
ρΨ(x) = (2π~)−dg(x, p)dp.

Suppose now that the 1-particle Hamiltonian is H = Op(h). Remember that then the
symbol of 1l]−∞,µ](H) is approximately given by

1l]−∞,µ]

(
h(x, p)

)
.

The corresponding density is

ρ(x) ≈ (2π~)−d
∫

1l]−∞,µ]

(
h(x, p)

)
dp = (2π~)−d

∫
h(x,p)≤µ

dp.

Let cdr
d be the volume of the ball of radius r. If h(x, p) = p2 + v(x), then

ρ(x) ≈ (2π~)−d
∫

p2+v(x)≤µ

dp = (2π~)−dcd(v(x)− µ)
d
2
−.

Let us compute the kinetic energy

Trp̂21l]−∞,µ](H) ≈ (2π~)−d
∫ ∫

p2+v(x)<µ

p2dxdp

= (2π~)−d
∫

dx

∫
|p|<(v(x)−µ)

1
2
−

dcd|p|d+1d|p|

= (2π~)−d
∫

dx
dcd
d+ 2

(v(x)− µ)
d+2
2
−

≈ (2π~)−d
d

d+ 2
c
−2/d
d

∫
ρ
d+2
d (x)dx.
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Thus if we know that ρ is the density of a ground state of a Schrödinger Hamiltonian, then
we expect that the kinetic energy is given by the functional

Ekin(ρ) := (2π~)−d
d

d+ 2
c
−2/d
d

∫
ρ
d+2
d (x)dx. (7.23)

Consider quantum fermions in an external potential V and interacting addition with the
potential W . That is, we consider the Hamiltonian

n∑
i=1

(
p2
i + V (xi)

)
+

∑
1≤i<j≤n

W (xi − xj) (7.24)

on the n-particle antisymmetric space ∧nL2(Rd) (we drop the hats).
Let Ψ ∈ ∧nL2(Rd). Clearly, the potential energy of a state with density ρ in the potential

V is given by (
Ψ|

∑
1≤i≤n

V (xi)Ψ
)

=

∫
V (x)ρΨ(x)dx =: Epot(ρΨ). (7.25)

We can expect by classical arguments that for a state Ψ(
Ψ|

∑
1≤i<j≤n

W (xi − xj)Ψ
)
'
∫ ∫

W (x− y)ρΨ(x)ρΨ(y)dxdy =: Eint(ρΨ). (7.26)

The Thomas-Fermi functional is given by the sum of (7.23), (7.25) and ((7.26) applied
to an arbitrary positive ρ satisfying

∫
ρ(x)dx = n:

ETF(ρ) := Ekin(ρ) + Epot(ρ) + Eint(ρ) (7.27)

= (2π~)−d
d

d+ 2
c
−2/d
d

∫
ρ
d+2
d (x)dx

+

∫
V (x)ρ(x)dx+

∫ ∫
W (x− y)ρ(x)ρ(y)dxdy. (7.28)

We expect that

inf
{
ETF(ρ) | ρ ≥ 0,

∫
ρ(x)dx = n

}
(7.29)

approximates the ground state energy of (7.24).
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8 Symplectic and metaplectic group

8.1 Classical and quantum mechanics over a symplectic vector space

A symplectic form on a vector space Y is a nondegenerate antisymmetric form. A vector
space equipped with a symplectic form is called a symplectic vector space. Every finite
dimensional symplectic space has an even dimension.

Let Y ' R2d be a finite dimensional symplectic vector space. Let ω = [ωij ] be the
symplectic form. Thus for y, w ∈ Y

ω(y, w) = ωijy
iwj .

Let φj , j = 1, . . . , 2d denote the coordinates in Y. Thus φj(w) = wj . We will denote by
[ωij ] the inverse of [ωij ]. The symplectic form and the corresponding Poisson bracket can
be written as

ω = ωijφ
i ∧ φj , (8.1)

{φi, φj} = ωij . (8.2)

We say that a subspace L of a symplectic space Y is Lagrangian if ω restricted to L is
zero and L is maximal with this property.

If dimY = 2d, then L is Lagrangian if ω restricted to L is zero and dimL = d.

Proposition 8.1. In every finite dimensional symplectic space there exists a pair of La-
grangian subspaces L,M such that L ∩ M = {0}, and consequently Y = L +M. If we
choose coordinates of L denoted x1, . . . , xd which vanish onM, then we can find coordinates
p1, . . . , pdwhich vanish on L such that ω = xi ∧ pi.

Thus every finite dimensional symplectic space is isomorphic to the space Rd ⊕Rd with
the usual structure.

We say that a linear transformation r = [rji ] is symplectic if it preserves the symplectic
form. Explicitly, rTωr = ω, or

rpi ωpqr
q
j = ωij

The set of such transformations is denoted Sp(R2d). It is a Lie group.
In parallel with the classical system described by functions on the phase space Y we also

consider a quantum system described by operators acting irreducibly on a certain Hilbert
space H equipped with distinguished operators φ̂j , j = 1, . . . , 2d satisfying (formally)

[φ̂j , φ̂k] = iωjk1l. (8.3)

In other words, we have an irreducible regular CCR representation of the symplectic space
R2d on H.

Suppose that ρ is a linear transformation on Y. Suppose there exists a unitary operator
U ∈ U(H) such that

Uφ̂iU−1 = ρij φ̂
j . (8.4)
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The transformation (8.4) is often called a Bogoliubov transformation. We will say that U is a
Bogoliubov implementer of ρ. We easily check that if there exists a Bogoliubov implementer
of ρ, then ρ ∈ Sp(Y). We define Mpc(Y) to be the set of all Bogoliubov implementers.

Obviously, Mpc(Y) is a group and the map

Mpc(Y) 3 U 7→ ρ ∈ Sp(Y). (8.5)

is a homomorphism. By the Stone–von Neumann Theorem it is onto.

8.2 Quadratic Hamiltonians

We say that a linear transformation k = [kji ] is infinitesimally symplectic if it infinitesimally
preserves the symplectic form. In other words, 1l+εk is for small ε approximately symplectic.
Explicitly, kTω + ωk = 0, or

kpi ωpj + ωipk
p
j = 0.

The set of such transformations is denoted sp(R2d). It is a Lie algebra.

Proposition 8.2. k is an infinitesimally symplectic transformaton iff h = ωk is symmetric
Define the corresponding classical and quantum Hamiltonian by

H =
1

2
hjkφ

jφk, Ĥ =
1

2
hjkφ̂

j φ̂k.

Let r(t) := etk be the corresponding dynamics, which is a 1-parameter group in Sp(R2d) and
introduce the corresponding classical and quantum flow

φj(t) := rjk(t)φk(0), φ̂j(t) := rjk(t)φ̂k(0),

Then φ̂j(t) = eitĤ φ̂je−itĤ and

d

dt
φ(t) = {φ(t), H}, i

d

dt
φ̂(t) = [φ̂(t), Ĥ].

Remark 8.3. Note that dH =
∑
ij hijφ

idφj and with k = ω−1h we can write ω−1dH =

kri φ
i∂φr . This is often written as

k = ω−1dH. (8.6)

Thus if Ĥ is a quadratic Hamiltonian, then eitĤ implements etk, as in the above proposi-

tion. Therefore, operators eitĤ belong to the c-metaplectic group. We define the metaplectic

group Mp(Y) as the group generated by eiĤ where Ĥ is of the form (9.9). Clearly, it is a
subgroup of Mpc(Y).

The following theorem is most conveniently proven in the Fock representation:

Theorem 8.4. We have a 2− 1 epimorphism (surjective homomorphism)

Mp(Y)→ Sp(Y). (8.7)
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8.3 Weyl-Wigner quantization for a symplectic vector space

For a function b on R2d we can define its Weyl-Wigner quantization:

Op(b) := (2π)−2d

∫ ∫
ei(φ̂i−ξi)·ζib(ξ)dξdζ.

Write
φ(ζ) = φiζi, φ̂(ζ) = φ̂iζi. (8.8)

Note that
Op
(
eiφ(ζ)

)
= eiφ̂(ζ). (8.9)

More generally, for any Borel function f on R

Op
(
f
(
φ(ζ)

))
= f

(
φ̂(ζ)

)
. (8.10)

Proposition 8.5.

Op
(
φ(ζ1) · · ·φ(ζn)

)
=

1

n!

∑
σ∈Sn

φ̂(ζσ(i)) · · · φ̂(ζσ(n)). (8.11)

Proof. Expanding (8.9) into a power series we obtain

Op
(
φ(ζ)n

)
= φ̂(ζ)n. (8.12)

Let t1, . . . , tn ∈ R. By (8.12),

Op
((
t1φ(ζ1) + · · ·+ tnφ(ζn)

)n)
=
(
t1φ̂(ζ1) + · · ·+ tnφ̂(ζn)

)n
. (8.13)

The coefficient at t1 · · · tn on both sides is

Op
(
n!φ(ζ1) · · ·φ(ζn)

)
=
∑
σ∈Sn

φ̂(ζσ−1(1)) · · · φ̂(ζσ−1(n)).

2

We have the star product

Op(b)Op(c) = Op(b#c), (8.14)

b#c(φ) = e
i
4ω

ijD
φi1
D
φ
j
2 b(φ1)c(φ2)

∣∣∣
φ=φ1=φ2

. (8.15)

8.4 The Weyl-Wigner symbol of the exponential of a quadratic
Hamiltonians

Consider a quadatic Hamiltonian

H =
1

2
hijφ

iφj , (8.16)

Op(H) =
1

2
hij φ̂

iφ̂j . (8.17)
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Suppose H is a real quadratic Hamiltonian such as (19.93).Introduce the symplectic
generator k := ω−1h. We have

eitOp(H)φ̂ie
−itOp(H) = (etk)ji φ̂j . (8.18)

Let us compute the symbol of eitOp(H).

Theorem 8.6. We have for any quadratic H and any b

1

2

(
Op(H)Op(b) + Op(b)Op(H)

)
= Op(Hb)− 1

8
hii′ω

ijωi
′j′∂j∂j′b. (8.19)

Moreover, if H is quadratic and ImH ≥ 0, then

eitOp(H) = Op(ut), (8.20)

ut(φ) =
(

det cosh
tk

2

)− 1
2

exp
(
φi
(
ω tanh

tk

2

)
ij
φj
)
. (8.21)

Proof. (8.19) follows from the star product.
Clearly,

∂te
itOp(H) =

1

2

(
Op(H)eitOp(H) + eitOp(H)Op(H)

)
. (8.22)

Let us look for ut in the form
ut = ceiγijφ

iφj . (8.23)

Differentiating (8.23),

∂tut = ċeiγijφ
iφj + icγ̇ijφ

iφjeiγijφ
iφj . (8.24)

and using (8.22) with Applying (8.19) to the rhs of (8.22) we obtain

∂tut =
i

2
hijφ

iφjceiγijφ
iφj − i

8
hii′ω

ikωi
′k′
(
i2γkk′ − 4γkjγk′j′φ

jφj
′)

(8.25)

This yields

γ̇jj′ =
1

2
hjj′ +

1

2
hii′ω

ikωi
′k′γkjγk′j′ , (8.26)

ċ = −c1

4
hii′ω

ikωi
′k′γkk′ . (8.27)

Defining the matrix pji = ωjkγkj we can rewrite (8.26) as

ṗ =
1

2
k − 1

2
pkp, (8.28)

which is solved by

p =
e
tk
2 − e

tk
2

e
tk
2 + e

tk
2

= tanh
tk

2
. (8.29)

2

Corollary 8.7. For small t we have

e−itOp(H) = Op
(

e−itH
)

+O(t2), (8.30)

(Note that (8.30) is exact if H depends only on the momentum.)
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9 Metaplectic group in the Schrödinger representation

9.1 Linear symplectic transformations

Let ρ be a linear transformation on Rd ⊕ Rd. Write ρ as a 2×2 matrix and introduce a
symplectic form:

ρ =

[
a b
c d

]
, ω :=

[
0 −1l
1l 0

]
. (9.1)

ρ ∈ Sp(Rd ⊕ Rd) iff
ρTωρ = ω,

which means
a#d− c#b = 1l, c#a = a#c, d#b = b#d. (9.2)

Let ρ be as above with b invertible. We then have the factorization

ρ =

[
a b
c d

]
=

[
1l 0
e 1l

] [
0 b

−b#−1 0

] [
1l 0
f 1l

]
, (9.3)

where
e = db−1 = b#−1d#,

f = b−1a = a#b#−1.

are symmetric. Then the symplectic transformation ρ possesses a generating function

Rn × Rn 3 (x−, x+) 7→ S(x−, x+) :=
1

2
x+·ex+ − x−·b−1x+ +

1

2
x−·fx−. (9.4)

Thus [
a b
c d

] [
x−
p−

]
=

[
x+

p+

]
(9.5)

iff
∇x+

S(x+, x−) = p+, ∇x−S(x+, x−) = −p−, . (9.6)

Note that S is uniquely defined by the condition S(0, 0) = 0. For linear symplectic trans-
formations, (9.4) will be called the generating function of a symplectic transformation.

9.2 The metaplectic group

1-parameter symplectic groups have the form

exp t

[
β γ
−α −β

]
, (9.7)

where [αij ], [γij ], [βji ] are real matrices, α, γ being symmetric.

[
β γ
−α −β

]
can be written

as ω−1dH, where H is the quadratic Hamiltonian

H =
1

2
αijx

ixj + βji x
ipj +

1

2
γijpipj . (9.8)
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Let Ĥ be its symmetric quantization, that is,

Ĥ =
1

2

(
αij x̂

ix̂j + βji (x̂
ip̂j + p̂j x̂i) + γij p̂ip̂j

)
. (9.9)

Recall that the metaplectic group Mp(Rn ⊕ Rn) is defined as the group generated by eiĤ

where Ĥ is of the form (9.9).
Let us describe a few examples of metaplectic transformations in the case of a one degree

of freedom.

Example 9.1. Pure quadratic potential

The multiplication operator e−
i
2 tx̂

2

belongs to the metaplectic group.

Example 9.2. Free Hamiltonian

The operator e−
i
2 tp̂

2

belongs to the metaplectic group. Its integral kernel equals

(2πit)−
1
2 e

i
2

(x−y)2
t .

Example 9.3. Harmonic oscillator.

Let Ĥ = 1
2 p̂

2 + 1
2 x̂

2. The Weyl-Wigner symbol of e−tĤ equals

w(t, x, ξ) = (ch t2 )−1 exp(−(x2 + ξ2)th t2 ). (9.10)

Its integral kernel is given by

W (t, x, y) = (2π)−
1
2 (sht)−

1
2 exp

(
−(x2 + y2)cht+ 2xy

2sht

)
.

e−itĤ has the Weyl-Wigner symbol

w(it, x, ξ) = (cos t2 )−1 exp
(
−i (x2 + ξ2)tg t2

)
(9.11)

and the integral kernel

W (it, x, y) = (2π)−
1
2 | sin t|− 1

2 e−
iπ
4 e−

iπ
2 [ tπ ] exp

(
−(x2 + y2) cos t+ 2xy

2i sin t

)
.

Above, [c] denotes the integral part of c.
We have W (it+ 2iπ, x, y) = −W (it, x, y). Note the special cases

W (0, x, y) = δ(x− y),

W ( iπ
2 , x, y) = (2π)−

1
2 e−

iπ
4 e−ixy,

W (iπ, x, y) = e−
iπ
2 δ(x+ y),

W ( i3π
2 , x, y) = (2π)−

1
2 e−

i3π
4 eixy.
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Corollary 9.4. Let us list some symplectic transformations and the distributional kernels
of the corresponding elements of the metaplectic group:[

1 0
0 1

]
± δ(x− y) (9.12)[

0 1
−1 0

]
±
√

i√
2π

eixy, (9.13)[
−1 0
0 −1

]
± iδ(x+ y), (9.14)[

0 −1
1 0

]
±
√
−i√
2π

e−ixy. (9.15)

Example 9.5. Scaling

Let Ĥ = 1
2 (x̂·p̂ + p̂·x̂). Then e−itĤ belongs to the metaplectic group and implements[

e−t 0
0 et

]
. We have

e−itĤΨ(x) = e−
1
2 tΨ(e−tx), Ψ ∈ L2(R).

Example 9.6. Scaling with the negative sign.

The following transformation belongs to the metaplectic group and implements

[
−e−t 0

0 −et

]
:

UΨ(x) = ±ie−
1
2 tΨ(−e−tx), Ψ ∈ L2(R).

This follows from (9.14) and Example 9.5

Example 9.7. Scaling in any dimension

Let m ∈ GL(Rn). Then

UΨ(x) := ±
√

detmΨ(mx) (9.16)

belongs to the metaplectic group and implements

[
m 0
0 mT−1

]
. This follows from Exam-

ples 9.5 and 9.6

Proposition 9.8. Let ρ be a linear symplectic transformation, as in (22.1), with b invertible.
Let S be the corresponding generating function. Then the pair of operators U with the integral
kernels

U(x+, x−) = ±(2π)−
d
2

√
det i∇x+

∇x−S eiS(x+,x−) (9.17)

are the unique elements of Mp(Rn ⊕ Rn) that implement the transformation ρ.
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Proof. We will only prove that (9.17) belong to Mp(Rn ⊕ Rn). Let us rewrite (9.3) as

ρ =ρ4ρ3ρ2ρ1

=

[
a b
c d

]
=

[
1l 0
e 1l

] [
b 0
0 b#−1

] [
0 1
−1 0

] [
1l 0
f 1l

]
,

Then we ρ4, . . . , ρ1 are implemented by U4, . . . , U1, where

U4 = e
i
2 x̂ex̂,

U3Ψ(x) =
√

det bΨ(bx),

U2(x+, x−) =
(−i)

n
2

(2π)
n
2

e−ix+x− ,

U1 = e
i
2 x̂fx̂.

U4, . . . , U1 clearly belong to the metaplectic group. 2

Let S+, S− and S+− be generating functions as in Subsection 9.6, and ±U+, ±U−,
±U+− the corresponding operators (actually, pairs of operators differing by a sign). Then
the identity

U+U− = ±U (9.18)

follows from Proposition 9.14.

9.3 The Weyl-Wigner quantization in the Schrödinger representa-
tion

Let b ∈ S ′(R2 ⊕ Rd).

Proposition 9.9. The Weyl-Wigner quantization of the symbol b has the integral kernel

B(x, y) = (2π)−d
∫

dpb
(x+ y

2
, p
)

ei(x−y)p. (9.19)

Proof. We have
ei(ξix̂i+ηip̂i) = e

i
2 ξix̂ieiηip̂ie

i
2 ξix̂i . (9.20)

Hence the integral kernel of ei(ξix̂i+ηip̂i) is

(2π~)−d
∫

dpei( 1
2 ξixi+ηipi+

1
2 ξivi)+

i
~ (xi−vi)pi .

Therefore,
Op(ei(ξixi+ηipi)) = ei(ξix̂i+ηip̂i). (9.21)

2

For instance, if

H(x, p) =
1

2
(p−A(x))2 + V (x), (9.22)

then Op(H) =
1

2
(p̂−A(x̂))2 + V (x̂), (9.23)
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9.4 Generating functions of symplectic transformations

Consider a symplectic space Rn ⊕ Rn with the symplectic form dxi ∧ dpi.

Proposition 9.10. Consider a real function

Rn × Rn 3 (x+, x−) 7→ S(x+, x−). (9.24)

Set
p+ = ∇x+

S(x+, x−), p− = −∇x−S(x+, x−). (9.25)

Suppose that there exists a transformation

ρ

[
x−
p−

]
=

[
x+

p+

]
. (9.26)

Then ρ is a symplectic transformation.

Proof. We see that the following 2-forms are equal:

dx− ∧ dp− = −dx− ∧ dx+
∂2S(x+, x−)

∂x+∂x−
,

dx+ ∧ dp+ = dx+ ∧ dx−
∂2S(x+, x−)

∂x−∂x+
.

2

S(x+, x−) is called a generating function of the transformation ρ.
Note that sometimes one prefers other variables for the generating function. For instance,

one can consider

Rn × Rn 3 (x+, p−) 7→ S(x+, p−),

p+ = ∂x+S(x+, p−), x− = ∂p−S(x+, p−).

9.5 Action integral

Consider a time dependent Hamiltonian H(s, x, p). Let [0, t] 3 s 7→ x(s), p(s) be a trajectory
in the phase space, which for brevity will be often denoted x, p. We define the action on
this trajectory by

J(x, p) :=

∫ t

0

(
ẋ(s)p(s)−H(s, x(s), p(s)

)
ds (9.27)

Theorem 9.11. Let [0, t] 3 s 7→ x(s, α), p(s, α) be a family of trajectories depending on an
additional parameter α and satisfying the Hamilton equations. Then

∂αJ(t, x, p) = p(t)∂αx(t)− p(0)∂αx(0). (9.28)

74



Proof.

∂αJ(x, p) =

∫ t

0

(
∂αp(s)ẋ(s) + p(s)∂αẋ(s)

)
ds (9.29)

−
∫ t

0

(
∂xH(s, x(s), p(s))∂αx(s) + ∂pH(s, x(s), p(s))∂αp(s)

)
ds

=

∫ t

0

(
∂αp(s)ẋ(s)− ṗ(s)∂αx(s)

)
ds+ p(s)∂αx(s)

∣∣∣t
0

+

∫ t

0

(
ṗ(s)∂αx(s)− ẋ(s)∂αp(s)

)
ds.

2

Set v(s, x, p) := ∂pH(s, x, p) and assume that we can express p as a function of s, x, v.
Define the Lagrangian

L(s, x, v) := vp(s, x, v)−H(s, x, p(s, x, v)). (9.30)

If [0, t] 3 s 7→ x(s) is a trajectory in the configuration space, we define the action

I(x) :=

∫ t

0

L(s, x(s), ẋ(s))ds. (9.31)

Clearly, I(x) = J(x, p), where p(s) = p(s, x(s), ẋ(s)).
We have the following configuration space analog of the above theorem:

Theorem 9.12. Let [0, t] 3 s 7→ x(s, α) be a family of trajectories depending on an
additional parameter α and satisfying the Euler-Lagrange equations. Then

∂αI(t, x) = p
(
t, x(t), ẋ(t)

)
∂αx(t)− p

(
0, x(0), ẋ(0)

)
∂αx(0). (9.32)

Corollary 9.13. Suppose that x(s) = x(s, xt, x0), p(s) = p(s, xt, x0) are trajectories satis-
fying the equation of motion with x(0) = x0 and x(t) = xt. Then

S(xt, x0) = J
(
x(xt, x0), p(xt, x0)

)
= I
(
x(xt, x0)

)
(9.33)

is the generating function of the transformation (x0, p0)→ (xt, pt).

9.6 Composition of generating functions

Suppose that

Rn ⊕ Rn 3 (x+, x) 7→ S+(x+, x), Rn ⊕ Rn 3 (x, x−) 7→ S−(x, x−) (9.34)

are two generating functions. Given x+, x−, we look for x(x+, x−) satisfying

∇xS+(x+, x(x+, x−)) +∇xS−(x(x+, x−), x−) = 0. (9.35)

Suppose such x(x+, x−) exists and is unique. Then we define

S+−(x+, x−) := S+(x+, x(x+, x−)) + S−(x(x+, x−), x−). (9.36)
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Proposition 9.14. Suppose S− is a generating function of a symplectic map ρ− and S+ is
a generating function of a symplectic map ρ+. Then S+− is a generating function of ρ+◦ρ−.
Moreover,

∇x+∇x−S(x+, x−) = −∇x+∇xS+(x+, x(x+, x−)) (9.37)

×
(
∇(2)
x S+(x+, x(x+, x−)) +∇(2)

x S−(x(x+, x−), x−)
)−1

×∇x∇x−S−(x(x+, x−), x−).

Proof. Differentiating (22.16) we obtain

(∇x+x)(x−, x+)
(
∇(2)
x S+(x+, x(x+, x−)) +∇(2)

x S−(x(x+, x−), x−)
)

+∇x∇x+
S+(x+, x(x+, x−)) = 0. (9.38)

Differentiating (22.17) we obtain

∇x−S(x−, x+) = ∇x−S−(x(x−, x+), x−),

∇x+∇x−S(x−, x+) = (∇x+x)(x−, x+)∇x∇x−S−(x(x−, x+), x−). (9.39)

Then we use (22.19) and (22.20). 2

10 Pseudounitary spaces

10.1 From complex to real spaces and back

Let W be a complex vector space. An antilinear involution v 7→ v on W will be called a
conjugation. For an operator R on W we set

Rv := Rv, RT := R
∗
. (10.1)

If R satisfies R = ±R, it will be called real resp. anti-real. The real subspace of W is defined
as

WR := {w ∈ W : w = w}. (10.2)

Conversely, to pass from a real space to a complex one, suppose now that Y is a real space.
Then Y ⊗C = CY will denote the complexification of Y (i.e., for every w ∈ W we can write
w = wR + iwI with wR, wI ∈ Y), and we have the natural conjugation vR + ivI = vR − ivI .

10.2 Bilinear forms

Let Y be a real vector space. Let

〈v|qw〉, v, w ∈ V (10.3)
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be a bilinear form on Y. We say that a linear map r preserves q if

〈rv|qrw〉 = 〈v|qw〉. (10.4)

Equivalently, rTqr = q.
Every symmetric form q on Y, and thus in particular every scalar product, extends to a

Hermitian form on CY given by

〈v|qw〉 =
(
vR + ivI |q(wR + iwI)

)
:= 〈vR|qwR〉+ 〈vI |qwI〉
− i〈vI |qwR〉+ i〈vR|qwI〉.

(10.5)

Note the additional property (v|qw) = (v|qw).
Extending an antisymmetric form 〈v|ωw〉 on Y to a Hermitian form on CY involves an

additional imaginary unit

i〈v|ωw〉 =
(
vR + ivI |Q(wR + iwI)

)
:= 〈vI |ωwR〉 − 〈vR|ωwI〉

+ i〈vR|ωwR〉+ i〈vI |ωwI〉.
(10.6)

Note the additional property (v|Qw) = −(v|Qw), which also differs from the symmetric case
above. Note also that we use the angular brackets for bilinear forms and round brackets for
sesquilinear forms.

10.3 Sesquilinear forms

Let W be a complex vector space. Let

〈v|Qw〉, v, w ∈ W (10.7)

be a bilinear form on W. We say that a linear map R preserves Q if

(Rv|QRw) = (v|Rw). (10.8)

Equivalently, R∗QR = Q.
We say that a conjugation · preserves Q if

(v|Qw) = (v|Qw). (10.9)

In that case,
Re(v|Qw), v, w ∈ WR, (10.10)

is a symmetric form on WR. Note that Im(v|Qw) = 0 on WR.
Similarly, we say that a conjugation · anti-preserves Q if

(v|Qw) = −(v|Qw). (10.11)

In that case,
Im(v|Qw), v, w ∈ WR, (10.12)

is an antisymmetric form on WR. Note that Re(v|Qw) = 0 on WR.
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10.4 Involutions

Definition 10.1. We say that a pair (Z(+)
• ,Z(−)

• ) of subspaces of a vector space W is
complementary if

Z(+)
• ∩ Z(−)

• = {0}, Z(+)
• + Z(−)

• =W.

A pair of projections Π
(+)
• and Π

(−)
• is called complementary if

Π
(−)
• Π

(+)
• = Π

(+)
• Π

(−)
• = 0, Π

(+)
• + Π

(−)
• = 1l. (10.13)

Definition 10.2. An operator S• on W is called an involution, if S2
• = 1l.

We can associate various objects with S•:

Π
(±)
• :=

1

2
(1l± S•), Z(±)

• := Ran(Π
(±)
• ). (10.14)

(Π
(+)
• ,Π

(−)
• ) is a pair of complementary projections and (Z(+)

• ,Z(−)
• ) is the corresponding

pair of complementary subspaces.

A possible name for Z(+)
• is the positive space, and for Z(−)

• is the negative space (associ-

ated with S•). We will however prefer names suggested by QFT: Z(+)
• is the particle space,

and Z(−)
• the antiparticle space.

10.5 Admissible involutions

Let W be a complex vector space equipped with a Hermitian form Q.

Definition 10.3. An involution S• on W will be called admissible if it preserves Q and the
scalar product

(v|w)• := (v|QS•w) = (S•v|Qw) (10.15)

is positive definite. Sometimes we will write W• to denote the space W equipped with the
scalar product (10.15).

Proposition 10.4. If S• is an admissible involution on (W, Q), then S• is self-adjoint and
unitary on W•.

For any admissible involution S•, we define the corresponding particle projection Π
(+)
•

and particle space Z(+)
• , as well as the antiparticle projection Π

(−)
• and antiparticle space

Z(−)
• , as in (10.14). Note the following relations:

(v|w)• = (Π
(+)
• v|Π(+)

• w)• + (Π
(−)
• v|Π(−)

• w)•,

(v|Qw) = (Π
(+)
• v|Π(+)

• w)• − (Π
(−)
• v|Π(−)

• w)•.

A space W equipped with a Hermitian form is called a Krein space if it possesses an
admissible involution S• such that W is a Hilbert space wrt the scalar product (·|·)•.
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10.6 Pseudo-unitary transformations as 2x2 matrices

S1 and S2 are two admissible involutions on a Krein space (W, Q). As explained above, W1

and W2 denote the space W with the Hilbert structure given by S1 resp. S2.

Proposition 10.5. Let R be a bounded operator R on W. The following are equivalent:

1. R is pseudo-unitary (preserves Q).

2. R is invertible and

R∗S2R = S1. (10.16)

3. R satisfies

R∗S2R = S1, (10.17a)

RS1R
∗ = S2. (10.17b)

Above, the Hermitian adjoint is understood in the sense of R :W1 →W2.

Proof. (1)⇒(2). Suppose that R is pseudo-unitary.

(v|R∗S2Rw)1 = (Rv|S2Rw)2 = (Rv|QRw) = (v|Qw) = (v|S1w)1, (10.18)

proves (10.16).
(2)⇒(3). (10.16) and the invertibility of R yields

R−1 = S1R
∗S2, R∗−1 = S2RS1, (10.19)

S2 = R∗−1S1R
−1. (10.20)

Inserting (10.19) into (10.20) yields (10.17b).
(3)⇒(1). By (10.17), S1R

∗S2 is the inverse of R. Now we rewrite (10.18) in a different
order:

(Rv|QRw) = (Rv|S2Rw)2 = (v|R∗S2Rw)1 = (v|S1w)1 = (v|Qw). (10.21)

Every bounded operator R on W can be written as

R =

[
R++ R+−
R−+ R−−

]
, (10.22)

with the matrix in the sense of R : Z(+)
1 ⊕Z(−)

1 → Z(+)
2 ⊕Z(−)

2 . If R is pseudo-unitary, its
components satisfy various relations:

Proposition 10.6. An operator R on W is pseudo-unitary if and only if

R∗++R++ −R∗−+R−+ = 1l, R∗++R+− −R∗−+R−− = 0,

R∗+−R++ −R∗−−R−+ = 0, R∗+−R+− −R∗−−R−− = −1l,
(10.23)

R++R
∗

++ −R+−R
∗

+− = 1l, R++R
∗
−+ −R+−R

∗
−− = 0,

R−+R
∗

++ −R−−R∗+− = 0, R−+R
∗
−+ −R−−R∗−− = −1l.

(10.24)
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Proof. Using S1 =
(

1l 0
0 −1l

)
and S2 =

(
1l 0
0 −1l

)
with respect to the decompositions Z(+)

1 ⊕Z(−)
1

and Z(+)
2 ⊕ Z(−)

2 , respectively, one easily sees that (10.17a) is equivalent to (10.23), and
(10.17b) is equivalent to (10.24).

Corollary 10.7. If R is a pseudo-unitary operator on W, then

R∗++R++ ≥ 1l, R++R
∗
++ ≥ 1l,

R∗−−R−− ≥ 1l, R−−R
∗
−− ≥ 1l,

Hence R−1
++ and R−1

−− are well-defined.

Proposition 10.8. Suppose that R is a pseudo-unitary operator on W. If we set

c(R) := R∗−+R
∗−1
−− = R−1

++R+−, (10.25a)

d(R) := R+−R
−1
−− = R∗−1

++ R∗−+, (10.25b)

one has the factorizations:

R =

[
1l d(R)
0 1l

] [
R∗−1

++ 0
0 R−−

] [
1l 0

c(R)∗ 1l

]
(10.26)

=

[
1l 0

d(R)∗ 1l

] [
R++ 0

0 R∗−1
−−

] [
1l c(R)
0 1l

]
. (10.27)

Moreover, we have the identities

R∗++R++ =
(
1l− c(R)c(R)∗

)−1
, R∗−−R−− =

(
1l− c(R)∗c(R)

)−1
, (10.28)

R++R
∗
++ =

(
1l− d(R)d(R)∗

)−1
, R−−R

∗
−− =

(
1l− d(R)∗d(R)

)−1
. (10.29)

Proof. The equality of the two formulas for c(R) and d(R) follows from the off-diagonal
relations in (10.23)–(10.24). The decomposition (10.26) can be seen by multiplying the
operator matrices on the right-hand side and using the first equation of (10.23).

10.7 Symplectic transformations as 2x2 matrices

Let us specialize some of the above discussion to Krein spaces with conjugation.

Proposition 10.9. Suppose that W is a space with a Hermitian form Q and a conjugation.
If S• is an admissible anti-real involution, then iS• is real and we have

Π
(+)
• = Π

(−)
• , Z(+)

• = Z(−)
• .

Then we will usually write Z• for Z(+)
• , so that W = Z• ⊕Z•.

The conjugation, which for typographical reasons is written as J acts as follows

J

[
z1

z2

]
=

[
z2

z1

]
. (10.30)
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Suppose that S1 and S2 are admissible anti-real involutions, so that W = Zi ⊕ Zi,
i = 1, 2. Then

R−− = R++ =: p,

R−+ = R+− =: q,

and thus every real operator R can be written as

R =

[
p q
q p

]
, (10.31)

in the sense of R : Z1 ⊕Z1 → Z2 ⊕Z2.
Here is the real version of Prop. 10.8: Note that real pseudounitary transformations after

restriction to WR are symplectic transformations.

Proposition 10.10. Suppose that R is real pseudo-unitary. The definitions (10.25a) and (10.25b)
can be rewritten as

c(R) := q∗p∗−1 = p−1q = c(R)T, (10.32a)

d(R) := qp−1 = p∗−1q∗ = d(R)T, (10.32b)

and one has the factorization:

R =

[
1l d(R)
0 1l

] [
p∗−1 0

0 p

] [
1l 0

c(R)∗ 1l

]
. (10.33)

10.8 Pseudo-unitary generators

Let (W, Q) be a Krein space.

Definition 10.11. We say that a densely defined operator B on W infinitesimally preserves
Q if B is a generator of a one-parameter group e−itB on W and

(v|QBw) = (Bv|Qw), v, w ∈ Dom(B). (10.34)

If in addition Q is non-degenerate, then we will say that B is a pseudo-unitary generator.
The quadratic form defined by (10.34) will be called the energy or Hamiltonian quadratic
form of B on Dom(B).

Proposition 10.12. Let B be a generator of a one-parameter group on W. Then e−itB,
t ∈ R, preserves Q if and only if B infinitesimally preserves Q.

Proof. Let us show ⇐. Assume first that v, w ∈ Dom(B). Then

d

dt
(e−itBv|Qe−itBw)

=i(Be−itBv|Qe−itBw)− i(e−itBv|QBe−itBw) = 0. (10.35)
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Hence
(e−itBv|Qe−itBw) = (v|Qw). (10.36)

By the density of Dom(B) and the boundedness of Q and e−itB , (10.36) extends to the
whole W.

In the proof of the⇒ we use the above arguments in the reverse order (with the exception
of the density argument, which is not needed). 2

10.9 Unitary operators on Krein spaces

The following proposition describes a large class of pseudo-unitary transformations and
pseudo-unitary generators on Krein spaces.

Proposition 10.13. Suppose that (W, Q) is a Krein space and S• is an admissible involu-
tion with the corresponding scalar product (·|·)•.

1. Let W is a real unitary operator on W• commuting with S•. Then it is symplectic and
it has the form

W =

[
W++ 0

0 W−−

]
, (10.37)

with W++, W−− unitary.

2. If B is a densely defined operator onW, self-adjoint in the sense ofW• and commuting
with S•, then B is a pseudo-unitary generator on (W, Q) in the sense of Def. 10.11
and has the form

B =

[
B++ 0

0 B−−

]
, (10.38)

with B++, B−− self-adjoint.

Definition 10.14. A densely defined operator B on a Krein space (W, Q) is called a stable
pseudo-unitary generator if it is similar to self-adjoint, Ker(B) = {0}, and sgn(B) is an
admissible involution. B is called a strongly stable pseudo-unitary generator if in addition
it is invertible.

In other words, a stable pseudo-unitary generator has a positive Hamiltonian and a
strongly stable generator has a positive Hamiltonian bounded away from zero.

10.10 Positive symplectic transformations

Suppose that S• is an antireal involution. Suppose that R is symplectic and positive on W•
Then it is of the form (10.31) with p = p∗ > 0, q = qT , p2 − qq = 1l. We have d = d1 = d2,
so that

d = qpT−1 = p−1qT.
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It is easy to check that one can find g = gT such that

p = cosh
√
gg∗, q = i

sinh
√
gg∗√

gg∗
g, d = i

tanh
√
gg∗√

gg∗
g, (10.39)

R =

[
cosh

√
gg∗ i sinh

√
gg∗√

gg∗
g

−i sinh
√
g∗g√

g∗g
g∗ cosh

√
g∗g

]
= exp

[
0 ig
−ig∗ 0

]
. (10.40)

10.11 Pairs of admissible involutions

Let S1, S2 be a pair of admissible involutions on a Krein space (W, Q). We will describe
some structural properties of such a pair.

Let Π
(+)
i ,Π

(−)
i ,Z(+)

i ,Z(−)
i , i = 1, 2, be defined as in (10.14). Set

K := S2S1, c := Π
(+)
1

1l−K
1l +K

Π
(−)
1 , (10.41)

where c is interpreted as an operator from Z(−)
1 to Z(+)

1 .

Proposition 10.15. K is pseudo-unitary and invertible. K is positive and ‖c‖ < 1 with
respect to (·|·)1 and (·|·)2. We have

S1KS1 = S2KS2 = K−1, (10.42)

S1
1l−K
1l +K

S1 = S2
1l−K
1l +K

S2 = −1l−K
1l +K

. (10.43)

Proof. K is pseudo-unitary as the product of two pseudo-unitary transformations. The
inequality

(v|Kv)1 = (S1v|QS2S1v) = (S1v|S1v)2 ≥ a(S1v|S1v)1 = a(v|v)1

with a > 0 shows the positivity of K wrt (·|·)1 and its invertibility. This implies ‖ 1l−K
1l+K ‖ < 1.

Hence ‖c‖ < 1.
The identities (10.42) and (10.43) are direct consequences of the definition of K and

S2
1 = S2

2 = 1l.
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Proposition 10.16. Using the decomposition W = Z(+)
1 ⊕Z(−)

1 we have

1l−K
1l +K

=

[
0 c
c∗ 0

]
, (10.44a)

K =

[
(1l + cc∗)(1l− cc∗)−1 −2c(1l− c∗c)−1

−2c∗(1l− cc∗)−1 (1l + c∗c)(1l− c∗c)−1

]
, (10.44b)

Π
(+)
1 =

[
1l 0
0 0

]
, Π

(+)
2 =

[
(1l− cc∗)−1 c(1l− c∗c)−1

−c∗(1l− cc∗)−1 −c∗c(1l− c∗c)−1

]
,

(10.44c)

Π
(−)
1 =

[
0 0
0 1l

]
, Π

(−)
2 =

[
−cc∗(1l− cc∗)−1 −c(1l− c∗c)−1

c∗(1l− cc∗)−1 (1l− c∗c)−1

]
,

(10.44d)

S1 =

[
1l 0
0 −1l

]
, S2 =

[
(1l + cc∗)(1l− cc∗)−1 2c(1l− c∗c)−1

−2c∗(1l− cc∗)−1 −(1l + c∗c)(1l− c∗c)−1

]
.

(10.44e)

Moreover, if S1 is an admissible involution and ‖c‖ < 1, then S2 given as in (10.44e) is an
admissible involution.

Proof. (10.43) implies (10.44a). From the definition of c (or (10.44a)) we obtain

K =

[
1l −c
−c∗ 1l

] [
1l c
c∗ 1l

]−1

=

[
1l −c
−c∗ 1l

] [
(1l− cc∗)−1 −c(1l− c∗c)−1

−c∗(1l− cc∗)−1 (1l− c∗c)−1

]
.

This yields (10.44b).
From S2 = KS1 we obtain (10.44c), (10.44d) and (10.44e).

The involutions S1 and S2 correspond to the pairs of complementary subspaces (Z(+)
1 ,Z(−)

1 ),

resp. (Z(+)
2 ,Z(−)

2 ). The following proposition implies the existence of two other direct sum
decompositions. This fact plays an important role in the construction of the (in-out) Feyn-
man inverse.

Proposition 10.17. The pairs of subspaces (Z(+)
1 ,Z(−)

2 ) and (Z(+)
2 ,Z(−)

1 ) are complemen-
tary. Here are the corresponding projections:

Λ
(+)
12 =

[
1l c
0 0

]
= Π

(+)
1 Υ−1Π

(+)
2 projects onto Z(+)

1 along Z(−)
2 , (10.45a)

Λ
(−)
21 =

[
0 −c
0 1l

]
= Π

(−)
2 Υ−1Π

(−)
1 projects onto Z(−)

2 along Z(+)
1 , (10.45b)

Λ
(+)
21 =

[
1l 0
−c∗ 0

]
= Π

(+)
2 Υ−1Π

(+)
1 projects onto Z(+)

2 along Z(−)
1 , (10.45c)

Λ
(−)
12 =

[
0 0
c∗ 1l

]
= Π

(−)
1 Υ−1Π

(−)
2 projects onto Z(−)

1 along Z(+)
2 , (10.45d)
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where

Υ−1 =

[
1l− cc∗ 0

0 1l− c∗c

]
=

4

(2 + S2S1 + S1S2)
=

4

(1l +K)(1l +K−1)
. (10.46)

Proof. We apply Prop. ??.
We can reformulate Prop. 10.17 as follows.

Proposition 10.18. Let Z1 be an m-positive subspace and Z2 an m-negative space. Then
they are complementary.

Proof. By Prop. ?? there exist admissible involutions S1 and S2 such that Z1 = Z(+)
1 and

Z2 = Z(−)
2 . Hence, it suffices to apply Prop. 10.17. 2

As a side remark, not used in what follows, let us record the following construction.
Remember that K is positive (with respect to both (·|·)1 and (·|·)2). Hence it possesses a
unique positive square root. Now

M :=
√
K.

is a natural similarity transformation between S1 and S2 (see e.g. [?]):

Proposition 10.19. M is pseudounitary, invertible and positive with respect to (·|·)1 and
(·|·)2. Moreover,

S2 = MS1M
−1, (10.47)

M =

[
(1l− cc∗)− 1

2 −c(1l− c∗c)− 1
2

−c∗(1l− cc∗)− 1
2 (1l− c∗c)− 1

2

]
(10.48)

=

[
1l −c
0 1l

] [
(1l− cc∗) 1

2 0

0 (1l− c∗c)− 1
2

] [
1l 0
−c∗ 1l

]
. (10.49)

M−1 =

[
(1l− cc∗)− 1

2 c(1l− c∗c)− 1
2

c∗(1l− cc∗)− 1
2 (1l− c∗c)− 1

2

]
(10.50)

=

[
1l c
0 1l

] [
(1l− cc∗) 1

2 0

0 (1l− c∗c)− 1
2

] [
1l 0
c∗ 1l

]
. (10.51)

Proof. By definition of K, it holds that

KS1K = S1. (10.52)

Since K is invertible, (10.52) can be rewritten as

K = S1K
−1S1.

The positive square root of a positive operator is a unitary invariant, and S1 is self-adjoint
and unitary. Therefore,

M = S1M
−1S1.

Using this, we obtain
S2 = KS1 = M2S1 = MS1M

−1.

We easily check that (10.48) = (10.49) ≥ 0. We also check that its square is K. By the
uniqueness of the square root it is M .
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In the real case the operators c, K have additional properties:

Proposition 10.20. Suppose that (W, Q) is a Krein space with conjugation. Let S1, S2

be two admissible anti-real involutions on W. Let K and c be defined as in (10.41). Then
K = K and cT = c.

11 Fock representation in the real (or neutral) formal-
ism

11.1 Canonical commutation relations

Suppose that Y is a real vector space equipped with an antisymmetric form ω, i.e., (Y, ω)
is a pre-symplectic space.

Let CCR(Y) denote the complex unital ∗-algebra generated by φ(w), w ∈ Y, satisfying

1. φ(w)∗ = φ(w),

2. the map Y 3 w 7→ φ(w) is linear,

3. and the canonical commutation relations hold,[
φ(v), φ(w)

]
= i〈v|ωw〉, v, w ∈ Y. (11.1)

Let W := CY be the complexification of Y. Thus w ∈ W is of the form w = wR + iwI ,
wR, wI ∈ Y, w = wR− iwI . Let Q the corresponding Hermitian form, as described in (10.6):

(v|Qw) := i〈v|ωw〉, v, w ∈ W. (11.2)

We extend φ to W, so that it is complex antilinear:

φ(wR + iwI) := φ(wR)− iφ(wI), wR, wI ∈ Y.

Then we have, for all v, w ∈ W,

φ∗(w) := φ(w)∗ = φ(w),[
φ(v), φ∗(w)

]
= (v|Qw).

11.2 Fock representation

Let S• be a linear operator on W that satisfies S2
• = 1l, S• = −S• and

(v|w)• := (v|QS•w) = (S•v|Qw) (11.3)

is a (positive) scalar product, such that W becomes a Hilbert space.
In other words, we assume that W is Krein and S• is an admissible anti-real involution

on W, see Subsect. 10.5.
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Let Π• := 1
2 (1l + S•) be the corresponding particle projection, so that S• = Π• − Π•

Z• := RanΠ• see Subsect. 10.4. Note that (·|Q·) on Z• is positive definite and coincides
with (·|·)•. Note that (·|Q·) on Z• is negative definite and coincides with −(·|·)•. Z• and
Z• are mutually orthogonal wrt both (·|Q·) and (·|·)•. Hence φ(z)∗ = φ(z),

[φ(z1), φ(z2)] = [φ(z1), φ(z2)] = 0, (11.4)

[φ(z1), φ(z2)] = (z1|z2), z1, z2 ∈ Z•. (11.5)

Note that (11.4) and (11.5) are precisely the relations of creation/annihilation operators.
Therefore, introducing the bosonic Fock space Γs(Z•) and the corresponding creation and
annihilation operators a∗•(z), a•(z) on Γs(Z•) we obtain a representation of CCR

φ•(w) := a•(Π•w) + a∗•(Π•w),

φ∗•(w) := a∗•(Π•w) + a•(Π•w), w ∈ W.

It is called the Fock representation associated with S• The state given by the vacuum
Ω• ∈ Γs(Z•): satisfies (

Ω•|φ(v)φ∗(w)Ω•
)

= (Π•v|QΠ•w), v, w ∈ W.

Note that if z ∈ Z•, then

φ•(z) = a•(z), φ•(z) = a∗•(z).

11.3 Squeezed vectors

Let {ei}i be an orthonormal basis of Z•. Let c = [cij ]] be a symmetric matrix with
∑
i,j

|cij |2 <

∞. We then define

a∗•(c) :=
∑
i,j

cija
∗
•(ei)a

∗
•(ej),

a•(c) :=
∑
i,j

cija•(ej)a•(ei).

Clearly, a•(c) and a∗•(c) do not depend on the choice of basis {ei}i.
Here is a basis independent formulation. c is a Hilbert–Schmidt operator from Z• to Z•

satisfying cT = c (see (10.1) for the definition of cT). In an orthonormal basis the operator
c can be written as ∑

i,j

cij |ei)(ej |, (11.6)

Proposition 11.1. If ‖c‖ < 1, then e
1
2a
∗
•(c) defines a closed operator. If c1, c2 are two such

operators, then (
e

1
2a
∗
•(c1)Ω•|e

1
2a
∗
•(c2)Ω•

)
=

1√
det(1l− c∗1c2)

. (11.7)

In particular, the vector
Ω•,c := det(1l− c∗c) 1

4 e
1
2a
∗
•(c)Ω• (11.8)

is normalized.
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Proof. ( See e.g. Theorem 11.28 in [?].) We can diagonalize cc∗ obtaining an orthonormal
basis ei with eigenvalues λ2

i . Then we unitarily identify Γs(Z) with ⊗
i∈I

(Γs(C),Ω). Under

this identification,

e
1
2a
∗(c)Ω ' ⊗

i∈I
e

1
2λia

∗2
Ω,

∥∥∥e
1
2a
∗(c)Ω

∥∥∥2

Γs(Z)
=
∏
i∈I

∥∥∥e
1
2λia

∗2
Ω
∥∥∥2

Γs(C)
=
∏
i∈I

∞∑
m=0

(2m)!λ2m
i

22m(m!)2

=
∏
i∈I

(
1− λ2

i

)− 1
2

= det
(

1l− c∗c
)− 1

2

.

The vector Ω•,c defined in (11.8) is called a squeezed vector. It satisfies(
a•(z)− a∗•(cz)

)
Ω•,c = 0, z ∈ Z.

11.4 Metaplectic group in the Fock representation

Assume that Y is a finite dimensional symplectic space. Let R be a linear operator on
W = RY. We say that R is real if R = R. It is pseudounitary if it preserves Q and is
invertible.

Thus a real pseudounitary R satisfies

R = R, (11.9)

RTQR = Q, (11.10)

RQRT = Q. (11.11)

By (11.9), on W = Z ⊕ Z,

R =

[
p q
q p

]
, (11.12)

with p ∈ B(Z), q ∈ B(Z,Z),

by (11.10) : p∗p− q#q = 1l, p∗q − q#p = 0,

by (11.11) : pp∗ − qq∗ = 1l, pq# − qp# = 0.

Proposition 11.2. Suppose that R is real pseudo-unitary. Set

c(R) := q∗p∗−1 = p−1q = c(R)T, (11.13a)

d(R) := qp−1 = p∗−1q∗ = d(R)T, (11.13b)

and one has the factorization:

R =

[
1l d(R)
0 1l

] [
p∗−1 0

0 p

] [
1l 0

c(R)∗ 1l

]
. (11.14)
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Theorem 11.3. If R ∈ Sp(Y), then the corresponding pair of metaplectic Bogoliubov
implementers, that is, elements of Mp(Y) implementing R, has the form

±R̂met := ±(det p∗)−
1
2 e−

1
2 â
∗(d)Γ

(
(p∗)−1

)
e

1
2 â(c), (11.15)

Before we prove the above theorem, let us describe some classes of Bogoliubov transfor-
mations.

Example 11.4. Bogoliubov transformations preserving the particle number.

Suppose that W is a real unitary operator on Z ⊕Z. Then it is symplectic and for some
unitary w on Z it is of the form

W =

[
w 0
0 w

]
, (11.16)

We can write w = eih. Hence W is implemented by

Ĥ :=
1

2

∑
hij
(
â∗i âj + âj â

∗
i

)
= dΓ(h) +

1

2
Trh. (11.17)

Now
eiĤ = e

i
2 TrhΓ(eih) = (detw)

1
2 Γ(w). (11.18)

Example 11.5. Positive symplectic transformations.

Suppose that R is symplectic and positive. Then it is of the form (10.31) with p = p∗ > 0,
q = qT , p2 − qq = 1l. We have d = d1 = d2, so that

d = qpT−1 = p−1qT.

It is easy to check that one can find g = gT such that

p = cosh
√
gg∗, q = i

sinh
√
gg∗√

gg∗
g, d = i

tanh
√
gg∗√

gg∗
g, (11.19)

R =

[
cosh

√
gg∗ i sinh

√
gg∗√

gg∗
g

−i sinh
√
g∗g√

g∗g
g∗ cosh

√
g∗g

]
= exp

[
0 ig
−ig∗ 0

]
. (11.20)

This is implemented by

R̂met := (det p)−
1
2 e−

1
2a
∗(d)Γ

(
p−1
)
e

1
2a(d).

Note that for positive symplectic transformations there is a distinguished element in the
pair of metaplectic implementers: the one with a positive vacuum expectation value.

Proof of Theorem 11.3. Let R be an arbtrary symplectic transformation. By the
polar decomposition in the space W equipped with the (positive) scalar product.It can be
written as

R = WR0 (11.21)

where R0 > 0 and W is unitary. Both are real. Unitary real operators are automatically
symplectic. Therefore, W is symplectic, and hence so is R0. Then we apply Example 11.4
to W and Example 11.5 to R0. We check that ŴmetR̂met has the form (11.15).
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11.5 Implementation of symplectic transformations

Let us go back to a symplectic space (Y, ω) of arbitrary dimension with complexification
(W, Q) Let R be a symplectic (that is, real pseudo-unitary) transformation on (W, Q). As
before, we fix an anti-real admissible involution S•. Let us specialize (8.4) to the Fock
representation given by S•. We say that an operator R̂ implements R in the representation
W 3 w 7→ φ•(w) if it satisfies

R̂φ•(w)R̂−1 = φ•(Rw), w ∈ W.

Recall from (11.14), that in the sense of Z• ⊕Z• we can write R as

R =

[
p q
p q

]
=

[
1l d(R)
0 1l

] [
p∗−1 0

0 p

] [
1l 0

c(R)∗ 1l

]
. (11.22)

For brevity we will write c, d instead of c(R), d(R).
The following theorem is called the Shale criterion. It is proven e.g. in [?].

Theorem 11.6. The following are equivalent:
(1) q is Hilbert–Schmidt, (2) pp∗ − 1l is trace class, (3) c is Hilbert–Schmidt,
(4) d is Hilbert–Schmidt, (5) R is implementable.

If this is the case, then all implementers of R coincide up to a phase factor. Among them
there exists a unique one, called the natural implementer and denoted R̂nat, which satisfies
(Ω|R̂natΩ) > 0. It is equal to

R̂nat = (det p∗p)−
1
4 e−

1
2a
∗
•(d)Γ(p∗−1)e

1
2a•(c). (11.23)

Unfortunately, the natural implementer defined in (11.23) does not give a representation
of the symplectic group, and only a projective representation. Under more restrictive con-
ditions one can obtain a 1− 2 representation, by choosing the metaplectic implementer, see
e.g. [?].

Proposition 11.7. If p− 1l is trace class, then the assumptions of Thm. 11.6 are satisfied.
Besides, there exist two metaplectic implementers, differing with the sign, which implement
R of the form (11.15).

Let us go back to the Shale criterion, so that R̂nat is well defined. Then

(det p∗p)−
1
4 = det(1l + q∗q)−

1
4 = det(1l− cc∗) 1

4 = det(1l− dd∗) 1
4 (11.24)

is a positive number less that 1. (11.24) has an important physical meaning: it is the
vacuum–vacuum amplitude and equals (Ω2|R̂natΩ1).

Instead of (11.23), one could introduce the “renormalized Bogoliubov implementer”

R̂ren :=
R̂nat

(Ω|R̂natΩ)
, (11.25)

which is always well defined as a quadratic form, even if (11.24) is zero.
If (11.24) is zero, so that R̂nat is ill-defined, we can still compute ratios of scattering

cross-sections with help of (11.25). Thus a consequence, in Quantum Field Theory (at least,
in its linear version) we do not need to worry too much about the Shale criterion and the
implementability of the scattering operator.
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11.6 Comparison of two Fock representations

Suppose now that S1, S2 are two admissible anti-real involutions on W. Let Z1 and Z2 be
the corresponding particle spaces. Let φ1 and φ2 be the Fock representations on Γs(Z1),
resp. Γs(Z2) corresponding to S1, resp. S2. We will assume that

(Ω2|Ω1) > 0, (11.26)

which can always be achieved by multiplying Ω2 with a phase factor.
Let K, c and Υ be defined as in (10.41) and (10.46), that is

K = S2S1, c = Π1
1l−K
1l +K

Π1, Υ =
2 + S1S2 + S2S1

4
. (11.27)

The first part of the following theorem is another form of the Shale criterion:

Proposition 11.8. 1. The following conditions are equivalent: (1) c is Hilbert-Schmidt,
(2) K − 1l is trace class, (3) Υ− 1l is trace class. This is equivalent to the equivalence
of the representations φ1 and φ2.

2. Suppose that c is Hilbert–Schmidt. Let Ω1 ∈ Γs(Z1) be the vacuum in the φ1 rep-
resentation. Then the state ω2 coincides with (Ω2| · Ω2), where Ω2 is the squeezed
vector

Ω2 := det(1l− c∗c) 1
4 e

1
2a
∗
1(c)Ω1. (11.28)

Moreover, we have

(Ω2|Ω1) = det(1l− c∗c) 1
4 = det Υ−

1
4 , (11.29)(

Ω2|φ2(v)φ∗2(w)Ω1

)
(Ω2|Ω1)

= (v|QΠ2Υ−1Π1w). (11.30)

Proof. (1) is proven e.g. in [?].
Let us prove (2). Recall that in (10.49) we defined the operator

M =

[
1l −c
0 1l

] [
(1l− cc∗) 1

2 0

0 (1l− c∗c)− 1
2

] [
1l 0
−c∗ 1l

]
(11.31)

satisfying S2 = MS1M
−1. By Thm 11.6 we have

M̂nat = det(1l− cc∗)− 1
4 e

1
2a
∗
1(c)Γ(1l− cc∗) 1

2 e−
1
2a1(c), (11.32)

M̂natφ1(v)M̂nat−1 = φ2(v), M̂natΩ1 = Ω2. (11.33)

This implies (11.28) and (11.29).
Let us show (11.30). By (10.45c), z ∈ Z1 implies z − cz ∈ Z2. Therefore, we can write

φ1(v) = φ1

(
Π1v + cΠ1v

)
+ φ1

(
Π1v − cΠ1v

)
= a1

(
Π1v + cΠ1v

)
+ a∗2

(
Π1v − cΠ1v

)
φ∗1(w) = φ∗1

(
Π1w

)
+ φ∗1

(
Π1w

)
= a∗1

(
Π1w

)
+ a1

(
Π1w

)
.
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After putting (Ω2| · Ω1) around φ1(v)φ∗1(w), we move the a∗2 terms to the left so that they
annihilate Ω2, and the a1 terms to the right, so that they annihilate Ω1. Hence,

(Ω2|φ1(v)φ∗1(w)Ω1)

(Ω2|Ω1)
=
[
φ1

(
Π1v + cΠ1v

)
, φ∗1
(
Π1w

)]
(11.34)

=
(
(Π1 + cΠ1)v|QΠ1w

)
. (11.35)

Now, by (10.45a),
Π1 + cΠ1 = Π1Υ−1Π2.

Finally, we use the Q-self-adjointness of Υ. 2

12 Fock representation in the complex (or charged) for-
malism

In this section we will describe the complex or charged formalism of bosonic quantization.
At first sight it seems more complicated than the neutral formalism discussed in the pre-
vious section. However there are some points where it is more convenient than the neutral
formalism. For instance, calculations involving gauge-invariant squeezed vectors of Subsect.
12.3 are slightly simpler than those using squeezed vectors of Subsect. 11.3.

12.1 Charged canonical commutation relations

Suppose that W is a complex vector space equipped with a Hermitian form

(v|Qw), v, w ∈ W.

Let CCR(W) denote the complex unital ∗-algebra generated by ψ(w) and ψ∗(w), w ∈ W,
such that

1. ψ∗(w) = ψ(w)∗,

2. the map W 3 w 7→ ψ∗(w) is linear,

3. and the canonical commutation relations hold,[
ψ(v), ψ∗(w)

]
= (v|Qw),

[
ψ∗(v), ψ∗(w)

]
= 0, v, w ∈ W. (12.1)

The transformation

αs(ψ(w)) := e−isψ(w), αs(ψ
∗(w)) := eisψ∗(w), (12.2)

extends uniquely to a ∗-automorphism on CCR(W) and is sometimes called the gauge trans-
formation. Usually observables are restricted to the gauge invariant part of CCR(W):

CCRgi(W) := {A ∈ CCR(W) | αs(A) = A}. (12.3)
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12.2 Fock representations

Assume, in addition, that (W, Q) is Krein. Let S• be an admissible involution on W and

introduce Π
(±)
• , Z(±)

• as in Subsect. 10.4.
Then we have a unique centered pure quasi-free state on CCR(W) defined by

ω•
(
ψ(v)ψ∗(w)

)
= (v|QΠ

(+)
• w),

ω•
(
ψ∗(v)ψ(w)

)
= (w|QΠ

(−)
• v),

ω•
(
ψ∗(v)ψ∗(w)

)
= 0,

ω•
(
ψ(v)ψ(w)

)
= 0.

Let us describe explicitly the GNS representation of ω•. It acts on the bosonic Fock
space

Γs

(
Z(+)
• ⊕Z(−)

•
)
' Γs(Z(+)

• )⊗ Γs(Z(−)
• ).

The state ω• is represented by the Fock vacuum (Ω| · Ω). Denote the creation and annihila-
tion operators by a∗• and a•. The fields ψ in the representation given by ω•. will be denoted
by ψ•. More generally, A• denotes A ∈ CCR(W) in this representation. We have

ψ•(w) := a•(Π
(+)
• w) + a∗•(Π

(−)
• w),

ψ∗•(w) := a∗•(Π
(+)
• w) + a•(Π

(−)
• w).

The operator dΓ(S•) plays the role of a charge. This means, representation given by S•,
then

αs(A)• = eisdΓ(S•)A•e
−isdΓ(S•). (12.4)

12.3 Gauge invariant squeezed vectors

In typical applications of the charged formalism the evolution and observables are assumed
to be invariant with respect to the U(1) group (??). Similarly, the natural class of squeezed
vectors in the charge formalism consists of gauge invariant squeezed vectors, which we in-
troduce below.

Let c be a Hilbert–Schmidt operator from Z(−)
• to Z(+)

• . Let {ej}i be an orthonormal

basis in Z(−)
• and {fi}i be an orthonormal basis in Z(+)

• . The operator c can be written as∑
i,j

cij |fi)(ej |, (12.5)

where
∑
i,j

|cij |2 <∞. We then define

a∗•,gi(c) :=
∑
i,j

cija
∗
•(fi)a

∗
•(ej),

a•,gi(c) :=
∑
i,j

cija•(ej)a•(fi).

Clearly, neither a∗•,gi(c) nor a•,gi(c) depend on the bases {ei}i and {fi}i.
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Proposition 12.1. If ‖c‖ < 1, then ea
∗
•,gi(c)Ω• is well-defined as a vector in Γs

(
Z(+)
• ⊕Z(−)

•
)
.

Moreover, if c1, c2 are two such operators, then(
ea
∗
•,gi(c1)Ω•|ea

∗
•,gi(c2)Ω•

)
=

1

det(1l− c∗1c2)
. (12.6)

In particular, the vector

Ω•,gi(c) := det(1l− c∗c) 1
2 ea

∗
•,gi(c)Ω• (12.7)

is normalized.

(12.7) is called a gauge-invariant squeezed vector. It satisfies(
a•,gi(w)− a∗•,gi(cw)

)
Ω•,gi(c) = 0, w ∈ Z(−)

• ,(
a•,gi(w)− a∗•,gi(c

∗w)
)
Ω•,gi(c) = 0, w ∈ Z(+)

• .

12.4 Comparison of squeezed vectors in the real and complex for-
malism

Gauge-invariant squeezed vectors can be treated as usual ones, introduced in Subsect. 11.3.
Recall that to define a squeezed vector in the charged formalism we consider the Fock space

Γs(Z(+)
• ⊕Z(−)

• ) and a Hilbert–Schmidt operator c : Z(−)
• → Z(+)

• . We set Z• := Z(+)
• ⊕Z(−)

•
and consider

c̃ :=

[
0 c
cT 0

]
,

which is an operator Z• → Z• such that c̃T = c̃. Now,

a∗•,gi(c) =
1

2
a∗•(c̃), (12.8)

det(1l− c∗c)2 = det(1l− c̃∗c̃), (12.9)

Ω•,gi(c) = Ω•,c̃. (12.10)

Therefore, the formulas (12.6) and (11.7) are consistent with one another.

12.5 Implementation of pseudo-unitary transformations

This subsection and the next are analogous to Subsections 11.5 and 11.6 from the neutral
case. There are some subtle differences between theneutral and the charge case, therefore
we give the details.

Let R be a pseudo-unitary transformation on (W, Q). As before, we fix an admissible
involution S•. We say that an operator R̂ implements R in the representation W 3 w 7→
ψ∗•(w) if it satisfies

R̂ψ∗•(w)R̂−1 = φ∗•(Rw), w ∈ W.
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Recall from (10.26), that in the sense of Z(+)
• ⊕Z(−)

• we can write R as

R =

[
1l d
0 1l

] [
R∗−1

++ 0
0 R−−

] [
1l 0
c∗ 1l

]
(12.11)

=

[
1l 0
d∗ 1l

] [
R++ 0

0 R∗−1
−−

] [
1l c

1l

]
. (12.12)

For brevity we will write c, d instead of c(R), d(R).
The following theorem is a complex version of Thm 11.6.

Theorem 12.2. The following are equivalent:
(1) R+− is Hilbert–Schmidt, (2) R−+ is Hilbert-Schmidt,
(3) R++R

∗
++ − 1l is trace class, (4) R−−R

∗
−− − 1l is trace class,

(5) c is Hilbert–Schmidt, (6) d is Hilbert–Schmidt, (7) R is implementable.
If this is the case, then all implementers of R coincide up to a phase factor. Among them
there exists a unique one, called the natural implementer and denoted R̂nat, which satisfies
(Ω|R̂natΩ) > 0. It is equal to

R̂nat = |detR∗++R
T
−−|−

1
2 e−a

∗
•gi(d)Γ(R∗−1

++ ⊕RT−1
−− )ea•gi(c).

Proof. Take the complex conjugate of (12.12) and reverse the order of the components,

obtaining, in the sense of Z(−)
• ⊕Z(+)

• ,

R =

[
1l dT

0 1l

] [
RT−1
−− 0
0 R++

] [
1l 0
c 1l

]
. (12.13)

Then insert (12.13) in the middle of (12.11), obtaining the operator on Z• ⊕ Z•, where

Z• := Z(+)
• ⊕Z(−)

• :

R =


1l 0 0 d
0 1l dT 0
0 0 1l 0
0 0 0 1l



R∗−1

++ 0 0 0

0 RT−1
−− 0 0

0 0 R++ 0
0 0 0 R−−




1l 0 0 0
0 1l 0 0
0 c 1l 0
c∗ 0 0 1l

 (12.14)

Then we apply Thm. 11.6 from the neutral formalism, and take into account (12.8).
Here is the complex version of Prop. 11.7:

Proposition 12.3. If R++− 1l and R−−− 1l are trace class, the assumptions of Thm. 11.6
are satisfied. Besides, there exist two metaplectic implementers, differing with the sign:

±R̂met =
(
detR∗++R

T
−−
)− 1

2 e−a
∗
•,gi(d)Γ(R∗−1

++ ⊕RT−1
−− )ea•,gi(c).

12.6 Comparison of two Fock representations

Suppose now that S1, S2 are two admissible involutions on W. Let Z(±)
1 and Z(±)

2 be the
corresponding particle spaces, ψ∗1 and φ∗2 be the Fock representations, etc. Let K, c and Υ
be defined as in (10.41) and (10.46).

The following proposition is the complex version of Prop. 11.8.
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Proposition 12.4. 1. The representations ψ∗1 and ψ∗2 are equivalent if and only if c is
Hilbert–Schmidt.

2. Suppose that c is Hilbert–Schmidt. Let Ω1 ∈ Γs(Z(+)
1 ⊕Z(−)

1 ) be the vacuum in the ψ∗1
representation. Then the state ω2 coincides with (Ω2| · Ω2), where Ω2 is the squeezed
vector

Ω2 := det(1l− c∗c) 1
2 ea

∗
gi1(c)Ω1. (12.15)

Moreover, we have

(Ω2|Ω1) = det(1l− c∗c) 1
2 = det Υ−

1
2 , (12.16)(

Ω2|ψ2(v)ψ∗2(w)Ω1

)
(Ω2|Ω1)

= (v|QΠ
(+)
2 Υ−1Π

(+)
1 w). (12.17)

Proof. Let us prove (2). Note that the operator M defined in (10.49) and recalled in
(11.31) can still be used. It satisfies satisfying S2 = MS1M

−1. By Thm 12.2 we have

M̂nat = det(1l− cc∗)− 1
2 ea

∗
gi1(c)Γ

(
(1l− cc∗) 1

2 ⊕ (1l− cc∗) 1
2

)
e−agi1(c), (12.18)

M̂natψ∗1(v)M̂nat−1 = ψ∗2(v), M̂natΩ1 = Ω2. (12.19)

This implies (12.15) and (12.16).

Let us show (11.30). By (10.45b), z ∈ Z(−)
1 implies z − cz ∈ Z(−)

2 . Therefore, we can
write

ψ1(v) = ψ1

(
Π

(+)
1 v + cΠ

(−)
1 v

)
+ ψ1

(
Π

(−)
1 v − cΠ(−)

1 v
)

= a1

(
Π

(+)
1 v + cΠ

(−)
1 v

)
+ a∗2

(
Π

(+)
1 v − cΠ(+)

1 v
)

ψ∗1(w) = ψ∗1
(
Π

(+)
1 w

)
+ ψ∗1

(
Π

(−)
1 w

)
= a∗1

(
Π

(+)
1 w

)
+ a1

(
Π

(+)
1 w

)
.

After putting (Ω2| · Ω1) around ψ1(v)ψ∗1(w), we move the a∗2 terms to the left so that they
annihilates Ω2, and the a1 terms to the right, so that they annihilate Ω1. Hence,

(Ω2|ψ1(v)ψ∗1(w)Ω1)

(Ω2|Ω1)
=
[
ψ1

(
Π

(+)
1 v + cΠ

(−)
1 v

)
, ψ∗1

(
Π

(+)
1 w

)]
(12.20)

=
(
(Π

(+)
1 + cΠ

(+)
1 )v|QΠ

(+)
1 w

)
. (12.21)

Finally, by (10.45a),

Π
(+)
1 + cΠ

(−)
1 = Π

(+)
1 Υ−1Π

(+)
2 .

13 Coherent states

13.1 General coherent states in the Schrödinger representation

Fix a normalized vector Ψ ∈ L2(Rd). The family of coherent vectors associated with the Ψ
is defined by

Ψ(y,w) := e
i
~ (−yp̂+wx̂)Ψ, (y, w) ∈ Rd ⊕ Rd.
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The orthogonal projection onto Ψ(y,w), called the coherent state, will be denoted

P(y,w) := |Ψ(y,w))(Ψ(y,w)| = e
i
~ (−yp̂+wx̂)|Ψ)(Ψ|e i

~ (yp̂−wx̂).

It is natural to assume that (
Ψ|x̂Ψ

)
= 0,

(
Ψ|p̂Ψ

)
= 0.

This assumption implies that(
Ψ(y,w)|x̂Ψ(y,w)

)
= y,

(
Ψ(y,w)|p̂Ψ(y,w)

)
= w.

Note however that we will not use the above assumption in this section.
Explicitly,

Ψ(y,w)(x) = e
i
~ (w·x− 1

2y·w)Ψ(x− y),

P(y,w)(x1, x2) = Ψ(x1 − y)Ψ(x2 − y)e
i
~ (x1−x2)·w.

Theorem 13.1.

(2π~)−d
∫
P(y,w)dydw = 1l. (13.1)

Proof. Let Φ ∈ L2(Rd). Then∫ ∫
(Φ|P(y,w)Φ)dydw

=

∫ ∫ ∫ ∫
Φ(x1)Ψ(x1 − y)Ψ(x2 − y)e

i
~ (x1−x2)·wΦ(x2)dx1dx2dydw

= (2π~)d
∫ ∫

Φ(x)Ψ(x− y)Ψ(x− y)Φ(x)dxdy = (2π~)d‖Φ‖2‖Ψ‖2.

13.2 From Schrödinger to Fock representation

Let ν = [νij ] be a positive symmetric matrix, with ν−1 = [νij ] denoting its inverse. Consider
the Gaussian vector

Ω(x) := π−
d
4 (det ν)

1
2 e−

1
2xν

2x. (13.2)

Let us define the creation/annihilation operators in their classical and quantum versions:

a∗(i) =
1√
2

(νijx
j − νij ipj), a(i) =

1√
2

(νijx
j + νij ipj), (13.3)

â∗(i) =
1√
2

(νij x̂
j − νij ip̂j), â(i) =

1√
2

(νij x̂
j + νij ip̂j), (13.4)

xi =
1√
2
νij
(
a(i) + a∗(i)

)
, pj =

1

i
√

2
νji
(
a(i)− a∗(i)

)
, (13.5)

x̂i =
1√
2
νij
(
â(i) + â∗(i)

)
, p̂j =

1

i
√

2
νji
(
â(i)− â∗(i)

)
. (13.6)
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We have the commutation relations

{a(i), a(j)} = {a∗(i), a∗(j)} = 0, (13.7)

{a(i), a∗(j)} = −iδij , (13.8)

[â(i), â(j)] = [â∗(i), â∗(j)] = 0, (13.9)

[â(i), â∗(j)] = δij . (13.10)

The annihilation operators annihilate the vacuum:

â(i)Ω = 0. (13.11)

The complexified phase space has a direct sum decomposition

Cn ⊕ Cn = Z ⊕ Z, (13.12)

Z = {(y, w) ∈ Cn ⊕ Cn | 〈a∗(i)|y, w〉 = 0}, (13.13)

Z = {(y, w) ∈ Cn ⊕ Cn | 〈a(i)|y, w〉 = 0}. (13.14)

Thus a(i), resp. a∗(i) can be treated as linear functionals on Z, resp. Z.
We have the identity

iwix̂
i − iyip̂i = b(i)â∗(i)− b∗(i)â(i), (13.15)

where

b∗(i) =
1√
2

(νijy
j − νij iwj) = 〈a∗(i)|y, w〉, (13.16)

b(i) =
1√
2

(νijy
j + νij iwj) = 〈a(i)|y, w〉. (13.17)

Consider coherent vectors associated with the vector Ω (13.2). We have two notations for
these vectors, the real and complex notation:

Ω(y,w) : = eiwx̂−iyp̂Ω (13.18)

= ebâ
∗−b∗âΩ =: Ωb, (y, w) ∈ Rn ⊗ Rn, b ∈ Cn. (13.19)

The Lebesgue measure on the phase space has also a real and a complex notation, as in
Subsection 14.3:

(2π)−ddydw = (2πi)−ddb∗db. (13.20)

Thus the decomposition of identity (13.1) can be written in two ways:

1l =(2π)−d
∫
|Ω(y,w))(Ω(y,w)|dydw (13.21)

=(2πi)−d
∫
|Ωb)(Ωb|db∗db. (13.22)
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13.3 Bargmann-Segal representation

Recall that for b ∈ Cn the coherent vector Ωb is given by

Ωb = e−b
∗â+bâ∗Ω = e−

b∗b
2 ebâ

∗
Ω. (13.23)

Instead of coherent vectors it is sometimes more convenient to use exponential vectors ebâ
∗
Ω,

which in the position representation are given by

ebâ
∗
Ω(x) = π−

d
4 (det ν)

1
2 e−

1
2xν

2x+
√

2bνx− 1
2 b

2

. (13.24)

We can rewrite (13.22) in terms of exponential vectors:

1l = (2πi)−d
∫ ∣∣ebâ∗Ω)(ebâ∗Ω|e−b∗bdb∗db. (13.25)

We introduce the complex wave or Bargmann(-Segal) transformation

U cwF (b∗) :=
(
ebâ
∗
Ω|F

)
. (13.26)

U cw maps L2(Rd) onto the Bargmann(-Segal) space, that is the space of antiholomorphic
functions on Cd with the scalar product given by

(F |G)cw := (2πi)−d
∫
F (b∗)G(b∗)e−b

∗bdb∗db. (13.27)

We have

U cwΩb1(b∗) = eb
∗b1 , (13.28)

(U cwâ∗(i)F )(b∗) = b∗(i)(U cwF )(b∗), (13.29)

(U cwâ(i)F )(b∗) =
∂

∂b∗(i)
(U cwF )(b∗). (13.30)

Indeed, (13.28) is immediate and so is (13.30). (13.29) follows from (13.30) and the Her-
mitian conjugation. Note also that (14.29) can be viewed as an analysis of a 1-dimensional
Bargmann-Segal representation, and also can be used in a proof of (13.29), (13.30).

13.4 Bargmann kernel

Let ν± = [ν±ij ] be two positive symmetric matrix. We introduce various objects as in

Subsection 15.5, such related to ν±. All of them are decorated by the indices ±, e.g. Ω±,
â±(i),

Let C be an operator. We define its Bargmann kernel, which for b+, b− ∈ Cd is defined
by

Ccw(b∗+, b−) :=
(
eb+â

∗
+Ω+|Ceb−â

∗
−Ω−

)
(13.31)

= e
1
2 b
∗
+b+e

1
2 b
∗
−b−(Ω+

b+
|CΩ−b−). (13.32)
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The word “ kernel” is justified by the identity(
Φ|CΨ

)
=

∫ ∫
(U cw

+ Φ)(b∗+)Ccw(b∗+, b−)(U cw
− Ψ)(b∗−)

×
e−b

∗
+b+db∗+db+

(2πi)d
e−b

∗
−b−db∗−db−

(2πi)d
. (13.33)

If we fix ν+, ν0, ν− and the corresponding complex wave representations, we can write the
formula for the Bargman kernel of the product:

(AC)cw(b∗+, b−) =

∫
Acw(b∗+, b0)Ccw(b∗0, b−)

e−b
∗
0b0db∗0db0
(2πi)d

. (13.34)

13.5 Examples of Bargmann kernels

Example 13.2. Identity operator.

Here is the Bargmann kernel of the identity operator 1l:

1lcw(b∗+, b−) =(eb+â
∗
+Ω+|eb−â

∗
−Ω−)

= det
(
∂b∗+∂b−T

+−
0

) 1
2 eT

+−
0 (b∗+,b−), (13.35)

T+−
0 (b∗+, b−) :=b∗+ν+

2

(ν2
+ + ν2

−)
ν−b−

+b∗+ν+
1

(ν2
+ + ν2

−)
ν+b
∗
+ −

1

2
b∗2+ + b−ν−

1

(ν2
+ + ν2

−)
ν−b− −

1

2
b2−,

∂b∗+∂b−T
+−
0 =ν+

2

(ν2
+ + ν2

−)
ν−. (13.36)

Note that

∂b−T
+−
0 (b∗+, b−) = b∗−, ∂b∗+T

+−
0 (b∗+, b−) = b+. (13.37)

Example 13.3. Particle number preserving transformations.

Let Z− and Z+ be the spaces defined as in (13.12). Consider now a symplectic operator
U whose complexification maps Z− onto Z+. We can define the operator Γ(U) by demanding
that

Γ(U)Ω− = Ω+, Γ(U)ba∗ = (Ub)a∗. (13.38)

Clearly, this is the usual Γ(U) defined in the formalism of the second quantization, where
we identify the Hilbert space L2(Rn) once with Γs(Z−) and the second time with Γs(Z+).
Then the Bargmann kernel is

Γ(U)cw(b∗+, b−) = eb
∗
+·Ub− . (13.39)

Example 13.4. Metaplectic transformations.
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Consider a metaplectic transformation U with the integral kernel as in (9.17):

U(x+, x−) = ±(2π)−
d
2

√
det i∇x+∇x−S eiS(x+,x−). (13.40)

Let us compute its Bargmann kernel. First we rewrite the exponential vectors as follows:

eb−â
∗
−Ω−(x−) = (2π)−

d
4 (det ∂x−∂b−T

−)
1
2 eT−(x−,b−), (13.41)

eb+â
∗
+Ω+(x+) = (2π)−

d
4 (det ∂b∗+∂x+T

+)
1
2 eT

+(b∗+,x+), (13.42)

where

T−(x−, b−) = −1

2
x−ν

2
−x− +

√
2b−ν−x− −

1

2
b2−, (13.43)

T+(b∗+, x+) = −1

2
x+ν

2
+x+ +

√
2b∗+ν+x+ −

1

2
b∗2+ . (13.44)

Thus

U cw(b∗+, b−) =
(
eb+â

∗
+Ω+

)
(x+)U(x+, x−)

(
eb−â

∗
−Ω−(x−)

)
dx+dx− (13.45)

=(2π)−d
(

det
(
∂b∗+∂x+T

+
)

det
(
i∇x+∇x−S

)
det
(
∂x−∂b−T

−)) 1
2

×
∫

eT
+(b∗+,x+)+iS(x+,x−)+T−(x−,b−),dx+dx−. (13.46)

As generating functions, we have

−iT− transforms (b−, ib
∗
−)→ (x−, p−), (13.47)

S transforms (x−, p−)→ (x+, p+), (13.48)

−iT+ transforms (x+, p+)→ (b+,−ib+), (13.49)

where we have the usual relations

b− =
1√
2

(ν−x− + iν−1
− p−), (13.50)

b∗+ =
1√
2

(ν+x− iν−1
+ p+). (13.51)

We find the stationary point (x+, x−) =
(
x+(b∗+, b−), x−(b∗+, b−)

)
of the exponent given by

the conditions

∂x−
(
T+(b∗+, x+) + iS(x+, x−) + T−(x−, b−)

)
= 0, (13.52)

∂x+

(
T+(b∗+, x+) + iS(x+, x−) + T−(x−, b−)

)
= 0. (13.53)

Set

T+−(b∗+, b−) := T+
(
b∗+, x+(b∗+, b−)

)
(13.54)

+ iS
(
x+(b∗+, b−), x−(b∗+, b−)

)
+ T−

(
x−(b∗+, b−), b−

)
.

By the general theory, −iT+− is the generating function of the transformation (b−, ib
∗
−)→

(b∗+,−ib+) and we have

U cw(b∗+, b−) =
(

det ∂b∗+∂b−T
+−) 1

2 eT
+−(b∗+,b−).. (13.55)
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13.6 Wick symbol of an operator

It is not difficult to see that the span â∗+(i) and â−(i) coincides with the span of x̂i, p̂j . This
can be used in the following definition.

Let C be an operator, which can be written as a polynomial in x̂i, p̂j . It can be also
rewritten as a polynomial in â∗+(i) and â−(i), where we put all â∗+(i) to the left and â−(i)
to the right. Thus

C =
∑
γ+,γ−

cγ+,γ− â
∗γ+
+ â

γ−
− ,

where γ+, γ− are multiindices. Now the polynomial

c = c(a∗+, a−) =
∑
γ+,γ−

cγ+,γ−a
∗γ+
+ a

γ−
− (13.56)

will be called the Wick symbol of the operator C (adapted to the vacua Ω+,Ω−). We will
sometimes write c(â∗+, â−) for C.

We can easily compute the Wick symbol using the coherent vectors:

〈c|y, w〉 =
(Ω+

y,w|CΩ−y,w)

(Ω+|Ω−)
, (y, w) ∈ Rn ⊕ Rn. (13.57)

Srtrictly speaking, (13.57) yields the Wick symbol restricted to the real phase space, but
then we can extend it by analyticity.

If we restrict the Bargmann kernel to the real phase space it is related to the Wick
symbol (13.56) as follows:

Ccw(b∗+, b−) = e
1
2 b
∗
+b++ 1

2 b
∗
−b−c(b∗+, b−), (13.58)

b+ = 〈a+|y, w〉, b− = 〈a−|y, w〉. (13.59)

The full Bargmann kernel is then obtained by the analytic continuation of (13.59).

14 Gaussian integrals

14.1 Gaussian integrals of real variable

Suppose that ν, p ∈ C and Reν > 0. Then∫
e−

1
2x·νx+p·xdx =

√
2π√
ν

e
1
2p·ν

−1p. (14.1)

Suppose that ν is a complex n×n matrix with strictly positive definite Reν and p ∈ Cn.
Then we can diagonalize ν and we obtain∫

e−
1
2x·νx+p·xdx = (2π)

d
2 (det ν)−

1
2 e

1
2p·ν

−1p. (14.2)
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If ν, ν0 and p, p0 are as above, then∫
e−

1
2x·νx+p·xdx∫

e−
1
2x·ν0x+p0·xdx

(14.3)

= det
(
1l + (ν − ν0)ν0

)− 1
2 e

1
2p·ν

−1p− 1
2p0·ν

−1
0 p0 ,

ln

∫
e−

1
2x·νx+p·xdx∫

e−
1
2x·ν0x+p0·xdx

(14.4)

=− 1

2
Tr ln

(
1l + (ν − ν0)ν0

)− 1
2 +

1

2
p·ν−1p− 1

2
p0 · ν−1

0 p0.

Remark 14.1. (14.2) makes sense only in finite dimension. However, (14.3) and (14.4)
can be used in infinite dimension as well.

Remark 14.2. (14.2) can be rewritten as follows. Suppose that S is a second degree poly-
nomial on Rd with Re∂2

xS strictly positive definite.∫
e−S(x)dx = (2π)

d
2 (det ∂2

xS)−
1
2 e−S(xcl), (14.5)

where ∂xS(xcl) = 0. (Note that in general xcl ∈ Cd). To see this we write

S(x) = S(xcl) +
1

2
(x− xcl)

∂2S

∂x2
(x− xcl), (14.6)

and if needed we deform the contour of integration in the imaginary direction.

Let ν, p ∈ R. Then (always using the principal branch of the square root)∫
e

i
2x·νx+ip·xdx =

√
−2iπ√
ν + i0

e−
i
2p·(ν+i0)−1p. (14.7)

Suppose that Reν is a real nondegenerate n× n matrix and p ∈ Rn. Then∫
e

i
2x·νx+ip·xdx =

(√
−2iπ

)d
det(ν + i0)−

1
2 e−

i
2p·(ν+i0)−1p. (14.8)

If ν, ν0 and p, p0 are as above, then∫
e

i
2x·νx+ip·xdx∫

e
i
2x·ν0x+ip0·xdx

(14.9)

= det
(
1l + (ν − ν0)(ν0 + i0)

)− 1
2 e−

i
2p·(ν+i0)−1p+ i

2p0·(ν0+i0)−1p0 ,

ln

∫
e

i
2x·νx+ip·xdx∫

e
i
2x·ν0x+ip0·xdx

(14.10)

=− 1

2
Tr ln

(
1l + (ν − ν0)(ν0 + i0)−1

)− 1
2 − i

2
p·(ν + i0)−1p+

i

2
p0 · (ν0 + i0)−1p0.
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Remark 14.3. For a finite number of degrees of freedom, (14.7) can be rewritten as follows.
Suppose that S is a second degree polynomial on Rd with ∂2

xS non-degenerate. Then∫
eiS(x)dx =

(
√
−2iπ)d√

det(∂2
xS + i0)

eiS(xcl), (14.11)

where ∂xS(xcl) = 0.

Remark 14.4. Adding i0 in the square root of (14.8) matters, because it selects the branch
of the square root. Adding i0 in the exponent does not matter. However, it may matter in
(14.9) and (14.10) in infinite dimension.

14.2 Integration by differentiation in real variables

The following two identities are sometimes called “integration by differentiation”. They
imply the Feynman diagrams:

Theorem 14.5. ∫
Ψ(x)e−

1
2x·νxdx∫

e−
1
2x·νxdx

= e
1
2∂x·ν

−1∂xΨ(0) (14.12)

= Ψ(∂q)e
1
2 q·ν

−1q
∣∣∣
q=0

. (14.13)

By (14.2) the Fourier transform of f(p) = e−
1
2p·ν

−1p is

f̂(x) = (2π)
d
2 (det ν)

1
2 e−

1
2x·νx =

e−
1
2x·νx∫

e−
1
2x·νxdx

. (14.14)

To prove (14.12) we compute:∫
e−

1
2y·νyΨ(x+ y)dy∫

e−
1
2y·νydy

=

∫
f̂(y)Ψ(x+ y)dy

= e−
1
2 p̂·ν

−1p̂Ψ(x) = e
1
2∂x·ν

−1∂xΨ(x). (14.15)

To prove (14.13) we write

LHS of (14.12) =

∫
Ψ(x)f̂(x)dx =

∫
Ψ̂(p)f(p)dp = Ψ(i∂p)e

− 1
2p·ν

−1p
∣∣∣
p=0

. (14.16)

Then we set q = ip. 2

As an exercise let us check (14.15) for polynomial Ψ by a direct computation. By
diagonalizing ν and then changing the variables, we can reduce ourselves to 1 dimension
and ν = 1. Thus we want to show

e
1
2∂

2
xxn = (2π)−

1
2

∫
e−

1
2y

2

(y + x)ndy. (14.17)
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Obviously,

e
1
2∂

2
xxn =

∞∑
k=0

n!

2k(n− 2k)!k!
xn−2k. (14.18)

Now

(2π)−
1
2

∫
e−

1
2y

2

y2k+1dy = 0, (14.19)

(2π)−
1
2

∫
e−

1
2y

2

y2kdy =
(2k)!

2kk!
. (14.20)

Indeed, (14.19) is obvious and the lhs of (14.20) is

π−
1
2 2k

∫ ∞
0

e−
1
2y

2
(1

2
y2
)k− 1

2

d
(1

2
y2
)

= π−
1
2 2kΓ

(
k +

1

2

)
,

which using

Γ
(
k +

1

2

)
= π

1
2

(2k)!

22kk!

equals the rhs of (14.20).
Hence

(2π)−
1
2

∫
e−

1
2y

2

(y + x)ndy =

n∑
m=0

n!xn−m

(n−m)!m!
(2π)−

1
2

∫
e−

1
2y

2

ymdy

=

n∑
m=0

n!xn−2k

(n− 2k)!(2k)!

(2k)!

2kk!
. (14.21)

Therefore, (14.17) is true.

14.3 Gaussian integrals in complex variables

Consider the space Rd ⊕Rd with the generic variables x, p. It is often natural to identify it
with the complex space Cd by introducing the variables

ai = 2−1/2(xi + ipi),

a∗i = 2−1/2(xi − ipi),

so that
xi = 2−1/2(a+ a∗), pi = −i2−1/2(a− a∗). (14.22)

The Lebesgue measure dxdp will be denoted i−dda∗da. To justify this notation note that

da∗j ∧ daj =
1

2

(
dx− idp

)
∧
(
dx+ idp

)
= idx ∧ dp.
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Gaussian integrals are especially nice if they can be written with a Hermitian quadratic
form β with Reβ ≥ 0. We then have (with the complex variable w)∫

e−w
∗·βw+a1·w∗+a∗2 ·wdw∗dw = (2πi)d(detβ)−1ea1·β

−1a∗2 , (14.23)

Note that the Gaussian integral (14.23) is nice because the quadratic form is sesquilinear.
If we consider a general Gaussian integrals involving symmetric matrices γ1, γ2 as below,
the formula is more ugly:∫

e−w
∗·βw− 1

2w
∗γ1w

∗− 1
2wγ2w+a1·w∗+a∗2 ·wdw∗dw

= (2πi)d
(

det

[
β γ1

γ2 βT

])− 1
2

exp
(1

2
[a1, a

∗
2]

[
β γ1

γ2 βT

]−1 [
a∗2
a1

])
. (14.24)

14.4 Integration by differentiation in complex variables

Here is the “integration by differentiation” formula:∫
Φ(w∗, w)e−w·βw

∗
dw∗dw∫

e−w·βw∗dw∗dw
= e∂w∗ ·β

−1∂wΦ(0, 0) (14.25)

= Φ(∂a, ∂a∗)e
a∗·β−1a

∣∣∣
a=a∗=0

. (14.26)

Indeed∫
e−b

∗·βbΦ(a∗ + b∗, a+ b)db∗db∫
e−b∗·βbdb∗db

= (2πi)−d(detβ)

∫
e−b

∗·βbΦ(a∗ + b∗, a+ b)db∗db.

= e∂w∗ ·β
−1∂wΦ(a∗, a) (14.27)

As an exercise let us check (14.27) by direct computation. By diagonalizing β and then
changing the variables, we can reduce ourselves to 1 (complex) dimension and β = 1. We
can also assume that Φ is a polynomial. Thus we want to show

e∂a∗∂aa∗nam = (2πi)−1

∫
e−b

∗b(a∗ + b∗)n(a+ b)mdb∗db (14.28)

Obviously.

e∂a∗∂aa∗nam =

∞∑
k=0

n!m!

(n− k)!(m− k)!k!
a∗(n−k)am−k.

Now

(2πi)−1

∫
e−b

∗bb∗kbldb∗db = k!δkl. (14.29)
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Indeed, if we use the polar coordinates with b∗b = 1
2r

2, the lhs of (14.29) becomes

(2π)−1

∫ ∞
0

e−
1
2 r

2
(1

2
r2
) 1

2 (k+l)

ei(n−m)φrdrdφ

= δkl

∫ ∞
0

e−
1
2 r

2
(1

2
r2
)k

d
(1

2
r2
)

which equals the rhs of (14.29).

(2πi)−1

∫
e−b

∗b(a∗ + b∗)n(a+ b)mdb∗db (14.30)

=

∞∑
k,l=0

a∗(n−k)a(m−l) n!m!

k!(n− k)!l!(m− l)!
(2πi)−1

∫
e−b

∗bb∗kbldb∗db

=

∞∑
k=0

a∗(n−k)a(m−k) n!m!

(k!)2(n− k)!(m− k)!
k!. (14.31)

15 Path integrals

In this section we describe the path integral approach. On the heuristic level, and in some
cases rigorously, it can be also applied to quite general Hamiltonians. Nevertheless, we
concentrate mostly on quadratic Hamiltonians, for which this approach can be fully justified.

The evolution generated by quadratic Hamiltonians always stays within the metaplectic
group. Therefore, the evolution is always determined by the classical transformation–up to
the sign. In some sense, the computations involving path integrals reproduce the results that
we already know concerning the integral or Bargmann kernel of elements of the metaplectic
group. There is one additional information that we obtain: the path integral allows us to
determine the “energy pumped into the system” (which in particular fixes the missing sign).

15.1 Real paths in the phase space

Consider a time dependent classical Hamiltonian and its quantization

s 7→ H(s), (15.1)

s 7→ Ĥ(s) = Op
(
H(s)

)
. (15.2)

At first we just assume that Hamiltonians H(s) are “sufficiently nice” perturbations of
quadratic Hamiltonians. Presumably, assuming that H(s) is a real symbol such that

|∂αx ∂βpH(s)| ≤ Cα,β , |α|+ β| ≥ 2, (15.3)

is enough. We would like to compute the integral kernel of

U(t) := Texp

(
−i

∫ t

0

Ĥ(s)ds

)
= lim
n→∞

n∏
j=1

e−i tn Ĥ
(
jt
n

)
, (15.4)
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where we use the product with time increasing to the left, see (??).
By the properties of the Weyl quantization, we expect that

e−iuĤ = Op
(

e−iuH
)

+O(u2), (15.5)

where

Op
(

e−iuH
)

(x, y) =

∫
exp

(
− iuH

(x+ y

2
, p
)

+ i(x− y)p
) dp

(2π)d
. (15.6)

Therefore,

n∏
j=1

e−i tn Ĥ
(
jt
n

)
=

n∏
j=1

(
Op
(
e−i tnH

(
jt
n

))
+O(n−2)

)
, (15.7)

=

n∏
j=1

Op
(
e−i tnH

(
jt
n

))
+O(n−1), (15.8)

and consequently U(t) = lim
n→∞

n∏
j=1

Op
(
e−i tnH

(
jt
n

))
. (15.9)

Thus by (15.9) and (15.6) on the level of integral kernels we obtain

U(t, x+, y−) = lim
n→∞

∫
· · ·
∫ n∏

j=1

exp
(
− it
nH

(
jt
n ,

xj+xj−1
2 , pj

)
+ i(xj − xj−1)pj

)
×
n−1∏
j=1

dxj

n∏
j=1

dpj
(2π)d

∣∣∣ x− = x0,
x+ = xn.

(15.10)

= lim
n→∞

∫
· · ·
∫

exp

 it
n

n∑
j=0

(
(xj−xj−1)

t
n

pj −H
(
jt
n ,

xj+xj−1
2 , pj

))
×
n−1∏
j=1

dxj

n∏
j=1

dpj
(2π)d

∣∣∣ x− = x0,
x+ = xn.

. (15.11)

Heuristically, this is written as follows:

U(t, x+, x−) =

∫
D

x+,x−
xDpeiJ(x,p), (15.12)

where [0, t] 3 s 7→ (x(s), p(s)) is an arbitrary phase space trajectory with x(0) = x−,
x(t) = x+,

J(x, p) := lim
n→∞

t

n

n∑
j=0

(
(xj−xj−1)

t
n

pj −H
(
jt
n ,

xj+xj−1
2 , pj

))
(15.13)

=

∫ t

0

(ẋ(s)p(s)−H(s, x(s), p(s)) ds (15.14)
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is the action expressed in terms of positions and momenta and the “measure on the phase
space paths” is the “limit” of

D
x+,x−

x = lim
n→∞

n−1∏
j=1

dx
(jt
n

)
, Dp = lim

n→∞

n∏
j=1

dp
(
j tn

)
(2π)d

. (15.15)

In what follows we will restrict ourselves to quadratic Hamiltonians. It will be convenient
to represent the Hamiltonians in a slightly different way than in (19.93):

H(s) :=
1

2
xiαij(s)x

j +
1

2

(
pi −Aik(s)xk

)
γij(s)

(
pj −Ajk(s)xk

)
, (15.16)

Ĥ(s) :=
1

2
x̂iαij(s)x̂

j +
1

2

(
p̂i −Aik(s)x̂k

)
γij(s)

(
p̂j −Ajk(s)x̂k

)
. (15.17)

In the sequel we will usually omit the indices in the above expressions. Note that by the
gauge transformation p→ p+ 1

2 (A+AT)x we could assume that A is antisymmetric, which
we will however not do in the sequel.

For quadratic Hamiltonians (15.5) is justified, see Corollary 8.30.
Let [0, t] 3 s 7→

(
xcl(x+, x−, s), pcl(x+, x−, s)

)
be the trajectory that satisfies the equa-

tions of motion and the boundary conditions xcl(0) = x−, xcl(t) = x+ (no boundary condi-
tions on pcl). It is a stationary point of J(x, p):

∂(x,p)J(xcl, pcl) = 0. (15.18)

Along the classical trajectory, the action is the generating function of x(0), p(0)→ x(t), p(t):

S(x+, x−) = J
(
xcl(x+, x−), pcl(x+, x−)

)
(15.19)

Let
z(s) = x(s)− xcl(s), w(s) = p(s)− pcl(s) (15.20)

be the ”quantum fluctuation”. To deal with quantum fluctuations, we introduce the follow-
ing operator on L2([0, t],Cn ⊕ Cn)

M =

[
0 −∂s
∂s 0

]
−
[
AT(s)γ(s)A(s) + α(s) −AT(s)γ(s)

−γ(s)A(s) γ(s)

]
(15.21)

with the boundary conditions z(0) = z(t) = 0. After integrating by parts and using the
boundary condition, we can rewrite the part of the action due to quantum fluctuations as
follows:

J(x, p)−S(x+, x−) =

∫ t

0

(
ż(s)w(s)

− 1

2
z(s)α(s)z(s)− 1

2

(
w(s)−A(s)z(s)

)
γ(s)

(
w(s)−A(s)z(s)

))
ds

=
1

2

∫ t

0

(
ż(s)w(s)− z(s)ẇ(s)

− z(s)α(s)z(s)−
(
w(s)−A(s)z(s)

)
γ(s)

(
w(s)−A(s)z(s)

))
ds

=
1

2

[
z w

]
M

[
z
w

]
, hence ∂2

(z,w)J(z, w) = M. (15.22)
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Suppose H0 is another quadratic Hamiltonian, with the corresponding U0, S0, M0. Then
using (14.11), we obtain

U(t, x+, x−)

U0(t, x+, x−)
=

∫
D

x+,x−
xDpeiJ(x,p)∫

D
x+,x−

xDpeiJ0(x,p)
(15.23)

=
(

det
(
1l + (M −M0)(M0 + i0)−1

)− 1
2

eiS(x+,x−)−iS0(x+,x−), (15.24)

which often has a rigorous meaning.

15.2 Real paths in the configuration space I

Assume in addition that

H(t, x, p) =
1

2
(p−A(t, x))γ(t)−1(p−A(t, x) + V (t, x). (15.25)

Then

Op
(
H(t)

)
=

1

2
(p̂−A(t, x̂))γ(t)−1(p̂−A(t, x̂)) + V (t, x̂).

Introduce
v = γ(t)−1

(
p−A(t, x)

)
.

The Lagrangian for (18.37) is

L(t, x, v) =
1

2
vγ(t)v + vA(t, x)− V (t, x).

The exponent in the phase space path integral (15.12) depends quadratically on p. There-
fore, we can integrate it out, obtaining a configuration space path integral. More precisely,
first we make the change of variables

vj = γ
(jt
n

)
pj −A

(jt
n
,

(xj + xj−1)

2

)
,

and then we do the integration wrt vi:

U(t, x+, x−) (15.26)

= lim
n→∞

Cn

∫
· · ·
∫

exp

 it
n

n∑
j=1

L

(
jt

n
,
xj + xj−1

2
,

(xj − xj−1)
t
n

)
×
n−1∏
j=1

dxj

∣∣∣ x− = x0,
x+ = xn

,

Cn = (2π it
n )−n

d
2

n

Π
j=1

(
det γ(jt/n)

)− 1
2 .
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Heuristically, we can rewrite this as

U(t, x+, x−) = Cγ

∫
eiI(x) D

x+,x−
x, (15.27)

where [0, t] 3 s 7→ x(s) is a configuration space trajectory with x(0) = x−, x(t) = x+, the
formal “measure on the configuration space paths” is the same as above, the formal constant
Cγ depends only on s 7→ γ(s) and

I(x) = lim
n→∞

t

n

n∑
j=1

L

(
jt

n
,
xj + xj−1

2
,

(xj − xj−1)
t
n

)
(15.28)

=

∫ t

0

L(s, x(s), ẋ(s))ds (15.29)

is the action.
Assume now that the Hamiltonian is quadratic also in x and given by (15.16). The

corresponding Lagrangian is

L(s, x, ẋ) =
1

2
ẋiγij(s)ẋ

j + ẋiAij(s)x
j − 1

2
xiαij(s)x

j . (15.30)

Let [0, t] 3 s 7→ xcl(x+, x−, s) be the trajectory that satisfies the equations of motion
and the boundary conditions xcl(0) = x−, xcl(t) = x+. We have

I
(
xcl(x+, x−)

)
= S(x+, x−). (15.31)

Let
z(s) = x(s)− xcl(s), (15.32)

be the ”quantum fluctuation”. Introduce the following operator on L2([0, t],Cn) with the
Dirichlet boundary conditions z(0) = z(t) = 0:

K := −∂sγ−1(s)∂s +AT(s)∂s − ∂sA(s)− α(s). (15.33)

Using ż(s)A(s)z(s) = 1
2

(
ż(s)A(s)z(s) + z(s)AT(s)ż(s)

)
, integration by parts and boundary

conditions we express the fluctuation part of the action in terms of K:

I(x)− S(x+, x−) (15.34)

=
1

2

∫ t

0

(
ż(s)γ−1(s)ż(s) + z(s)AT(s)ż(s) + ż(s)A(s)z(s)− z(s)α(s)z(s)

)
ds

=
1

2
(z|Kz), hence ∂2

zI(z) = K. (15.35)

Suppose H0 is another quadratic Hamiltonian, which has the same s 7→ γ(s) as H. Let
L0, I0, K0 be the corresponding Lagrangian, action and fluctuation operator. Then we can
write

U(t, x+, x−)

U0(t, x+, x−)
=

∫
eiI(x) D

x+,x−
x∫

eiI0(x) D
x+,x−

x
(15.36)

=
(

det 1l + (K −K0)(K0 + i0)−1
)− 1

2 exp
(
iS(x+, x−)− iS0(x+, x−)

)
, (15.37)
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15.3 Hamiltonians quadratic in momenta II

Suppose, more generally, that

H(t, x, p) =
1

2
(pi −Ai(t, x))γij(t, x)(pj −Aj(t, x)) + V (t, x). (15.38)

Then

Op
(
H(t)

)
=

1

2
(pi −Ai(t, x))γij(t, x)(pj −Aj(t, x)) + V (t, x)

−1

4

∑
ij

∂xi∂xjγ
ij(t, x).

(For brevity, [γij ] will be denoted γ−1 and [γij ] is denoted γ)
Introduce

v = γ−1(t, x)
(
p−A(t, x)

)
The Lagrangian for (18.39) is

L(t, x, v) =
1

2
viγij(t, x)vj + vjAj(t, x)− V (t, x).

Consider the phase space path integral (18.36). The exponent depends quadratically on
p. Therefore, we can integrate it out, obtaining a configuration space path integral. More
precisely, first we do the integration wrt p(·):

U(t, x, y) =

∫
Dx,y

(
x(·)

)
D
(
p(·)
)

exp

(
i

∫ t

0

(
ẋ(s)p(s)

−1

2

(
p(s)−A(s, x(s)

)
γ−1

(
s, x(s)

)(
p(s)−A

(
s, x(s)

)
− V

(
s, x(s)

))
ds

)

=

∫
Dx,y

(
x(·)

)
exp

(
i

∫ t

0

(1

2
ẋ(s)γ

(
s, x(s)

)
ẋ(s) + ẋ(s)A(s, x(s)

)
− V

(
s, x(s)

))
ds

+
1

2

∫ t

0

Trγ
(
s, x(s)

)
ds

)

=

∫
Dx,y (x(·)) exp

(∫ t

0

(
iL(s, x(s), ẋ(s)) +

1

2
Trγ

(
s, x(s)

))
ds

)
. (15.39)

15.4 Example–the harmonic oscillator

Let

H =
1

2
p2 +

1

2
x2.

It is well-known that for t ∈]0, π[,

e−itH(x, y) = (2πi sin t)−
1
2 exp

(−(x2 + y2) cos t+ 2xy

2i sin t

)
. (15.40)
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(18.8) is called the Mehler formula.
We will derive (18.8) from the path integral formalism. We will use the explicit formula

for the free dynamics with H0 = 1
2p

2:

e−itH0(x, y) = (2πit)−
1
2 exp

(−(x− y)2

2it

)
. (15.41)

For t ∈]0, π[, there exists a unique trajectory for H starting from y and ending at x. Similarly
(with no restriction on time) there exists a unique trajectory for H0:

xcl(x, y, s) =
cos(s− t

2 )

cos t2
(x+ y) +

sin(s− t
2 )

sin t
2

(x− y), (15.42)

x0,cl(x, y, s) = x
s

t
+ y

(t− s)
t

. (15.43)

Now

I(x) =

∫ t

0

1

2

(
ẋ2(s)− x2(s)

)
ds, (15.44)

I(xcl(x, y)) =
(x2 + y2) cos t− 2xy

2 sin t
, (15.45)

K = −1

2
(∆ + 1) (15.46)

Similarly,

I0(x) =

∫ t

0

1

2
ẋ2(s)ds, (15.47)

I0(x0,cl(x, y)) =
(x− y)2

2t
, (15.48)

K0 = −1

2
∆. (15.49)

Therefore,

e−itH(x, y)

e−itH0(x, y)
=

∫
eiI D

x+,x−
x∫

eiI0 D
x+,x−

x
(15.50)

= det

(
∆

∆ + 1

) 1
2 exp

(
i (x2+y2) cos t−2xy

2 sin t

)
exp

(
i (x−y)2

2t

) (15.51)

Here ∆ denotes the Laplacian with the Dirichlet boundary conditions on the interval [0, t].
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Its spectrum is
{
π2k2

t2 | k = 1, 2, . . .
}

. Therefore,

det

(
∆

∆ + 1

)
=

1

det
(

1l + ∆−1
) (15.52)

=

∞∏
k=1

(
1− t2

π2k2

)
=

t

sin t
. (15.53)

Now (18.9) implies (18.8).

15.5 Vacuum amplitude by path integrals

Consider a time dependent Hamiltonian, as in Subsections 15.1 and 15.2. Consider two
Fock representations as in Subsection 15.5. Let ν± = [ν±,ij ] be two symmetric matrices
with Reν2

± > 0. Consider the Gaussian vectors

Ω±(x) := π−
d
4 (det ν±)

1
2 e−

1
2xν

2
±x. (15.54)

We will compute the vacuum expectation value by the method of path integrals.(
Ω+|U(t)Ω−

)
=π−

d
2 (det ν∗+)

1
2 (det ν−)

1
2

∫
U(t, x+, x−)dx+dx−e−

1
2x+ν

∗2
+ x+− 1

2x−ν
2
−x−

=π−
d
2 (det ν∗+)

1
2 (det ν−)

1
2

∫
eiJ+−(x,p)DxDp, (15.55)

where we used
dx+dx− D

x+,x−
x = Dx, (15.56)

and

J+−(x, p) (15.57)

:=
i

2
x+ν

∗2
+ x+ + J(x, p) +

i

2
x−ν

2
−x−

=
i

2
x(t)ν∗2+ x(t) +

i

2
x(0)ν2

−x(0)

+

∫ t

0

(
ẋ(s)p(s)− 1

2
x(s)α(s)x(s)− 1

2

(
p(s)−A(s)x(s)

)
γ(s)

(
p(s)−A(s)x(s)

))
ds

=
i

2
ν∗+x(t)

(
ν∗+x(t)− iν∗−1

+ p(t)
)
− i

2
ν−x(0)

(
ν−x(0) + iν−1

− p(0)
)

+
1

2

∫ t

0

(
p(s)ẋ(s)− x(s)ṗ(s)

− x(s)α(s)x(s)−
(
p(s)−A(s)x(s)

)
γ(s)

(
p(s)−A(s)x(s)

))
ds.
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We would like to write J+− as a quadratic form defined by a certain operator M+−.
This is a little problematic, since J+− is not bounded from below, and even not Hermitian.
Nevertheless, one can argue that if we define the operator on L2([0, t],Cn ⊕ Cn)

M+− :=

[
0 −∂s
∂s 0

]
−
[
AT(s)γ(s)A(s) + α(s) −AT(s)γ(s)

−γ(s)A(s) γ(s)

]
(15.58)

with the boundary conditions

ν∗+x(t)− iν∗−1
+ p(t) = 0, ν−x(0) + iν−1

− p(0) = 0, (15.59)

then

J+−(x, p) =
1

2

([
x
p

] ∣∣∣M+−
[
x
p

])
. (15.60)

Therefore, we obtain the heuristic formula(
Ω+|U(t)Ω−

)
= C(detM+− + i0)−

1
2 . (15.61)

We can do the same for another Hamiltonian H0. Taking the logarithm of the ratio of
two versions of (15.61) we obtain

ln
(Ω+|U(t)Ω−)

(Ω+|U0(t)Ω−)
= −1

2
Tr
(

ln(M+− + i0)− ln(M+−
0 + i0)

)
= −1

2
Tr ln

(
1l + (M+− −M+−

0 )(M+−
0 + i0)−1

)
. (15.62)

For instance we could take H0 = 0. Of course, the corresponding evolution is simply the
identity. The fluctuation operator is simple but not entirely trivial:

M+−
0 :=

[
0 ∂s
−∂s 0

]
(15.63)

with the boundary conditions (15.59).
We can also use the configuration space method. After doing the integration wrt p in

(15.55) we obtain (
Ω+|U(t)Ω−

)
=Cγπ

− d2 (det ν∗+)
1
2 (det ν−)

1
2

∫
eiI+−(x)Dx, (15.64)

where

I+−(x) :=
i

2
x(t)ν∗2+ x(t) + I(x) +

i

2
x(0)ν2

−x(0)

=
i

2
x(t)ν∗2+ x(t) +

i

2
x(0)ν2

−x(0)

+
1

2

∫ t

0

(
ẋ(s)γ−1(s)ẋ(s) + ẋ(s)A(s)x(s) + x(s)AT(s)ẋ(s)− x(s)α(s)x(s)

)
ds
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and Cγ , I(x) are the same as in Subsection 15.2.
The quadratic form is not Hermitian, however it should be bounded from below. It can

be written as the expectation value of the following operator on L2([0, t],Cn)

K+− = −∂sγ−1(s)∂s +AT(s)∂s − ∂sA(s)− α(s). (15.65)

with the boundary conditions

ν∗+x(t)− iν∗−1
+

(
ẋ(t) +A(t)x(t)

)
=0, (15.66)

ν−x(0) + iν−1
−
(
ẋ(0) +A(0)x(0)

)
=0. (15.67)

Thus

I+−(x) =
1

2
(x|K+−x). (15.68)

Thus we obtain a heuristic formula

(Ω+|U(t)Ω−) = Cγ

(
det(K+− + i0)

)− 1
2

(15.69)

Let L0 be another Lagrangian that has the same s 7→ γ(s) as L. For L0 we introduce
and K+−

0 . Taking the logarithm of the ratio of two versions of (15.69) we obtain

ln
(Ω+|U(t)Ω−)

(Ω+|U0(t)Ω−)
= −1

2
Tr
(

ln(K+− + i0)− ln(K+−
0 + i0)

)
= −1

2
Tr ln

(
1l + (K+− −K+−

0 )(K+−
0 + i0)−1

)
. (15.70)

15.6 Scattering operator and path integral

Let Ω± be as in (15.54). Fix also asymptotic Hamiltonians

H± :=
1

2
xiα±ijx

j +
1

2

(
pi −A±ikx

k
)
γij±
(
pj −A±jkx

k
)
, (15.71)

such that 0 = α± + (ν2
± + iA±)γ±(ν2

± + iA±). (15.72)

(15.72) guarantees that Ω± is the ground state of Ĥ±.
Suppose that R 3 t 7→ H(t) is a quadratic Hamiltonian of the form (15.16). Assume that

H(s) = H±, ±s > T0. (15.73)

We define the following operator on L2(R,Cn ⊕ Cn)

M :=

[
0 −∂s
∂s 0

]
−
[
AT(s)γ(s)A(s) + α(s) −AT(s)γ(s)

−γ(s)A(s) γ(s)

]
, (15.74)

and another operator on L2([0, t],Cn)

K : = −∂sγ−1(s)∂s +AT(s)∂s − ∂sA(s)− α(s). (15.75)
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Note that in both M and K we do not need to impose boundary conditions at ±∞. In
particular, if H is real, then both operators are essentially self-adjoint on C∞c .

We can do the same for another Hamiltonian H0 satisfying the same conditions. We
have

H±Ω± = E±Ω±. (15.76)

Therefore for t > T ,

(Ω+|U(t,−t)Ω−) = e−i(t−T )E+−i(T−t)E−(Ω+|U(T,−T )Ω−), (15.77)

(Ω+|U0(t,−t)Ω−) = e−i(t−T )E+−i(T−t)E−(Ω+|U0(T,−T )Ω−). (15.78)

Hence the following limit exists:

lim
t→∞

(Ω+|U(t,−t)Ω−)

(Ω+|U0(t,−t)Ω−)
=

(Ω+|U(T,−T )Ω−)

(Ω+|U0(T,−T )Ω−)
(15.79)

Applying the usual computation, we obtain

lim
t→∞

ln
(Ω+|U(t,−t)Ω−)

(Ω+|U0(t,−t)Ω−)
= −1

2
Tr ln

(
1l + (M −M0)(M0 + i0)−1

)
(15.80)

= −1

2
Tr ln

(
1l + (K −K0)(K0 + i0)−1

)
. (15.81)

Here is an important special case of the above construction. We would like to compute
the scattering operator

S := lim
t→∞

eitH+U(t,−t)eitH− . (15.82)

We set

H0(t) :=

{
H− t < 0;

H+ t > 0.
(15.83)

Then

(Ω+|SΩ−)

(Ω+|Ω−)
= lim
t→∞

(Ω+|eitH+U(t,−t)eitH−Ω−)

(Ω+|Ω−)
(15.84)

= lim
t→∞

(Ω+|U(t,−t)Ω−)

(Ω+|U0(t,−t)Ω−)
. (15.85)

Thus we obtain a formula for the normalized vacuum expectation value of the scattering
operator:

ln
(Ω+|SΩ−)

(Ω+|Ω−)
= −1

2
Tr ln

(
1l + (M −M0)(M0 + i0)−1

)
(15.86)

= −1

2
Tr ln

(
1l + (K −K0)(K0 + i0)−1

)
. (15.87)
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15.7 Path integrals and the Wick rotation

Let us describe an alternative treatment of the setup from Subsection 15.6 based on the
Wick rotation, which works for positive Hamiltonians.

Assume that γ > 0. Introduce the “Euclidean” versions of the action, of the fluctuation
operator on L2(R,Cn) and of the path integral:

IE(z) =

∫ ∞
−∞

1

2

(
ż(s)γ−1(s)ż(s)− iż(s)A(s)z(s)− iz(s)AT(s)ż(s)

+ z(s)α(s)z(s)
)

ds =
1

2
(z|KEz), (15.88)

KE = −∂sγ−1(s)∂s −AT(s)i∂s + i∂sA(s) + α(s), (15.89)∫
e−I

E(z)Dz∫
e−I

E
0 (z)Dz

=
(

detKE(KE
0 )−1

)− 1
2

. (15.90)

The Wick rotation involves replacing the Euclidean time s with eiθs. In the Wick rotated
objects we will use the superscript θ, which for θ = 0 can be replaced with E:

Iθ(z) =

∫ ∞
−∞

1

2

(
e−iθ ż(s)γ−1(s)ż(s)− iż(s)A(s)z(s)− iz(s)AT(s)ż(s)

+ eiθz(s)α(s)z(s)
)

ds = eiθ 1

2
(z|Kθz), (15.91)

Kθ = −e−i2θ∂sγ
−1(s)∂s − e−iθAT(s)i∂s + e−iθi∂sA(s) + α(s), (15.92)

where we replaced ds with eiθds.
For θ = −π2 the variable s corresponds to the “physical time”, and we retrieve the usual

action and the fluctuation operator:

−Iθ(z)
∣∣∣
θ=−π2

= iI(z), (15.93)

−Kθ
∣∣∣
θ=−π2

= K + i0, (15.94)

The +i0 appears because Ime−i2θ > 0 for θ ↘ −π2 and −∂sγ−1(s)∂s is positive. Thus(
detKθ(Kθ

0 )−1
)− 1

2
∣∣∣
θ=−π2

=
(

detK(K0 + i0)−1
)− 1

2

. (15.95)

16 Standard pseudodifferential calculus on Rd

16.1 Comparison of algebras introduced so far

So far we introduced three kinds of “pseudodifferential algebras”.

1. The algebra Ψ0
00. It consists of operators on L2(Rd) with symbols in S0

00(Rd ⊕ Rd),
that is, satisfying

|∂βx∂αp b| ≤ Cα,β , α, β.
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2. The algebra Ψ0,∞
00,sc. It consists of ~-dependent families of elements of Ψ0

00, asymptotic

to power series in ~ with coefficients in Ψ0
00.

3. The algebra Ψ∞[[~]], that is formal power series in ~ with coefficients in C∞(Rd⊕Rd).

The algebra Ψ0
00 consists of true operators on L2(Rd). It is closed not only wrt the

multiplication (as any algebra), but it is closed wrt several other operations. It is closed
wrt various functional calculi, it is invariant wrt the symplectic group, and also wrt the
dynamics generated by elements of this algebra. It has one drawback: it has no “small
Planck constant”. Therefore its utility is limited—the point of quantization is to use classical
arguments for quantum operators, but this can be done only if the Planck constant is small.

The algebra Ψ0,∞
00,sc consists of true operators that depend on a Planck constant. It is

closed wrt the multiplication, is closed wrt to taking various functions and wrt a dynamics
of the form described in Egorov Theorem 6.20. Using this algebra we can make various
interesting statements about true operators of the sort: “there exists ~0 > 0 such that for
0 < ~ < ~0 something happens”. For instance: if the principal symbol is invertible, then for
small ~ the operator is invertible. On the other hand, the definition of this algebra is quite
ugly: we have the “remainder term” which has to be taken into account, even though it is
“semiclassically small”.

The algebra Ψ∞[[~]] is much “cleaner” than Ψ0,∞
00,sc, at least from the purely algebraic

point of view. You do not have an ugly remainder, you do not worry about estimates. How-
ever, it does not consist of true operators, only of “caricatures of operators”. Nevertheless,
it retains the essential structure of Ψ0,∞

00,sc. Besides, it is probably useful as a pedagogical
object.

There are some mathematicians who care only about formal algebras–for them algebras
of the form Ψ∞[[~]] are OK. We prefer to think about true operators and use various algebras
as tools.

The disadvantage of algebras 2. and 3. is that the Planck constant is external. In
what follows we will describe algebras that possess a “natural effective Planck constant”.
These algebras come from the theory of partial differential operators. They are appropriate
extentions of the algebra of differential operators with smooth coefficients.

16.2 Classes of symbols

In this section as a rule we will set ~ = 1. The variable conjugate to x will be generically
denoted ξ. We will not put hats on classical variabes to denote operators—thus x will denote
both classical variable and the corresponding multiplication operator. The quantization of
ξ will be denoted D = −i∂x.

Let m ∈ N. We define Smpol(T
#Rd) to be the set of functions of the form

a(x, ξ) =
∑
|β|≤m

aβ(x)ξβ , (16.1)

where for any α, β
|∂αx aβ | ≤ cα,β . (16.2)

The subscript pol stands for polynomial.
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Let m ∈ R. We define Sm(T#Rd) to be the set of functions a ∈ C∞(T#Rd) such that
for any α, β

|∂αx ∂
β
ξ a(x, ξ)| ≤ cα,β〈ξ〉m−|β|. (16.3)

We say that a function a(x, ξ) is homogeneous in ξ of degree m if a(x, λξ) = λma(x, ξ)
for any λ > 0. Note that there are many such functions smooth outside of ξ = 0, for instance
|ξ|m, however they are rarely smooth at ξ = 0.

We set Smph(T#Rd) to be the set of functions a ∈ Sm(T#Rd) such that for any n there
exist functions am−k, k = 0, . . . , n, homogeneous in ξ of degree m− k such that

|∂αx ∂
β
ξ am−k(x, ξ)| ≤ cα,β |ξ|m−k−|β|, |ξ| > 1,∣∣∣∣∣∂αx ∂βξ (a(x, ξ)−

n∑
k=0

am−k(x, ξ)
)∣∣∣∣∣ ≤ cα,β,n|ξ|m−n−1, |ξ| > 1.

We then write a '
∑∞
k=0 am−k, where am−k are uniquely determined. The subscript ph

stands for polyhomogeneous.
We introduce also

S−∞ := ∩
m
Sm = ∩

m
Smph,

S∞ := ∪
m
Sm, S∞ph := ∪

m
Smph, S∞pol := ∪

m
Smpol.

S∞pol(T
#Rd) is called the space of symbols polynomial in ξ.

S∞ph(T#Rd) is called the space of step 1 polyhomogeneous symbols. Some mathematicians
call them classical symbols, which has nothing to do with classical mechanics, and is related
to the fact that this symbol class was used in “classic papers” from the 60’s or 70’s.

Elements of Sm(T#Rd) are often just called symbols of order m, since this class is often
regarded as the “most natural”.

Clearly, for m ∈ N, Smpol ⊂ Smph. In fact, if a(x, ξ) is of the form (16.1), then

a(x, ξ) =

m∑
n=0

am−n(x, ξ), (16.4)

ak(x, ξ) :=
∑
|α|=k

aα(x)ξα. (16.5)

For any m ∈ R, Smph ⊂ Sm.
Clearly, S∞, S∞ph and S∞pol are commutative algebras with gradation.

a ∈ Sm iff a〈ξ〉k ∈ Sm+k. Likewise, a ∈ Smph iff a〈ξ〉k ∈ Sm+k
ph .

The algebra S∞ph appears naturally if we want to compute (1+ξ2)−1, or
√

1 + ξ2. Clearly,
we cannot do it inside S∞pol, however we can do it in the larger algebra S∞ph. We will discuss
it further in the subsection about ellipticity.

120



16.3 Classes of pseudodifferential operators

We introduce the following classes of operators from S(Rd) to S ′(Rd):

Ψm := {Op(a) | a ∈ Sm}, (16.6)

Ψm
ph := {Op(a) | a ∈ Smph}, (16.7)

Ψm
pol := {Op(a) | a ∈ Smpol}. (16.8)

Lemma 16.1. e
i
2DxDξ is bounded on Sm.

Proof. Recall that in (6.41) we defined

Sk00 := {f ∈ C∞(Rn ⊕ Rk) | |∂αx ∂
β
ξ f | ≤ Cα,β〈ξ〉

k}. (16.9)

By Proposition 6.13 e
i
2DxDξ is bounded on Sk0,0. In particular,

Let a ∈ Sm. Then ∂αx ∂
β
ξ a ∈ Sm−|β| ⊂ S

m−|β|
0,0 . Now

∂αx ∂
β
ξ e

i
2DxDξa = e

i
2DxDξ∂αx ∂

β
ξ a ∈ S

m−|β|
00 . (16.10)

Hence
|∂αx ∂

β
ξ e

i
2DxDξa| ≤ Cα,β〈ξ〉m−|β|. (16.11)

2

Proposition 16.2.

Ψm := {Opx,ξ(a) | a ∈ Sm}, (16.12)

Ψm
ph := {Opx,ξ(a) | a ∈ Smph}, (16.13)

Ψm
pol := {Opx,ξ(a) | a ∈ Smpol}. (16.14)

Proof. Recall the transformation from the Weyl symbol to the Kohn-Nirenberg symbol:

e
i
2DξDxa(x, ξ) =

n∑
j=0

(
i
2DξDx

)j
j!

a(x, ξ) (16.15)

+

∫ 1

0

dτ

(
i
2DξDx

)n+1
(1− τ)n

n!
e

i
2 τDξDxa(x, ξ).

We need to show that e
i
2DxDξ is bounded on Sm, Smph and Smpol. In the case of polynomial

symbols the statement is obvious. For Sm it is proven in Lemma 16.1. For Smph we can use

the expansion (16.15). We note that the jth term of this expansion belongs to Sm−jph and

the remainder using Lemma 16.1 can be proven to belong to Sm−n−1. 2
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16.4 Multiplication of pseudodifferential operators

The following lemma is proven in a similar way as the lemma 16.1:

Lemma 16.3. e
i
2 (Dξ1Dx2−Dx1Dξ2 ) is bounded on the space

{c ∈ C∞(R4d) | |∂δ1x1
∂γ1ξ1 ∂

δ2
x2
∂γ2ξ2 c| ≤ C〈ξ1〉

m−|β1|〈ξ2〉k−|β2|}. (16.16)

Theorem 16.4. Ψ∞, Ψ∞ph and Ψ∞pol are algebras with gradation.

Proof. Let us prove that Ψm ·Ψk ⊂ Ψm+k. Let a ∈ Sm and b ∈ Sk.

a ? b(x, p) := e
i
2 (Dξ1Dx2−Dx1Dξ2 )a(x1, ξ1)b(x2, ξ2)

∣∣∣ x := x1 = x2,
ξ := ξ1 = ξ2.

By Lemma 16.3,

|∂α1
x1
∂β1

ξ1
∂α2
x2
∂β2

ξ2
e

i
2 (Dξ1Dx2−Dx1Dξ2 )a(x1, ξ1)b(x2, ξ2)| ≤ C〈ξ1〉m−|β1|〈ξ2〉k−|β2|. (16.17)

Restricting to
x := x1 = x2,
ξ := ξ1 = ξ2.

yields the estimate

|∂αx ∂
β
ξ a ? b(x, p)| ≤ C〈ξ〉

m+k−|β|. (16.18)

Thus a ? b ∈ Sm+k.
If a ∈ Smph and b ∈ Skph, we use the expansion

a ? b(x, p) :=

n∑
j=0

(
i
2 (Dξ1Dx2

−Dx1
Dξ2)

)j
j!

a(x1, ξ1)b(x2, ξ2)
∣∣∣ x := x1 = x2,
ξ := ξ1 = ξ2.

(16.19)

+

∫ 1

0

dτ

(
i
2 (Dξ1Dx2 −Dx1Dξ2)

)n+1
(1− τ)n

n!
e

i
2 τ(Dξ1Dx2−Dx1Dξ2 )a(x1, ξ1)b(x2, ξ2)

∣∣∣ x := x1 = x2,
ξ := ξ1 = ξ2.

The jth term of this expansion is in Sm+k−j
ph and the remainder by Lemma 16.3 is in

Sm+k−n−1. 2

In the usual semiclassical quantization of a function a(x, p) we insert the Planck constant
in the second variable, that is after quantization we use the function a(x, ~ξ). Thus it satisfies
the estimates

|∂αx ∂
β
ξ a| ≤ Cα,β~

|β|. (16.20)

If we compare (16.20) with (16.3), that is

|∂αx ∂
β
ξ a(x, ξ)| ≤ cα,β〈ξ〉m−|β|, (16.21)

we see that in the class Sm the function 〈ξ〉−1 plays the role of the Planck constant.
Let a ∈ Sm and b ∈ Sk. We then have Clearly, the jth term in the above sum belongs

to Sm+k−j . Thus we have an analog of the semiclassical expansion of the star product.
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16.5 Sobolev spaces

For k ∈ R, the kth Sobolev space is defined as

L2,k(Rd) := {f ∈ S ′(Rd) | (1 + ξ2)k/2f̂ ∈ L2(Rd)}.

We equip L2,k(Rd) with the scalar product

(f |g)k := (f̂ |(1 + ξ2)kĝ).

Clearly, L2,k(Rd) is a family of Hilbert spaces such that

L2,k(Rd) ⊂ L2,k′(Rd), k ≥ k′.

The following operator is unitary:

〈D〉k = (1−∆)k/2 : L2,k(Rd)→ L2(Rd).

We also write
L2,∞ := ∩

k
L2,k(Rd), L2,−∞ := ∪

k
L2,k(Rd).

Clearly, S0 ⊂ S0
00. Therefore, by the Calderon-Vaillancourt Theorem all elements of Ψ0 are

bounded on L2(Rd). The following proposition generalizes this to other Sobolev spaces and
to Ψm for all m.

Proposition 16.5. For any k,m ∈ R, A ∈ Ψm extends to a bounded operator

A : L2,k(Rd)→ L2,k−m(Rd),

and also to a continuous operator on L2,∞ and L2,−∞.

Proof. It is enough to show that if A = Op(a) with a ∈ Sm, then

(1−∆)−
m
2 + k

2A(1−∆)−
k
2 (16.22)

is bounded on L2(Rd). But (1 − ∆)−
k
2 ∈ Ψ−k, (1 − ∆)−

m
2 + k

2 ∈ Ψ−m+k. Hence (16.22)
belongs to Ψ0, so it is bounded. 2

Corollary 16.6. A ∈ Ψ−∞ maps L2,−∞(Rd) to L2,∞(Rd).

Note that L2,∞(Rd) ⊂ C∞(Rd). Therefore, elements of Ψ−∞ are called smoothing oper-
ators.

Proposition 16.7. The following statements are equivalent:

1. A ∈ Ψm.

2. adαxadβD(A)〈D〉−m+|α| is bounded for any α, β.
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Proof. (1)⇒(2) Let A = Opx,ξ(a). Fix α, β. We have

∂γx∂
δ
ξ

(
(∂αx ∂

β
ξ a)〈ξ〉−m+|β|

)
(16.23)

=
∑

δ1+δ2=δ

Cδ1,δ2(∂α+γ
x ∂β+δ1

ξ a)∂δ2ξ 〈ξ〉
−m+|β|. (16.24)

This is clearly bounded. Hence by the x, ξ version of the Calderon-Vaillancourt Theorem

Opx,ξ
(
(∂αx ∂

β
ξ a)〈ξ〉−m+|β|) = Opx,ξ

(
∂αx ∂

β
ξ a
)
〈D〉−m+|β|

= i|α|−|β|adαDadβx(A)〈D〉−m+|β| (16.25)

is bounded.
(1)⇐(2) Fix α, β again. We have

adγDadδx

(
(adαDadβxA)〈D〉−m+|β|

)
(16.26)

=
∑

δ1+δ2=δ

Cδ1,δ2(adα+γ
D adβ+δ1

x A)adδ2x 〈D〉−m+|β|. (16.27)

Using adαx〈D〉k = (−i)|α|∂αξ 〈D〉k, it is easy to see that (16.57) is bounded. By the x, ξ
version of the Beals criterion

(adαDadβxA)〈D〉−m+|β| = Opx,ξ(bα,β),

where bα,β is bounded. But

bα,β = i−|α|+|β|∂αx ∂
β
ξ a〈ξ〉

−m+|β|.

2

16.6 Principal and extended principal symbols

Recall that if A = Op(a), then a is called the symbol (or the full symbol) of A and sometimes
is denoted s(A).

Suppose first that a =
∑
|β|≤m

aβ(x)ξβ ∈ Smpol and A = Op(a). Then

smpr(A) :=
∑
|β|=m

aβ(x)ξβ ,

smsub(A) :=
∑

|β|=m−1

aβ(x)ξβ

are called resp. the principal symbol and the subprincipal symbol of A. It is natural to
combine them into the extended principal symbol of A

smep(A) := smpr(A) + smsub(A).
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The above definition has a natural extension to step 1 polyhomogeneos operators. If

a '
∞∑
k=0

am−k ∈ Smph, as a decomposition of the symbol into homogeneous terms, then

smpr(A) := am(x, ξ),

smsub(A) := am−1(x, ξ).

Note that if A = Opx,ξ(b) and b '
∑∞
k=0 bm−k, then the principal symbol is bm and the

subprincipal symbol is bm−1 + i
2∂x∂ξbm.

If A = Op(a) ∈ Ψm, then we do not have such a clean definition of the principal and
subprincipal symbol. The principal and extended symbol are then defined as elements of
smpr(A) ∈ Sm/Sm−1, resp. smep(A) ∈ Sm/Sm−2 by

smpr(A) := s(A) (mod Sm−1), (16.28)

smep(A) := s(A) (mod Sm−2). (16.29)

Let A ∈ Ψm and B ∈ Ψk. Then

AB ∈ Ψm+k and

sm+k
pr (AB) = smpr(A)skpr(B),

sm+k
ep

(1

2
[A,B]+

)
= smep(A)skep(B) (mod Sm+k−2);

[A,B] ∈ Ψm+k−1 and

sm+k−1
pr ([A,B]) = {smpr(A), skpr(B)},

sm+k−1
ep ([A,B]) = {smep(A), skep(B)} (mod Sm+k−3).

16.7 Cotangent bundle

In this subsection X is a manifold. In our subsequent applications we will usually assume
that X = Rd, however the material of this subsection is more general.

The cotangent bundle of X will be denoted by T#X .
Let F : X 3 x 7→ x̃ ∈ X be a diffeomorphism. We can define its prolongation to the

cotangent bundle T#X . If we choose coordinates on X , then the prolongation of F and its
inverse are given by

xi 7→ x̃j(x) x̃j 7→ xi(x̃)

ξi 7→ ξ̃j(x, ξ) =
∂xi

∂x̃j
(x)ξi ξ̃j 7→ ξi(x̃, ξ̃) =

∂x̃j

∂xi
(x̃)ξ̃j .

Note that T#X is a symplectic manifold with the symplectic form dxj ∧ dξj and the pro-
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longation of F preserves this symplectic form:

dx̃i ∧ dξ̃i =
∂x̃i

∂xj
dxj ∧

( ∂ξ̃i
∂xk

dxk +
∂ξ̃i
∂ξk

dξk

)
(16.30)

=
∂x̃i

∂xj
dxj ∧

(∂x̃n
∂xk

∂2xm

∂x̃n∂x̃i
ξmdxk +

∂xk

∂x̃i
dξk

)
(16.31)

= dxj ∧ dξj . (16.32)

16.8 Diffeomorphism invariance

The action of a diffeomorphism F on functions on X will be denoted F#:

F#f(x̃) := f
(
x(x̃)

)
.

Proposition 16.8. Suppose that A is an operator with the integral kernel A(x1, x2). Then

the integral kernel of F−1
# AF# is A(x̃(x1), x̃(x2))

∣∣∣∂x̃∂x (x2)
∣∣∣.

Proof. We have

AF#f(x̃1) =

∫
A(x̃1, x̃2)f(x(x̃2))dx̃2 (16.33)

=

∫
A(x̃1, x̃(x2))f(x2)

∣∣∣∂x̃
∂x

(x2)
∣∣∣dx2 (16.34)

F−1
# AF#f(x̃1) =

∫
A(x̃(x1), x̃(x2))f(x2)

∣∣∣∂x̃
∂x

(x2)
∣∣∣dx2. (16.35)

2

We will use the same notation F# for the action of the prolongation of F on C∞(T#X )
given by

F#a(x̃, ξ̃) = a
(
x(x̃),

∂x̃

∂x
(x̃)ξ̃

)
.

Theorem 16.9. Let F : Rd → Rd be a diffeomorphism that moves only a bounded part of
Rd. Then the following holds.

(1) The spaces Smpol(T
#Rd), Smph(T#Rd), Sm(T#Rd) are invariant wrt F#.

(2) The operators F# are bounded invertible on spaces L2,m.

(3) The algebras Ψpol(Rd), Ψph(Rd) and Ψ(Rd) are invariant wrt F#.

Proof. (1) The invariance of Smpol and Smph is obvious. In fact, functions on T#Rd homoge-
neous in ξ of any degree are invariant wrt difeeomorphisms.

To check the invariance of Sm we note that

∂

∂x̃
=
( ∂
∂x̃

∂x̃

∂x

)
ξ̃
∂

∂ξ
+
∂x̃

∂x

∂

∂x
, (16.36)

∂

∂ξ̃
=
∂x̃

∂x

∂

∂ξ
. (16.37)
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Now

∂αx̃ ∂
β

ξ̃
a(x, ξ) =

∑
β ≤ γ ≤ α+ β,

δ ≤ α;

cγ,δ ξ̃
δ−β∂γx∂

δ
ξa(x, ξ). (16.38)

Now the term on the right can be estimated by

C|ξ̃||δ|−|β|〈ξ〉m−|δ| ≤ C1〈ξ〉m−|β|.

(2) Let us first compute F−1
# ∆F#. We have

∆F#f(x̃) = δij
∂

∂x̃i
∂

∂x̃j
f
(
x(x̃)

)
= δij

∂xk

∂x̃i
∂

∂xk
∂xl

∂x̃j
∂

∂xl
f
(
x(x̃)

)
F−1

# ∆F#f(x) = δij
∂xk

∂x̃i
∂

∂xk
∂xl

∂x̃j
∂

∂xl
f(x).

Assume first that m is a positive integer.(
1− F−1

# ∆F#)m(1−∆)−m =
∑
|β|≤m

cβ(x)∂xβ1 · · · ∂xβk (1−∆)−m, (16.39)

where cβ(x) are bounded. ∂xβ1 · · · ∂xβk (1−∆)−m is also bounded for |β| ≤ m on L2(Rd) by
the Fourier transformation. Hence (16.39) is bounded.

By interpolation one obtains the boundedness of (16.39) for any positive m.
Exchanging the role of ∆ and F−1

# ∆F# we obtain the result also for negative m.
(3) We use the Beals criterion. Set

x̃ := F−1
# xF, (16.40)

D̃ := F−1
# DF =

∂x

∂x̃
D (16.41)

Here, x̃ is the multiplication operator by the variable x̃(x), and clearly by assumption
x̃− x ∈ C∞c . Similarly, D̃ −D =

(
1− ∂x

∂x̃

)
D, where

(
1− ∂x

∂x̃

)
∈ C∞c .

Let A ∈ Ψm. To check the Beals criterion for F#AF
−1
# it is enough to prove the

boundedness of

F−1
# adαxadβD(F#AF

−1
# )〈D〉−m+|β|F#

=adαx̃adβ
D̃

(A)〈D̃〉−m+|β|. (16.42)

Now 〈D〉m−|β|〈D̃〉−m+|β| is bounded by (2) and

adαx̃adβ
D̃

(A)〈D〉−m+|β|

is bounded by Lemma 16.10 below. This proves the boundedness of (16.42). 2
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Lemma 16.10. Let A ∈ Ψm. Let f ′1, . . . , f
′
n ∈ C∞c . Then

[f1(x), . . . [fn(x), A] · · · ]〈D〉−m+n (16.43)

is bounded.

Proof. Let us write

fi(x) = (2π)−d
∫
f̂i(ξ)e

ixξidξi.

Then (16.43) can be rewritten as

(2π)−dn
∫

dξ1

∫ 1

0

dτ1 · · ·
∫

dξn

∫ 1

0

dτn

×ei((1−τ1)ξ1+···+(1−τn)ξn)x[ξ1x · · · [ξnx,A] · · · ]〈D〉−m+nei(τ1ξ1+···+τnξn)x (16.44)

×f̂1(ξ1) · · · f̂n(ξn)〈D + τ1ξ1 + · · ·+ τnξn〉m−n〈D〉−m+n. (16.45)

Now (16.44) is bounded because A ∈ Ψm. Besides, the whole integral is bounded because

‖〈D + τ1ξ1 + · · ·+ τnξn〉m−n〈D〉−m+n‖ ≤ 〈τ1ξ1 + · · ·+ τnξn〉|−m+n|, (16.46)

|ξ1f̂1(ξ1) · · · ξnf̂n(ξn)| ≤ cN 〈ξ1〉N · · · · · · 〈ξn〉N . (16.47)

2

16.9 Ellipticity

Proposition 16.11. 1. If a ∈ Smph and |a(x, ξ)| ≥ c〈ξ〉m, c > 0, then a(x, ξ)−1 belongs

to S−mph . More generally, for any p ∈ C, a(x, ξ)p belongs to S
−Re(p)m
ph .

2. The same is true if we replace Sph with S.

Proof. Let a ∈ Smph. Let am(x, ξ) be its principal symbol Set

r(x, ξ) = a(x, ξ)− am(x, ξ).

Then |am(x, ξ)| ≥ c|ξ|m, c > 0, and for large |ξ| we have a convergent power series expansion

a(x, ξ)−1 =
1

am(x, ξ)
(

1 + r(x,ξ)
am(x,ξ)

) =

∞∑
n=0

(−1)n
r(x, ξ)n

am(x, ξ)n+1
. (16.48)

Now the nth term on the right of (16.48) belongs to S−m−nph . Hence the whole sum belongs

to S−mph .
The proof for the pth power is similar, except that we use the Taylor expansion of

a(x, ξ)p = am(x, ξ)p
(
1 + r(x,ξ)

am(x,ξ)

)p
.
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Next, assume that a ∈ Sm. The Faa di Bruno formula implies

∂αx ∂
β
ξ a

p =
∑

α1 + · · ·+ αn = α,
β1 + · · ·+ βn = β.

Cα1,β1...,αn,βna
p−n∂α1

x ∂β1

ξ a · · · ∂αnx ∂βnξ a. (16.49)

The term in the above sum can be estimated by

C〈ξ〉pm−nm〈ξ〉m−|γ1| · · · 〈ξ〉m−|γn| = C〈ξ〉pm−|β|. (16.50)

Hence ap ∈ Smp. 2

We say that b ∈ Sm(Rd) is elliptic if for some r, c0 > 0

|b(x, ξ)| ≥ c0|ξ|m, |ξ| > r.

Proposition 16.12. Let m > 0. Let b ∈ Sm(Rd) be elliptic and z− b(x, ξ) invertible. Then
there exists c > 0 such that

|z − b(x, ξ)| ≥ c〈ξ〉m, (16.51)

so that the statements of Proposition 16.11 are true.

Proof. We have

|z − b(x, ξ)| ≥ c0|ξ|m − |z|, |ξ| > r,

|z − b(x, ξ)| ≥ cR, |ξ| < R, (by compactness).

This clearly implies (16.51). 2

Quantizations of elliptic symbols of a positive degree are unbounded. Therefore, their
theory involves various technicalities that we would like to avoid and we will develop it only
under restrictive assumptions.

Theorem 16.13. 1. Let m > 0. Let b ∈ Sm be positive and elliptic, that is, for some
r, c0 > 0

b(x, ξ) ≥ c0|ξ|m, |ξ| > r.

Then Op(b) with domain L2,m is self-adjoint and if z 6∈ sp (Op(b), then

(z −Op(b))−1 ∈ Ψ−m. (16.52)

2. If in addition b ∈ Smph, then

(z −Op(b))−1 ∈ Ψ−mph . (16.53)
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Proof. We know that Op(b) is well defined as an operator L2,m → L2. We will show that
for z with | arg(z)| ≥ ε > 0 and |z| big enough the operator z −Op(b) is invertible.

Suppose that z − b(x, ξ) is invertible. Then

(z − b) ? (z − b)−1 = 1 + r, (16.54)

where r ∈ S−2. We check that the seminorms of r as an element of S0
00 go to zero for

| arg(z)| ≥ ε > 0 and |z| large enough. Hence ‖Op(r)‖ → 0. We rewrite (16.54) as(
z −Op(b)

)
Op
((
z − b)−1

)
= 1l + Op(r). (16.55)

Then we can write for ‖Op(r)‖ < 1(
z −Op(b)

)
Op
((
z − b)−1

)(
1l + Op(r)

)−1
= 1l. (16.56)

Thus z − Op(b) is right invertible. An analogous reasoning shows that it is left invertible.
Hence it is invertible and(

z −Op(b)
)−1

= Op
((
z − b)−1

)(
1l + Op(r)

)−1
, (16.57)

belongs to Ψ−m. In particular, the range of (16.57) is contained in L2,m.
Let z 6∈ sp Op(b). Let z1 satisfies | arg(z1)| ≥ ε > 0 and |z1| big enough, so that the

above construction applies.

(z −Op(b))−1 = (z1 −Op(b))−1 + (z − z1)(z1 −Op(b))−1(z −Op(b))−1,

hence the range of
(
z −Op(b)

)−1
is L2,m as well. We will show that for any k(

z −Op(b)
)−1

: L2,k → L2,m+k. (16.58)

We have[
D,
(
z −Op(b)

)−1]
=
(
z −Op(b)

)−1
[D,Op(b)]

(
z −Op(b)

)−1

=
(
z −Op(b)

)−1
[D,Op(b)]〈D〉−m〈D〉m

(
z −Op(b)

)−1
. (16.59)

Thus (16.59) is bounded. We can iterate (16.59) obtaining the boundedness of

adαD
(
z −Op(b)

)−1
.

This easily implies (16.58).

Now
(
z −Op(b)

)−1 ∈ Ψ−m follows by the Beals criterion.

(16.57) does not tell us much about the resolvent of Op(b). One can try to improve it as
follows. Let z ∈ C, not necessarily in sp Op(b). Modifying b for ξ in a bounded set, so that
|z − b0| ≥ c〈ξ〉 and b− b0 ∈ S−∞, we can rewrite (16.54) as

(z − b) ? (z − b0)−1 = 1 + r0, (16.60)
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where r0 ∈ S−2. Multiplying this by 1− r0 + · · ·+ (−r0)?n, we obtain

(z − b) ? (z − b0)−1 ? (1− r0 + · · ·+ (−r0)?n) = 1− (−r)?(n+1).

Hence if we set
c2n(z) := (z − b)−1 ?

(
1− r0 + · · ·+ (−r0)?n

)
,

then c2n ∈ S−m and
(z −Op(b))Op

(
c2n(z)

)
− 1l ∈ Ψ−m−2n−2. (16.61)

Thus if z −Op(b) is invertible, then

Op(c2n(z))− (z −Op(b))−1 ∈ Ψ−m−2n−2.

This can be used to prove that if b is polyhomogeneous, then so is (z −Op(b))−1. 2

Let us state a corollary of the above constructions, which goes under the name of elliptic
regularity.

Corollary 16.14. Assume the hypotheses of Theorem 16.13. Let

Op(b)f = g, (16.62)

where g ∈ L2,∞ and f ∈ L2,−∞. Then f ∈ L2,∞.

Proof. We can assume that f ∈ L2,k for some k. Let c2n ∈ S−m and r2n+2 ∈ S−2n−2 such
that

Op
(
c2n
)
Op(b)− 1l = Op(r) ∈ Ψ−2n−2, (16.63)

see the proof above. We multiply (16.62) by Op(c2n), obtaining

f = Op(c2n)g −Op(r2n+2)f. (16.64)

Now Op(c2n)g ∈ L2,∞, Op(r2n+2)f ∈ L2,k+2n+2. Since n was arbitrary, f ∈ L2,∞. 2

Remark 16.15. Using the Beals criterion, under the assumptions of Theorem 16.13, we
can show that Op(b)p ∈ Ψmp, at least for p ∈ Z, presumably also for p ∈ C.

Remark 16.16. An easy argument involving the so-called Borel summation allows us to
construct c∞(z) ∈ Sm such that

(z −Op(b))Op
(
c∞(z)

)
− 1l ∈ Ψ−∞. (16.65)

Such an operator is called a parametrix of z −Op(b).
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16.10 Asymptotics of the dynamics

The following version of the Egorov Theorem is to a large extent analogous to its semiclassical
version, that is Theorem 6.20. Compare the Hamiltonian in Theorem 6.20, which was
1
~Op(h), and the Hamiltonian in the following theorem:

Theorem 16.17 (Egorov Theorem). Let h ∈ S1
ph be real and elliptic. Let h1 be its principal

symbol.

(1) Let x(t), ξ(t) solve the Hamilton equations with the Hamiltonian h1 and the initial
conditions x(0), ξ(0). Then

γt(x(0), ξ(0)) =
(
x(t), ξ(t)

)
defines a symplectic transformation homogeneous in ξ.

(2) Let b ∈ Smph be homogeneous in ξ of degree m. Then there exist bt '
∞∑
n=0

bt,m ∈ Smph

such that
eitOp(h)Op(b)e−itOp(h) = Op

(
bt
)
. (16.66)

Moreover,
bt,m(x, ξ) = bm

(
γ−1
t (x, ξ)

)
(16.67)

and suppbt,m−n ⊂ γt(suppb), n = 0, 1, . . . .

We skip the proof of the above theorem, because it is very similar to the proof of Theorem
6.20.

16.11 Singular support

Proposition 16.18. Let f be a distribution of compact support. Then

f ∈ C∞c ⇔ |f̂(ξ)| ≤ cn〈ξ〉−n, n ∈ N. (16.68)

Proof. ⇐. We can differentiate

f(x) := (2π)−d
∫

eixξ f̂(ξ)dξ (16.69)

any number of times.
⇒ We integrate by parts:

(iξ)αf̂(ξ) := (2π)−d
∫

(∂αx e−ixξ)f(x)dx = (2π)−d(−1)|α|
∫

e−ixξ∂αx f(x)dx. (16.70)

2

For f ∈ D′(Rd), we say that is smooth near x0 ∈ Rd if if there exists a neighborhood U
of x0 such that f is C∞ on U . We say that x0 beongs to the singular support of f , denoted
Sing(f), if f is not smooth near x0. The singular support is a closed subset of Rd.

In the following proposition we give three equivalent characterizations of the complement
of the singular support.
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Proposition 16.19. Let f be a distribution on Rd and x0 ∈ Rd. The following are equiva-
lent:

(1) f is smooth near x0.

(2) There exists χ0 ∈ C∞c (Rd), χ0(x0) 6= 0, such that

|χ̂0f(ξ)| ≤ cn〈ξ〉−n, n ∈ N. (16.71)

(3) There exists a neighborhood U of x0 such that for any χ ∈ C∞c (U),

|χ̂f(ξ)| ≤ cn〈ξ〉−n, n ∈ N. (16.72)

Proof. (1)⇒(3) follows by Proposition 16.18 ⇒. (3)⇒(2) is obvious.
Let us prove (2)⇒(1). χ0f is smooth by Proposition 16.18 ⇐. Let U := {x | |χ0(x)| >

1
2 |χ0(x0)|}. Then U is an open neighborhood of x0 on which χ−1

0 is smooth. Hence f =

χ−1
0 (χ0f) is also smooth on U . 2

We say that b ∈ Sm is elliptic near x0 iff there exist c > 0, r and a neighborhood U of
x0 such that

|b(x, ξ)| ≥ c|ξ|m, x ∈ U , |ξ| > r. (16.73)

Theorem 16.20. Let f ∈ L2,−∞ and a ∈ S∞. Then

(1) If a ∈ S−∞, then
Sing(Op(a)f) = ∅. (16.74)

(2) Let Ω be a closed subset of Rd. If suppa ⊂ T#Ω, then

Sing(Op(a)f) ⊂ Sing(f) ∩ Ω. (16.75)

(3) Let Ω0 be a closed subset of Rd. If a is elliptic near Ω0, then

Sing(Op(a)f) ⊃ Sing(f) ∩ Ω0. (16.76)

Proof. (1) is obvious. Let us prove (2).
Let f ∈ L2,k and a ∈ Sm. Let x0 6∈ Sing(f). Let χ, χ1,∈ C∞c , χ0χ1 = χ0, χ0(x0) 6= 0

and suppχ1 ∩ Sing(f) = ∅. We will write χ0, χ1 for χ0(x), χ1(x).

χ0Op(a)f = χ0χ1Op(a)f = χ0[χ1,Op(a)] + χ0Op(a)χ1f

=

n∑
k=0

(
n

k

)
χ0adkχ1

(
Op(a)

)
χn−k1 f. (16.77)

But adkχ1
(A) ∈ Ψm−k and χn−k1 f ∈ L2,∞. Thus all terms in (16.77) with k < n belong to

L2,∞. The term χ0adnχ1

(
Op(a)

)
f ∈ Lk−m+n. Since n was arbitrary, (16.77)∈ L2,∞. This

proves
Sing(Op(a)f) ⊂ Sing(f). (16.78)

Now let x0 6∈ Ω. We can find χ ∈ C∞c such that χ(x0) 6= 0 and χa = 0. Then χ?a ∈ S−∞.
Hence χOp(a)f ∈ L2,∞. Therefore,

Sing(Op(a)f) ⊂ Ω. (16.79)

This proves (2). 2
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16.12 Wave front

Let
T#
6=0R

d := {(x, ξ) ∈ T#Rd | ξ 6= 0}

denote the cotangent bundle of Rd with the zero section removed. We equip T#
6=0Rd with an

action of R+ as follows:
(x, ξ) 7→ (x, tξ), t ∈ R+ (16.80)

We say that a subset of T#
6=0Rd is conical iff it is invariant with respect to this action. Conical

subsets can be identified with T#
6=0Rd/R+.

Proposition 16.21. Let f ∈ D′(Rn) and (x0, ξ0) ∈ T#
6=0Rd. The following are equivalent:

(1) There exists χ ∈ C∞c (X ) with χ(x0) 6= 0 and a conical neighborhood W of ξ0 such that

|χ̂f(ξ)| ≤ cn〈ξ〉−n, ξ ∈ W, n ∈ N. (16.81)

(2) There exists a neighborhood U of x0 and a conical neighborhood W of ξ0 such that if
χ ∈ C∞c (U), then

|χ̂f(ξ)| ≤ cn〈ξ〉−n, ξ ∈ W, n ∈ N. (16.82)

We say that f is smooth in a conical neighborhood of (x0, ξ0) iff the equivalent conditions
of Proposition 16.21 hold. Clearly, f is smooth in a neighborhood of x0 iff it is smooth in a
conical neighborhood of (x0, ξ0) for all nonzero ξ0 ∈ T#

x0
Rd.

The complement in T#
6=0Rd of points where f is smooth is called the wave front set of

f and denoted WF(f). The wave front set is a closed conical subset of T#
6=0Rd. Clearly,

Sing(f) is the projection of WF(f) onto the first variable.
We say that b ∈ Sm is elliptic in a conical neighborhood of (x0, ξ0) iff there exist c > 0,

r, a neighborhood U of x0 and a conical neighborhood W of ξ0 such that

|b(x, ξ)| ≥ c|ξ|m, (x, ξ) ∈ U ×W, |ξ| > r. (16.83)

The following theorem gives two possible alternative definitions of microlocal smoothness.

Theorem 16.22. Let f ∈ L2,−∞ and (x0, ξ0) ∈ T#
6=0Rd. The following conditions are

equivalent:

(1) f is smooth in a conical neighborhood of (x0, ξ0).

(2) There exists m and b ∈ Smph elliptic in a conical neighborhood of (x0, ξ0) such that

Op(b)u ∈ L2,∞.

(3) There exists a neighborhood U of x0 and a conical neighborhood W of ξ0 such that for
all b ∈ S∞ supported in U ×W we have

Op(b)u ∈ L2,∞.
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Proof. (1)⇒(3). Let U , W be as in Prop. 16.21 (2). Let U0 be a neighborhood of x0 whose
closure is contained in U . Likewise, let W0 be a conical neighborhood of ξ0 whose closure is
contained in W. We will show that (3) is satisfied for U0,W0.

Let χ ∈ C∞c (U) such that χ = 1 on U0. Let κ ∈ C∞(W) be homogeneous of degeree 0
for |ξ| > 1 such that κ = 1 on W0 for |ξ| > 2. Then χ(x), κ(ξ) ∈ S0, and

b = b ? κ(ξ) ? χ(x) + r, r ∈ S−∞.

Hence
Op(b)f = Op(b)κ(D)χ(x)f + Op(r)f.

Now κ(D)χ(x)f ∈ L2,∞ by the condition (16.82) and Op(r)f ∈ L2,∞ because Op(r) ∈ Ψ−∞.
Hence Op(b)f ∈ Ψ−∞.

(3)⇒(2) is obvious.
(2)⇒(1). We can assume that U and W are open such that |b(x, ξ)| > |ξ|m on U ×W

for |ξ| > 1. Let b0 ∈ S−m such that b0 = b−1 there. Set b1 := b0 ? b. Then b1 = 1 + S−∞

inside U ×W.
Let χ ∈ C∞c (U). Let κ ∈ C∞ be homogeneous of degree 0 for |ξ| > 2 and supported in

W. Then
κ(ξ) ? χ(x) ? b1 = κ(ξ) ? χ(x) + r, r ∈ S−∞.

Therefore,
κ(D)χ(x) = κ(D)χ(x)Op(b0)Op(b) + Op(r1), r1 ∈ S−∞

We apply this to f . Using Op(b)f ∈ L2,∞ we see that

κ(D)χ(x)f ∈ L2,∞,

which means that (1) holds. 2

16.13 Properties of the wave front set

Example 16.23. Let Y be a k-dimensional submanifold of Rd with a k-form β. Then the
distribution

〈F |ψ〉 :=

∫
Y
φβ

has the wave front set in the conormal bundle to Y:

WF (F ) ⊂ N#Y := {(x, ξ) : x ∈ Y, 〈ξ|v〉 = 0, v ∈ TY}.

Example 16.24. For X = R,

WF ((x+ i0)−1) = {(0, ξ) : ξ > 0}.

Example 16.25. Let H be a homogeneous function of degree 1 smooth away from the origin
and v ∈ C∞,

|∂βξ v(ξ)| ≤ cβ〈ξ〉m−|β|
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Then ∫
eixξ−iH(ξ)v(ξ)dξ = u(x)

satisfies
WF (u) = {(∇ξH(ξ), ξ) : ξ ∈ suppv}.

Theorem 16.26. Let u ∈ L2,∞ and a ∈ S∞.

(1) If a ∈ S−∞, then
WF (Op(a)u) = ∅. (16.84)

(2) Let Γ be a conical subset of T#Rd. If suppa ⊂ Γ, then

WF (Op(a)u) ⊂WF (u) ∩ Γ.

(3) Let Γ0 be a conical subset of T#Rd. If a ∈ Sm is elliptic on Γ0, then

WF (Op(a)u) ⊃WF (u) ∩ Γ0.

Theorem 16.27 (Theorem about propagation of singularities). Let h ∈ S1
ph be real and

elliptic. Let γt be the Hamiltonian flow generated by h1, the principal symbol of h. Then

WF (eitOp(h)u) = γt (WF (u)) .

17 Operators on manifolds

17.1 Invariant measure

Let M be a (pseudo-)Riemannian manifold with coordinates [xi] and a metric tensor [gij ].
The coordinates for every point p determine the basis dxi, i = 1, . . . , d, of T#

p M and ∂xi ,
i = 1, . . . , d, of TpM . We have

gij = (∂xi |∂xj ), gij = (dxi|dxj),

where [gij ] is the inverse of [gij ]. When we change the coordinates x→ x̃, then

g̃nm =
∂xi

∂x̃n
∂xj

∂x̃m
gij .

Therefore,

det g̃ =
(

det
∂x

∂x̃

)2

det g.

Hence ∫
f(x)|det g| 12 (x)dx =

∫
f(x̃)|det g̃| 12 (x̃)dx̃. (17.1)
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Thus if we set |g| := det g, then |g| 12 (x)dx is an invariant measure on M . It defines a natural
Hilbert space with the scalar product

(u|w) :=

∫
u(x)w(x)|g| 12 (x)dx. (17.2)

Here u,w are scalar functions on M , that is their values do not depend on the coordinates.
Instead of scalars one can use half densities, that is functions on M that depend on

coordinates: if we change the coordinate from x to x̃ it transforms as u→ |
√

∂x̃
∂x |u.

Every scalar function can be half-densitized. More precisely, the following map associates
to a scalar function u a half-density:

u 7→ u 1
2

:= |g| 14u.

The scalar product between two half-densities is

(u|w) =

∫
u 1

2
(x)w 1

2
(x)dx. (17.3)

17.2 Geodesics

Let M be a Riemannian manifold and p0, p1 ∈ M , then a geodesics joining p0 and p1 is a

map [0, 1] 3 t γ7→ x(t) ∈ M such that x(0) = p0 and x(1) = p1, which is a stationary point
of the length ∫ 1

0

√
gij(x(t))ẋi(t)ẋj(t)dt. (17.4)

The Euler-Lagrange equations yield

0 =
( d

dt
∂ẋk − ∂xk

)√
gij ẋiẋj =

1

2
√
gij ẋiẋj

(
2gikẍ

i + gkj,lẋ
j ẋl + gik,lẋ

iẋl − gij,kẋiẋj
)

+ gkj ẋ
j d

dt

1√
gij ẋiẋj

. (17.5)

Introducing the Christoffel symbol

Γikl =
1

2
gim(gmk,l + gml,k − gkl,m) (17.6)

we rewrite this as
ẍi + Γiklẋ

kẋl = f(t)ẋi, (17.7)

where f(t) is arbtrary.
There exists another variational principle for geodesics based on the functional∫ 1

0

gij(x(τ))ẋi(τ)ẋj(τ)dτ. (17.8)
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Here the Euler-Lagrange equations yield simply

0 =
( d

dτ
∂ẋk − ∂xk

)
gij ẋ

iẋj = ẍk + Γkij ẋ
iẋj .

We obtain a unique canonical parametrization by the so-called affine parameter. Note that
(17.8) can be used also in the pseudo-Riemannian case.

Using the Lagrangian
L(x, ẋ) = gij(x)ẋiẋj

we introduce the momentum

ξi :=
∂L
∂ẋi

= gij ẋ
j

and after the Legendre transformation we obtain the Hamiltonian

H = ẋiξi − L = gij(x)ξiξj . (17.9)

Note that the same trajectories as for (21.5) one obtains with the Hamiltonian

√
H =

√
gij(x)ξiξj . (17.10)

In fact, the Hamilton equations for (17.10) are

ẋi =
gij(x)ξj√
gij(x)ξiξj

,

ξ̇k = −
gij,k(x)ξiξj

2
√
gij(x)ξiξj

,

Besides
√
gij(x)ξiξj is preserved along the trajectories. The advantage of the Hamilton

equations for (17.10) is that they preserve conical sets—they are invariant wrt the scaling
in ξ.

17.3 2nd order operators

Suppose that we have an operator on C∞(M), which in coordinates has the form

L := gij(x)∂i∂j + bi(x)∂i + c(x). (17.11)

We will assume that gij is real and nondegenerate. When we change the coordinates, the
principal symbol gijξiξj does not change. Therefore, it can be interpreted as the metric
tensor, so that M becomes a pseudo-Riemannian manifold.

Clearly, bi and c depend on the choice of coordinates. To interpret (17.11) geometrically,
choose a 1-form Aidx

i and a 0-form V . Let u,w be (scalar) functions on M . The following
expression does not depend on the coordinates:∫

|g| 12
(

(−i∂iu+Aiu)gij(−i∂jw +Ajw) + V uw
)

dx. (17.12)
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After integrating by parts, (17.12) becomes∫
u
(
|g|− 1

2 (−i∂i +Ai)|g|
1
2 gij(−i∂j +Aj) + V

)
w|g| 12 dx. (17.13)

Therefore, the geometric form of (17.11) on scalars, resp. on half-densities are

L := |g|− 1
2 (−i∂i +Ai)|g|

1
2 gij(−i∂j +Aj) + V, (17.14)

L 1
2

:= |g|− 1
4 (−i∂i +Ai)|g|

1
2 gij(−i∂j +Aj)|g|−

1
4 + V. (17.15)

17.4 Equations second order in time

Consider the equation
r(t) = (∂2

t + L)f(t), (17.16)

where L is positive. Given f(0), f ′(0) it can be solved as follows:

f(t) =
eit
√
L

2
√
L

(√
Lf(0)− if ′(0)− i

∫ t

0

e−iu
√
Lr(u)du

)
+

e−it
√
L

2
√
L

(√
Lf(0) + if ′(0) + i

∫ t

0

eiu
√
Lr(u)du

)
. (17.17)

17.5 Wave equation–static case

Assume that gij is positive definite metric tensor on a manifold Σ. Consider the static wave
(or Klein-Gordon) equation on R× Σ:(

∂2
t + |g|− 1

4 (−i∂i +Ai)|g|
1
2 gij(−i∂j +Aj)|g|−

1
4 + Y

)
f = r. (17.18)

It is of the form (17.16) with L given by (17.15). If L is positive, then we can apply (17.17)
directly. If not, we can split it as

L = L0 + Y,

where

L0 := |g|− 1
4 (−i∂i +Ai)|g|

1
2 gij(−i∂j +Aj)|g|−

1
4 (17.19)

is positive. Then we can rewrite (17.17) as

f(t) =
eit
√
L0

2
√
L0

(√
L0f(0)− if ′(0)− i

∫ t

0

e−iu
√
L0
(
r(u)− Y

)
f(u)du

)
+

e−it
√
L0

2
√
L0

(√
L0f(0) + if ′(0) + i

∫ t

0

eiu
√
L0
(
r(u)− Y f(u)

)
du
)
. (17.20)

Theorem 17.1. Suppose that f, r ∈ L2,−∞. Suppose that g,A, Y are smooth, [gij ] is
positive. Let γt be the geodesic flow, that is, the flow on T#Rd given by the Hamiltonian√
gij(x)ξiξj. Then

WF(f(t)) = γt
(
WF(f(0)

)
∪
⋃

0<s<t

γt−sWF
(
r(s)

)
. (17.21)
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Proof. If L is positive, we can use directly Theorem 16.27. If not, we can use (17.20). We
note that 1√

L0
Y ∈ Ψ−1. Therefore, the statement follows by iterating (17.20). 2

17.6 Wave equation—generic case

Suppose that M is a Lorentzian manifold. Consider the Klein-Gordon equation on M :(
|g|− 1

4 (−i∂µ +Aµ)|g| 12 gµν(−i∂ν +Aν)|g|− 1
4 + Y

)
f = r. (17.22)

We say that a hypersurface S is Cauchy if it is spatial and every geodesics intersects S
exactly once. We say that M is globally hyperbolic if it possesses a Cauchy surface.

For a geodesic γ given by R 3 t 7→ xµ(t), we define its lift to T#
6=0M by

γ̃ :=
{

(xµ(t), λẋµ(t)gµν
(
x(t)

)
| t ∈ R, λ 6= 0

}
.

Introduce the characteristic set of the equation (17.22)

Char := {(x, ξ) ∈ T#
6=0M | ξµξνg(x) = 0}.

Note that Char is a closed conical set. It is a disjoint union of lifts of null geodesics.

Theorem 17.2. We assume that M is globally hyperbolic. Suppose that f, r ∈ L2,−∞

satisfy (17.22). Then
WF(f) ⊂ Char ∪WF(r).

Besides, if γ̃ is a null geodesic lifted to the cotangent bundle T#
6=0M , then WF(f) ∩ γ̃ is a

union of intervals whose ends are contained in WF(r) or are infinite.

In order to analyse (17.22) it is useful to identify (at least locally) M with R× Σ, such
that the metric g = [gµν ] restricted to Σ, denoted gΣ, was spatial. Equivalently, dt is
timelike. Thus M is foliated by Cauchy surfaces. (It is a nontrivial fact that you can do it
on a globally hyperbolic manifold).

18 Path integrals–old notes

In this section ~ = 1 and we do not put hats on p and x. We will be not very precise
concerning the limits – often lim may mean the strong limit.

18.1 Evolution

Suppose that we have a family of operators t 7→ B(t) depending on a real variable. Typically,
we will assume that B(t) are generators of 1-parameter groups (eg. i times a self-adjoint
operator). Under certain conditions on the continuity that we will not discuss there exists
a unique operator function that in appropriate sense satisfies

d

dt+
U(t+, t−) = B(t+)U(t+, t−),

U(t, t) = 1l.
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It also satisfies

d

dt−
U(t+, t−) = −U(t+, t−)B(t−),

U(t2, t1)U(t1, t0) = U(t2, t0).

If B(t) are bounded then

U(t+, t−) =

∞∑
n=0

∫
· · ·
∫

t+>tn>···>t1>t−

B(tn) · · ·B(t1)dtn · · · dt1.

We will write

Texp

(∫ t+

t−

B(t)dt

)
:= U(t+, t−).

In particular, if B(t) = B does not depend on time, then U(t+, t−) = e(t+−t−)B .
In what follows we will restrict ourselves to the case t− = 0 and t+ = t and we will

consider

U(t) := Texp

(∫ t

0

B(s)ds

)
. (18.1)

Note that the whole evolution can be retrieved from (18.1) by

U(t+, t−) = U(t+)U(t−)−1.

We have

U(t) = lim
n→∞

n∏
j=1

e
t
nB( jtn ). (18.2)

(In multiple products we will assume that the factors are ordered from the right to the left).
Now suppose that F (s, u) is an operator function such that uniformly in s

euB(s) − F (s, u) = o(u),

‖F (s, u)‖ ≤ C.

Then

U(t) = lim
n→∞

n∏
j=1

F
(jt
n
,
t

n

)
. (18.3)

Indeed,

n∏
j=1

e
t
nB( jtn ) −

n∏
j=1

F
(jt
n
,
t

n

)

=

n∑
k=1

n∏
j=k+1

F
(jt
n
,
t

n

)(
e
t
nB( ktn ) − F

(kt
n
,
t

n

)) k−1∏
j=1

e
t
nB( jtn )

= no(n−1) →
n→∞

0.
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Example 18.1. (1) F (s, u) = 1l + uB(s). Thus

U(t) = lim
n→∞

n∏
j=1

(
1l +

t

n
B
(jt
n

))
.

Strictly speaking, this works only if B(t) is uniformly bounded.

In particular,

etB = lim
n→∞

(
1l +

t

n
B
)n
.

(2) F (s, u) =
(
1l− uB(s)

)−1
. Then

U(t) := lim
n→∞

n∏
j=1

(
1l− t

n
B
(jt
n

))−1

.

This should work also if B(t) is unbounded.

In particular,

etB = lim
n→∞

(
1l− t

n
B
)−n

.

(3) Suppose that B(t) = A(t)+C(t), where both A(t) and C(t) are generators of semigroups.
Set F (s, u) = euA(t)euC(t). Thus

U(t) = lim
n→∞

n∏
j=1

e
t
nA( jtn )e

t
nC( jtn ). (18.4)

In particular, we obtain the Lie-Trotter formula

et(A+C) = lim
n→∞

(
e
t
nAe

t
nC
)n
.

18.2 Scattering operator

We will usually assume that the dynamics is generated by iH(t) where H(t) is a self-adjoint
operator. Often,

H(t) = H0 + V (t),

where H0 is a fixed self-adjoint operator. The evolution in the interaction picture is

S(t+, t−) := eit+H0Texp
(
− i

∫ t+

t−

H(t)dt
)

e−it−H0 .

The scattering operator is defined as

S := lim
t+,−t−→∞

S(t+, t−).
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Introduce the Hamiltonian in the interaction picture

HInt(t) := eitH0V (t)e−itH0 .

Note that

∂t+S(t+, t−) = −iHInt(t+)S(t+, t−),

∂t−S(t+, t−) = iS(t+, t−)HInt(t+),

S(t, t) = 1l.

Therefore,

S(t+, t−) = Texp
(
− i

∫ t+

t−

HInt(t)dt
)
,

S = Texp
(
− i

∫ ∞
−∞

HInt(t)dt
)

18.3 Bound state energy

Suppose that Φ0 and E0, resp. Φ and E are eigenvectors and eigenvalues of H0, resp H, so
that

H0Φ0 = E0Φ0, HΦ = EΦ.

We assume that Φ, E are small perturbations of Φ0, E0 when the coupling constant λ is
small enough.

The following heuristic formulas can be sometimes rigorously proven:

E − E0 = lim
t→±∞

(2i)−1 d

dt
log(Φ0|e−itH0ei2tHe−itH0Φ0). (18.5)

To see why we can expect (18.5) to be true, we write

(Φ0|e−itH0ei2tHe−itH0Φ0) = |(Φ0|Φ)|2ei2t(E−E0) + C(t).

Then, if we can argue that for large t the term C(t) does not play a role, we obtain (18.5).

18.4 Path integrals for Schrödinger operators

We consider

h(t, x, p) :=
1

2
p2 + V (t, x),

H(t) := Op(h(t)) = −1

2
∆ + V (t, x),

U(t) := Texp

(
−i

∫ t

0

H(s)ds

)
. (18.6)

We have
e−

i
2 t∆(x, y) = (2πit)−d/2e

i
2t (x−y)2 .
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From

U(t) = lim
n→∞

n∏
j=1

e−i tnV ( jtn ,x)ei t2n∆

we obtain

U(t, x, y) = lim
n→∞

∫
dxn−1 · · ·

∫
dx1

n∏
j=1

(2πit

n

)− d2
e

in(xj−1−xj)
2

2t −i tnV ( jtn ,xj)
∣∣∣ y = x0,
x = xn.

= lim
n→∞

(2πit

n

)− dn2 ∫
dxn−1 · · ·

∫
dx1

× exp

(
it

n

n∑
j=1

(n2(xj−1 − xj)2

2t2
− V

(jt
n
, xj

)))∣∣∣ y = x0,
x = xn.

.

Heuristically, this is written as

U(t, x, y) =

∫
exp

(
i

∫ t

0

L
(
s, x(s), ẋ(s)

)
ds
)
Dx,y

(
x(·)

)
,

where

L(s, x, ẋ) :=
1

2
ẋ2 − V (s, x)

is the Lagrangian and

Dx,y(x(·)
)

:= lim
n→∞

(2πit

n

)− dn2
dx
( (n− 1)t

n

)
· · · dx

( t
n

)
(18.7)

is some kind of a limit of the Lebesgue measure on paths [0, t] 3 s 7→ x(s) such that x(0) = y
and end up at x(t) = x.

18.5 Example–the harmonic oscillator

Let

H =
1

2
p2 +

1

2
x2.

It is well-known that for t ∈]0, π[,

e−itH(x, y) = (2πi sin t)−
1
2 exp

(−(x2 + y2) cos t+ 2xy

2i sin t

)
. (18.8)

(18.8) is called the Mehler formula.
We will derive (18.8) from the path integral formalism. We will use the explicit formula

for the free dynamics with H0 = 1
2p

2:

e−itH0(x, y) = (2πit)−
1
2 exp

(−(x− y)2

2it

)
. (18.9)
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For t ∈]0, π[, there exists a unique trajectory for H starting from y and ending at x. Similarly
(with no restriction on time) there exists a unique trajectory for H0:

xcl(s) =
cos(s− t

2 )

cos t2
(x+ y) +

sin(s− t
2 )

sin t
2

(x− y), (18.10)

x0,cl(s) = x
s

t
+ y

(t− s)
t

. (18.11)

Now we set x(s) = xcl(s) + z(s) and obtain∫ t

0

L
(
x(s), ẋ(s)

)
ds =

∫ t

0

1

2

(
ẋ2(s)− x2(s)

)
ds (18.12)

=

∫ t

0

L
(
xcl(s), ẋcl(s)

)
ds+

∫ t

0

L
(
z(s), ż(s)

)
ds (18.13)

=
(x2 + y2) cos t− 2xy

2 sin t
+

∫ t

0

1

2

(
ż2(s)− z2(s)

)
ds. (18.14)

Similarly, setting x(s) = x0,cl(s) + z(s) we obtain∫ t

0

L0

(
x(s), ẋ(s)

)
ds =

∫ t

0

1

2
ẋ2(s)ds (18.15)

(18.16)

=
(x− y)2

2t
+

∫ t

0

1

2
ż2(s)ds. (18.17)

Therefore,

e−itH(x, y)

e−itH0(x, y)
=

∫
exp

(
i
∫ t

0
L
(
x(s), ẋ(s)

)
ds
)
Dx,y

(
x(·)

)
∫

exp
(

i
∫ t

0
L0

(
x(s), ẋ(s)

)
ds
)
Dx,y

(
x(·)

) (18.18)

=

∫
exp

(
i (x2+y2) cos t−2xy

2 sin t + i
∫ t

0
1
2

(
ż2(s)− z2(s)

)
ds
)
D0,0

(
z(·)
)

∫
exp

(
i (x−y)2

2t + i
∫ t

0
1
2 ż

2(s)ds
)
D0,0

(
z(·)
) (18.19)

= det

(
i
2 (−∆)

i
2 (−∆− 1)

) 1
2 exp

(
i (x2+y2) cos t−2xy

2 sin t

)
exp

(
i (x−y)2

2t

) (18.20)

Here −∆ denotes the minus Laplacian with the Dirichlet boundary conditions on the interval

[0, t]. Its spectrum is
{
π2k2

t2 | k = 1, 2, . . .
}

. Therefore, at least formally,

det

(
i
2 (−∆)

i
2 (−∆− 1)

)
=

1

det
(

1l + ∆−1
) (18.21)

=

∞∏
k=1

(
1− t2

π2k2

)
=

t

sin t
. (18.22)
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Now (18.9) implies (18.8).

18.6 Path integrals for Schrödinger operators with the imaginary
time

Let us repeat the same computation for the evolution generated by

−H(t) = −
(
−∆ + V (t, x)

)
.

We add the superscript E for “Euclidean”:

UE(t) := Texp

(
−
∫ t

0

H(s)ds

)
= lim

n→∞

n∏
j=1

e−
t
nV ( jtn ,x)e

t
n∆.

Using

e
1
2 t∆(x, y) = (2πt)−d/2e−

1
2t (x−y)2 .

we obtain

UE(t, x, y) = lim
n→∞

(2πt

n

)− dn2 ∫
dxn−1 · · ·

∫
dx1

× exp

(
t

n

n∑
j=1

(−n2(xj − xj−1)2

2t2
− V

(jt
n
, xj

)))∣∣∣ y = x0,
x = xn.

.

Heuristically, this is written as

UE(t, x, y) =

∫
exp

(
−
∫ t

0

LE
(
s, x(s), ẋ(s)

)
ds
)
DE
x,y

(
x(·)

)
,

where

LE(s, x, ẋ) :=
1

2
ẋ2 + V

(
s, x
)

is the “Euclidean Lagrangian” and

DE
x,y(x(·)

)
:= lim

n→∞

(2πt

n

)− dn2
dx
( (n− 1)t

n

)
· · · dx

( t
n

)
is similar to (18.7).

18.7 Wiener measure

dWy

(
x(·)

)
= exp

(
−
∫ t

0

1

2
ẋ2(s)

)
dsDE

x(t),y

(
x(·)

)
dx(t)

can be interpreted as a measure on paths, functions [0, t] 3 s 7→ x(s) such that x(0) = y—the
Wiener measure.
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Let us fix tn > · · · > t1 > 0, and F is a function on the space of paths depending only
on x(tn), . . . , x(t1) (such a function is called a cylinder function). Thus

F
(
x(·)

)
= Ftn,...,t1

(
x(tn), . . . , x(t1)

)
.

Then we set∫
dWy

(
x(·)

)
F
(
x(·)

)
(18.23)

=

∫
Ftn,...,t1(xn, . . . , x1

) e
− (xn−xn−1)2

2(tn−tn−1)(
2π(tn − tn−1)

) d
2

dxn · · ·
e
− (x2−x1)2

2(t2−t1)(
2π(t2 − t1)

) d
2

dx2
e−

(x1−y)
2

2t1(
2πt1

) d
2

dx1.

We easily check the correctness of the definition on all cylinder functions. Then we extend
the measure to a larger space of paths–there are various possibilities.

We can use the Wiener measure to (rigorously) express the integral kernel of UE(t). Let
Φ,Ψ ∈ L2(Rd). Then the so-called Feynman-Katz formula says

(Φ|UE(t)Ψ) (18.24)

=

∫
dx(0)

∫
dWx(0)

(
x(·)

)
Φ
(
x(t)

)
Ψ
(
x(0)

)
exp

(
−
∫ t

0

V (s, x(s)
)
ds
)
.

Theorem 18.2. Let t, t1, t2 > 0. Then∫
x(t)dW0

(
x(·)

)
= 0, (18.25)∫

xi(t2)xj(t1)dW0

(
x(·)

)
= δij min(t2, t1), (18.26)∫ (

x(t2)− x(t1)
)2

dW0

(
x(·)

)
= d|t2 − t1|. (18.27)

Proof. Let us prove (18.26). Let t2 > t1. Then∫
x(t2)x(t1)dW0

(
x(·)

)
=

∫ ∫
x2

e
− (x2−x1)2

2(t2−t1)

(2π(t2 − t1))
d
2

x1
e−

x21
2t1

(2πt1)
d
2

dx1dx2 (18.28)

=

∫
x2

1

e−
x21
2t1

(2πt1)
d
2

dx1 = t1. (18.29)

2

Recall the formula (14.12)

e
1
2∂x·ν∂xΨ(0) = (det 2πν)−

1
2

∫
Ψ(x)e−

1
2x·ν

−1xdx, (18.30)

which says that for Gaussian measures you can “integrate by differentiating”. The Wiener
measure is Gaussian, and in this case (18.30) has the form∫

dW0

(
x(·)

)
F
(
x(·)

)
= exp

(1

2
∂x(s2) min(s2, s1)∂x(s1)

)
F
(
x(·)

)
. (18.31)
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Indeed, the operator whose quadratic form appears in the Wiener measure is the Laplacian
on [0, t], which is Dirichlet at 0 and Neumann at t. Now the operator with the integral
kernel min(t2, t1) is the inverse of this Laplacian.

18.8 General Hamiltonians – Weyl quantization

Let [0, t] 3 s 7→ h(s, x, p) ∈ R be a time dependent classical Hamiltonian. Set

H(s) := Op
(
h(s)

)
and U(t) as in (18.6).

Lemma 18.3.

e−iuOp
(
h(s)
)
−Op

(
e−iuh(s)

)
= O(u3). (18.32)

Proof. Let us drop the reference to s in h(s). We have

d

du
eiuOp(h)Op

(
e−iuh

)
= ieiuOp(h)

(
Op(h)Op

(
e−iuh

)
−Op

(
he−iuh

))
. (18.33)

Now

Op(h)Op(e−iuh) = Op
(
he−iuh

)
+

i

2
Op
(
{h, e−iuh}

)
+O(u2). (18.34)

The second term on the right of (18.34) is zero. Therefore, (18.33) is O(u2). Clearly,
eiuOp(h)Op

(
e−iuh

)∣∣
u=0

= 1l. Integrating O(u2) from 0 we obtain O(u3). 2

Thus we can use F (s, u) := Op
(
e−iuh(s)

)
in (18.3), so that

U(t) = lim
n→∞

n∏
j=1

Op
(
e−i tnh

(
jt
n

))
Thus

U(t, x, y) = lim
n→∞

∫
· · ·
∫ n∏

j=1

exp
(
− it
nh
(
jt
n ,

xj+xj−1
2 , pj

)
+ i(xj − xj−1)pj

)
×
n−1∏
j=1

dxj

n∏
j=1

dpj
(2π)d

∣∣∣ y = x0,
x = xn.

(18.35)

= lim
n→∞

∫
· · ·
∫

exp

 it
n

n∑
j=0

(
(xj−xj−1)pj

t
n

− h
(
jt
n ,

xj+xj−1
2 , pj

))
×
n−1∏
j=1

dxj

n∏
j=1

dpj
(2π)d

∣∣∣ y = x0,
x = xn.

. (18.36)
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Heuristically, this is written as follows:

U(t, x, y) =

∫
Dx,y (x(·)) D (p(·)) exp

(
i

∫ t

0

(ẋ(s)p(s)− h(s, x(s), p(s)) ds

)
,

where [0, t] 3 s 7→ (x(s), p(s)) is an arbitrary phase space trajectory with x(0) = y, x(t) = x
and the “measure on the phase space paths” is

Dx,y (x(·)) = lim
n→∞

n−1∏
j=1

dx
(jt
n

)
, D

(
p(·)
)

=

n∏
j=1

dp
(

(j − 1
2 ) tn

)
(2π)d

.

18.9 Hamiltonians quadratic in momenta I

Assume in addition that

h(t, x, p) =
1

2
(p−A(t, x))2 + V (t, x). (18.37)

Then

Op
(
h(t)

)
=

1

2
(pi −Ai(t, x))2 + V (t, x).

Introduce
v = p−A(t, x).

The Lagrangian for (18.37) is

L(t, x, v) =
1

2
v2 + vA(t, x)− V (t, x).

Consider the phase space path integral (18.36). The exponent depends quadratically on
p. Therefore, we can integrate it out, obtaining a configuration space path integral. More
precisely, first we make the change of variables

vj = pj −A
(
jt
n ,

xj+xj−1
2

)
,

and then we do the integration wrt v:

U(t, x, y) = lim
n→∞

∫
· · ·
∫

exp

(
it
n

n∑
j=1

(
(xj−xj−1)

t
n

(
vj +A( jtn ,

xj+xj−1
2 )

)
−1

2
v2
j − V

(
jt
n ,

xj+xj−1
2

))) n−1∏
j=1

dxj

n∏
j=1

dvj
(2π)d

∣∣∣ y = x0,
x = xn

= lim
n→∞

∫
· · ·
∫

exp

 it
n

n∑
j=1

L

(
jt

n
,
xj + xj−1

2
,

(xj − xj−1)
t
n

)
×(2π it

n )−n
d
2

n−1∏
j=1

dxj

∣∣∣ y = x0,
x = xn

. (18.38)
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Heuristically, this is written as

U(t, x, y) =

∫
Dx,y (x(·)) exp

(
i

∫ t

0

L(s, x(s), ẋ(s))ds

)
,

where [0, t] 3 s 7→ x(s) is a configuration space trajectory with x(0) = y, x(t) = x and the
formal “measure on the configuration space paths” is the same as in (18.7)

18.10 Hamiltonians quadratic in momenta II

Suppose, more generally, that

h(t, x, p) =
1

2
(pi −Ai(t, x))gij(t, x)(pj −Aj(t, x)) + V (t, x). (18.39)

Then

Op
(
h(t)

)
=

1

2
(pi −Ai(t, x))gij(t, x)(pj −Aj(t, x)) + V (t, x)

−1

4

∑
ij

∂xi∂xjg
ij(t, x).

(For brevity, [gij ] will be denoted g−1 and [gij ] is denoted g)
Introduce

v = g−1(t, x)
(
p−A(t, x)

)
The Lagrangian for (18.39) is

L(t, x, v) =
1

2
vigij(t, x)vj + vjAj(t, x)− V (t, x).

Consider the phase space path integral (18.36). The exponent depends quadratically on
p. Therefore, we can integrate it out, obtaining a configuration space path integral. More
precisely, first we do the integration wrt p(·):

U(t, x, y) =

∫
Dx,y

(
x(·)

)
D
(
p(·)
)

exp

(
i

∫ t

0

(
ẋ(s)p(s)

−1

2

(
p(s)−A(s, x(s)

)
g−1

(
s, x(s)

)(
p(s)−A

(
s, x(s)

)
− V

(
s, x(s)

))
ds

)

=

∫
Dx,y

(
x(·)

)
exp

(
i

∫ t

0

(1

2
ẋ(s)g

(
s, x(s)

)
ẋ(s) + ẋ(s)A(s, x(s)

)
− V

(
s, x(s)

))
ds

+
1

2

∫ t

0

Trg
(
s, x(s)

)
ds

)

=

∫
Dx,y (x(·)) exp

(∫ t

0

(
iL(s, x(s), ẋ(s)) +

1

2
Trg
(
s, x(s)

))
ds

)
. (18.40)
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18.11 Semiclassical path integration

Let us repeat the most important formulas in the presence of a Planck constant ~.

U(t) := Texp

(
− i

~

∫ t

0

H(s)ds

)
. (18.41)

U(t, x, y) =

∫
Dx,y (x(·)) D

(
~−1p(·)

)
exp

(
i

~

∫ t

0

(ẋ(s)p(s)− h(s, x(s), p(s)) ds

)
,

We assume in addition that the Hamiltonian has the form (18.39), and we set

x(s) = xcl(s) +
√
~z(s),

where xcl is the classical solution such that xcl(0) = y and xcl(t) = x.

U(t, x, y) = ~−
d
2

∫
Dx,y

(
~−

1
2x(·)

)
exp

(
i

~

∫ t

0

L(s, x(s), ẋ(s))ds

)
= ~−

d
2 exp

(
i

~

∫ t

0

L(s, xcl(s), ẋcl(s))ds

)
×
∫
D0,0 (z(·)) exp

(
i

2

∫ t

0

(
∂2
x(s)L

(
s, xcl(s), xcl(s)

)
z(s)z(s)

+2∂x(s)∂ẋ(s)L
(
s, xcl(s), xcl(s)

)
z(s)ż(s)

+∂2
ẋ(s)L

(
s, xcl(s), xcl(s)

)
ż(s)ż(s) +O(

√
~)
)

ds

)

=~−
d
2 det

(
1

2π

[ ∫ t
0
∂2
x(s)L

(
s, xcl(s), xcl(s)

) ∫ t
0
∂x(s)∂ẋ(s)L

(
s, xcl(s), xcl(s)

)∫ t
0
∂x(s)∂ẋ(s)L

(
s, xcl(s), xcl(s)

) ∫ t
0
∂2
ẋ(s)L

(
s, xcl(s), xcl(s)

) ])− 1
2

× exp

(
i

~

∫ t

0

L(s, xcl(s), ẋcl(s))ds

)(
1 +O(

√
~)
)
.

18.12 General Hamiltonians – Wick quantization

Let [0, t] 3 s 7→ h(s, a∗, a) ∈ R be a time dependent classical Hamiltonian expressed in terms
of the complex coordinates. Set

H(t) := Opa
∗,a
(
h(t)

)
and U(t) as in (18.41). (We drop the tilde from h̃ and ũ, as compared with the notation of
(4.15).)

Following Lemma 18.3 we prove that

e−iuOpa
∗,a
(
h(s)
)
−Opa

∗,a
(
e−iuh(s)

)
= O(u2). (18.42)
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Thus we can use F (s, u) := Opa
∗,a
(
e−iuh(s)

)
in (18.3), so that

Opa
∗,a
(
u(t)

)
:= U(t) = lim

n→∞

n∏
j=1

Opa
∗,a
(
e−i tnh

(
jt
n

))
.

Thus, by (8.19),

u(t, a∗, a) = lim
n→∞

exp
(∑
k>j

∂ak∂a∗j

) n∏
j=1

exp
(
− it
nh
(
jt
n , a

∗
j , aj

)) ∣∣∣
a = an = · · · = a1.

.

Heuristically, this can be rewritten as

u(t, a∗, a) = exp

(∫ t

0

ds+

∫ t

0

ds−θ(s+ − s−)∂a∗(s+)∂a(s−)

)
× exp

(
−i

∫ t

0

h (s, a∗(s), a(s)) ds

) ∣∣∣
a=a(s),t>s>0

. (18.43)

Alternatively, we can use the integral formula (??), and rewrite (18.43) as

u(t, a∗, a) =

∫
· · ·
∫

exp
( n−1∑
j=1

(
−

(bj+1 − bj)b∗j
2

+
bj+1(b∗j+1 − b∗j )

2

)

×
n∏
j=1

exp
(
− it
nh
(
jt
n , a

∗ + b∗j , a+ bj
)) n−1∏

j=1

dbj+1db∗j
(2πi)d

∣∣∣
b∗n=0, b1=0

. (18.44)

Heuristically, it can be rewritten as

u(t, a∗, a) (18.45)

=

∫
D
(
b∗(·), b(·)

)
exp

(∫ t
0

(
− b
∗(s)∂sb(s)

2 + ∂sb
∗(s)b(s)

2 − ih (s, a∗ + b∗(s), a+ b(s))
)

ds
)

∫
D
(
b∗(·), b(·)

)
exp

( ∫ t
0

(
− b∗(s)∂sb(s)

2 + ∂sb∗(s)b(s)
2

)
ds
) .

Here, D
(
b∗(·), b(·)

)
is a “measure” on the complex trajectories satisfying b∗(t) = 0, b(0) = 0.

Let us describe another derivation of (18.45), which starts from (18.43). Consider the
operator G on L2([0, t]) with the integral kernel G(s+, s−) := θ(s+ − s−) Note that

∂s+θ(s+ − s−) = δ(s+ − s−).

Besides, θf(0) = 0. Therefore, ∂sG = 1l. Thus G is the inverse (“Green’s operator”) of the
operator ∂s with the boundary condition f(0) = 0. It is an unbounded operator with empty
resolvent. It is not antiselfadjoint – its adjoint is ∂x with the boundary condition f(t) = 0.
The corresponding sesquilinear form can be written as∫ t

0

a∗(s)∂sa(s)ds.

Using (??), (18.43) can be rewritten formally as (18.45).
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18.13 Vacuum expectation value

In particular, we have the following expression for the vacuum expectation value:(
Ω|U(t)Ω

)
=

∫
D
(
a(·)

)
exp

(∫ t
0

(a∗(s)∂sa(s)− ih (s, a∗(s), a(s))) ds
)

∫
D
(
a(·)

)
exp

( ∫ t
0
a∗(s)∂sa(s)ds

) . (18.46)

For f, g ∈ Cd we will write

a∗(f) = aifi, a(g) = aigi.

One often tries to express everything in terms of vacuum expectation values. To this end
introduce functions

[0, t] 3 s 7→ F (s), G(s) ∈ Cd,

and a (typically, nonphysical) Hamiltonian

H(s) + a∗
(
F (s)

)
+ a
(
G(s)

)
.

The vacuum expectation value for this Hamiltonian is called the generating function:

Z(F,G) =

(
Ω|Texp

(
− i

∫ t

0

(
H(s) + a∗

(
F (s)

)
+ a
(
G(s)

))
ds

)
Ω

)
.

Note that we can retrieve full information about U(t) from Z(F,G) by differentiation.
Indeed let

Fi(s) = fiδ(s− t), Gi(s) = giδ(s), fi, gi ∈ Cd.

Then

F1 · · ·FnG1 · · ·Gm∂nF∂mGZ(F,G)
∣∣∣
F=0,G=0

= in−m
(
a∗(f1) · · · a∗(fn)Ω|U(t)a∗(g1) · · · a∗(gm)Ω

)
To see this, assume for simplicity that

F1(s) = · · · = Fn(s) = fδ(s− t), G1(s) = · · · = Gm(s) = gδ(s),

and approximate the delta function:

δ(s) ≈

{
1/ε 0 < s < ε;

0 ε < s < t;
, δ(s− t) ≈

{
0 0 < s < t− ε;
1/ε t− ε < s < t;

.

Using these approximations, we can write

Z(sF, uG) = lim
ε→0

(
Ω|e−is εεa(f)U(t)e−iu εεa

∗(g)Ω
)

=
(

eisa∗(f)Ω|U(t)e−iua∗(g)Ω
)
.
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Now

F1 · · ·F1G1 · · ·G1∂
n
F∂

m
G
Z(F,G)

∣∣∣
F=0,G=0

= ∂ns ∂
m
u

(
eisa∗(f)Ω|U(t)e−iua∗(g)Ω

)∣∣∣
s=0, u=0

= in−m
(
a∗(f1)nΩ|U(t)a∗(g1)mΩ

)
.

18.14 Scattering operator for Wick quantized Hamiltonians

Assume now that the Hamiltonian is defined for all times and is split into a time-independent
quadratic part and a perturbation:

h(t, a∗, a) = a∗εa+ λq(t, a∗, a).

Set

H0 = Opa
∗,a(a∗εa) = â∗εâ =

∑
i

â∗i εiâi

Q(t) = Opa
∗,a(q(t)),

so that H(t) = H0 + λQ(t). The scattering operator is

S = Texp
(
− i

∫ ∞
−∞

HInt(t)dt
)
,

where the interaction Hamiltonian is

HInt(t) = λeitH0Q(t)e−itH0

= λOpa
∗,a
(
q(t, eitεa∗, e−itεa)

)
.

Setting S = Opa
∗,a(s), we can write

s(a∗, a) = exp

(∫ ∞
−∞

dt+

∫ ∞
−∞

dt−θ(t+ − t−)∂a(t+)∂a∗(t−)

)
× exp

(
−iλ

∫ ∞
−∞

q
(
t, eiεta∗(t), e−iεta(t)

)
dt

) ∣∣∣ a∗ = a∗(t),
a = a(t), t ∈ R

= exp

(∫ ∞
−∞

dt+

∫ ∞
−∞

dt−eiε(t+−t−)θ(t+ − t−)∂a(t+)∂a∗(t−)

)
× exp

(
−iλ

∫ ∞
−∞

q (t, a∗(t), a(t)) dt

) ∣∣∣ eitεa∗ = a∗(t),
eitεa = a(t), t ∈ R

(18.47)

=

∫
D
(
b(·)
)

exp
(∫∞
−∞

((
b∗(t)− eiεta∗

)
(∂t + iε)

(
b(t)− e−iεta

)
− iλq (t, b∗(t), b(t))

)
dt
)

∫
D
(
b(·)
)

exp
∫∞
−∞

((
b∗(t)− eiεta∗

)
(∂t + iε)

(
b(t)− e−iεta

) .
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In the firtst step we made the substitution

a(t) = e−itεaInt(t), a∗(t) = eitεa∗Int(t),

subsequently dropping the subscript Int. Then the differential operator was represented
as a convolution involving Green’s function of the operator ∂t + iε that has the kernel
eiε(t+−t−)θ(t+ − t−).

19 Diagrammatics

19.1 Friedrichs diagrams

19.1.1 Wick monomials

Monomials in commuting/anticommuting variables a∗(ξ), a(ξ) parametrized by, say, ξ ∈ Rd,
are expressions of the form

r(a∗, a) (19.1)

:=

∫
· · ·
∫

dξ+
1 · · · dξ

+
m+dξ−m− · · · dξ

−
1 r(ξ

+
1 , . . . , ξ

+
m+ , ξ

−
m− , . . . , ξ

−
1 )

×a∗(ξ+
m+) · · · a∗(ξ+

1 )a(ξ−1 ) · · · â(ξ−m−), (19.2)

The complex-valued function r, called the coefficient function is separately symmetric/antisymmetric
in the first m+ and the last m− arguments. We call (m+,m−) the degree of (19.2). A poly-
nomial is a sum of monomials.

Consider creation/annihilation operators parametrized by ξ ∈ Rd:

[â(ξ), â∗(ξ′)]∓ = δ(ξ − ξ′), (19.3)

[â(ξ), â(ξ′)]∓ = [â∗(ξ), â∗(ξ′)]∓ = 0. (19.4)

By a Wick monomial we mean an operator on Γs/a(L2(Rd)) given formally by

r(â∗, â) (19.5)

:=

∫
· · ·
∫

dξ+
1 · · · dξ

+
m+dξ−m− · · · dξ

−
1 r(ξ

+
1 , . . . , ξ

+
m+ , ξ

−
m− , . . . , ξ

−
1 )

×â∗(ξ+
m+) · · · â∗(ξ+

1 )â(ξ−1 ) · · · â(ξ−m−). (19.6)

A Wick polynomial is a sum of Wick monomials.
Thus to each polynomial q(a∗, a) we associate an operator q(â∗, â). q(â∗, â) is called the

Wick quantization of q(a∗, a). q(a∗, a) is called the Wick symbol of q(â∗, â).
m-particle vectors have the form

q(â∗)Ω (19.7)

=

∫
· · ·
∫
q(ξ1, . . . , ξm)â∗(ξm) · · · â∗(ξ1)Ωdξm · · · dξ1, (19.8)
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where q is a symmetric/antisymmetric function. Clearly,

‖q(â∗)Ω‖2 = m!

∫
|q(ξ1, . . . , ξm)|2dξm · · · dξ1. (19.9)

Note that if ξ were a discrete variable, then (19.9) would not true in the case of coinciding
ξ.

It is convenient to introduce the shorthand

|ξm, . . . ξ1) := â∗(ξm) · · · â∗(ξ1)Ω. (19.10)

Clearly, (19.10) is not an element of the Fock space, but for many purposes it can be treated
as one. It becomes an element of the Fock space after smearing with a L2 test function, as
in (19.8).

If q(â∗, â) is a Wick polynomial, it is convenient to decompose it in a sum of monomials
as follows:

q(â∗, â) =
∑

m+,m−

qm+,m−(â∗, â)

m+!m−!
. (19.11)

We have then

qm+,m−
(
ξ+
m+

, . . . , ξ+
1 ; ξ−m− , . . . , ξ

−
1

)
(19.12)

=
(
ξ+
m+

, . . . , ξ+
1 |q(â∗, â)|ξ−m− , . . . , ξ

−
1

)
. (19.13)

Anticipating the applications to compute the scattering operator, the variables on the
right ξ−m− , . . . , ξ

−
1 will be sometimes called the incoming particles, and the variables on the

left ξ+
m+

, . . . , ξ+
1 the outgoing particles.

19.1.2 Products of Wick monomials

Suppose that qn(â∗, â),..., q1(â∗, â) are Wick polynomials. The Wick symbol of their product

q(â∗, â) = qn(â∗, â) · · · q1(â∗, â) (19.14)

can be computed from the formula

q(a∗, a) (19.15)

= exp
(∑
k>j

∂ak∂a∗j

)
qn(a∗n, an) · · · q1(a∗1, a1)

∣∣∣ a = an = · · · = a1,
a∗ = a∗2 = · · · = a∗1.

(19.16)

(19.16) leads naturally to a diagrammatic method of computing products of Wick polyomials.
To describe this method assume that rj are monomials of the degree (m+

j ,m
−
j ), j =

1, . . . , n. We would like to compute

q(â∗, â) :=
rn(â∗, â)

m+
n !m−n !

· · · r1(â∗, â)

m+
1 !m−1 !

. (19.17)

We will describe a diagramatic method for computing q(a∗, a), the Wick symbol of
(19.17).
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(1) Rules about drawing diagrams.

(i) Suppose that the monomial rj(a
∗, a) has the degree (m+

j ,m
−
j ). We associate to it

a vertex with m−j annihilation legs on the right and m+
j creation legs on the left.

(ii) We align the vertices in the ascending order from the right to the left.

(iii) On the right we mark m− incoming particles. Each corresponds to one of the
variables ξ−m− , . . . , ξ

−
1 and has a single creating legs. On the left m+ outgoing

particles. Each corresponds to on of the variables ξ+
m+

, . . . , ξ+
1 and has a single

annihilation leg.

(iv) We connect pairs of legs with lines. All legs have to be connected. A line always
goes from a creation vertex on the right to an annihilation vertex on the left.

(2) The product

B! :=
∏
j>i

kji!
∏
j

k+
j !
∏
i

k−i ! (19.18)

will be called the symmetry factor of the diagram. Here

(i) kji is the number of lines connecting j and i,

(ii) k−i := m−i −
∑
j kji is the number of lines connecting i and incoming particles,

(iii) k+
j := m+

j −
∑
i kji is the number of lines connecting j and outgoing particles.

We also have

(iv) m− :=
∑
j k
−
j , the number of incoming particles, denoted sometimes m−B ,

(v) m+ :=
∑
j k

+
j , the number of outgoing particles, denoted sometimes m+

B .

(3) Rules about evaluating diagrams.

(i) We put the function rj(. . . , . . . ) for the jthe vertex. Each leg corresponds to an
argument of rj .

(ii) We put
∫ ∫

δ(ξ+−ξ−)dξ+dξ− for each line, where ξ+ is the variable of its creation
leg and ξ− the variable of its annihilation leg.

(iii) For the incoming particle ξ−j we put a(ξ−j ) and for the outgoing particle ξ+
j we

put a∗(ξj).

(iv) In the fermionic case we multiply by (−1)q where q is the number of crossings of
lines.

(v) We multiply all the terms, evaluate the integral, obtaining a polynomial of degree
(m+

B ,m
−
B) denoted qB(a∗, a)

(4) We sum the values of diagrams divided by their symmetry factors:

q(a∗, a) =
∑

all diag

qB(a∗, a)

B!
. (19.19)
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In particular,

qm+,m−(a∗, a)

m+!m−!
=

∑
B : (m+,m−)=(m+

B ,m
−
B)

qB(a∗, a)

B!
, (19.20)

(
Ω|q(â∗, â)Ω

)
= q0,0 =

∑
B has no external lines

qB
B!

(19.21)

Note that B! equals the order of the group of the symmetry of the diagram. More
precisely, it is the number of permutations of legs of each vertex which do not change the
diagram.

The above method is one of versions of Wick’s Theorem. It is proven by moving all
annihilation operators to the right and moving all creation operators to the left, until they kill
the vacuum. When we commute/anticommute a term with contracted indices is produced,
which gives rise to a line.

More elegantly, we can use the formula (19.16). In fact, each diagram B is defined by a
collection of integers {kji, j > i}, and we can write

exp
(∑
j>i

∂ak∂a∗j

)
=
∑
B

∏
j>i

1

kji!

(
∂ak∂a∗j

)kij
. (19.22)

This differential operator acts on the function

rn(a∗n, an)

m+
n !m−n !

· · · r1(a∗1, a1)

m+
1 !m−1 !

(19.23)

The effect of the component of the differential operator (19.22) corresponding to B is the
appropriate contraction of the numerator and the change of the combinatorial factor in the
denominator. After identifying all a∗j and ai with a∗, a, we obtain

qB(a∗, a)∏
j>i kji!

∏
j k

+
j !
∏
i k
−
i !
. (19.24)

19.1.3 Friedrichs (Wick) diagrams

Consider a Hamiltonian
H = H0 +W (t), (19.25)

where

H0 =

∫
ω(ξ)â∗(ξ)â(ξ)dξ, (19.26)

W (t) =
∑

m+,m−

wm+,m−(t, â∗, â)

m+!m−!
. (19.27)
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Thus the free Hamiltonian is a particle number preserving quadratic Hamiltonian and the
perturbation is a Wick polymial. We set as usual

HInt(t) = eitH0W (t)e−itH0 , (19.28)

S = Texp

(
− i

∫ ∞
−∞

HInt(t)dt

)
. (19.29)

Using

eitH0a∗(ξ)e−itH0 = eitω(ξ)a∗(ξ), (19.30)

eitH0a(ξ)e−itH0 = e−itω(ξ)a(ξ), (19.31)

we can write

HInt(t) =
∑ wm+,m−(t, eitωâ∗, e−itωâ)

m+!m−!
. (19.32)

We assume that wm+,m−(t) decays sufficiently fast as |t| → ∞. We will describe rules
for computing the Wick symbol of the scattering operator

S = s(â∗, â) (19.33)

=
∑

m+,m−

sm+,m−(â∗, â)

m+!m−!
. (19.34)

(1) Rules about drawing diagrams.

(i) To every monomial wm+,m−(t, a∗, a) in the interaction we associate a vertex with
m− annihilation legs on the right and m+ creation legs on the left.

(ii) Choose a sequence of vertices (m+
n ,m

−
n ), . . . , (m+

1 ,m
−
1 ), and a sequence of corre-

sponding times tn > · · · > t1. Align them in the ascending order from the right
to the left.

The remaining rules about drawing the diagrams are the same as in Subsubsect.
19.1.2.

(2) The symmetry factor B!, the number of incoming/outgoing particles m−B and m+
B are

defined as in Susbsect. 19.1.2.

(3) Rules about evaluating diagrams

(i) We put −iwm+
j ,m

−
j

(tj , . . . , . . . ) for the vertex corresponding to tj . Each argument

is associated with a leg.

(ii) We put
∫ ∫

e−i(tj+−tj− )ω(ξ+)δ(ξ+ − ξ−)dξ+dξ− for each line, where ξ− is the vari-
able associated with its creation leg in the vertex at tj− and ξ+ is the variable
associated with its annihilation leg in the vertex at tj+ .

(iii) For an incoming particle ξ−j conected to time tj we put eitjω(ξ−j )a(ξ−j ). To the

outgoing particle ξ+
j connected to time tj we put e−itjω(ξ+j )a∗(ξ+

j ).
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(iv) In the fermionic case we multiply by (−1)q where q is the number of crossings of
lines.

(v) We multiply all terms and evaluate the integral over all ξ, obtaining a polynomial
B(tn, . . . , t1, a

∗, a).

(4) We integrate the diagrams over tn > · · · > t1 divided by their symmetry factors:

s(a∗, a) =

∞∑
n=0

∑
all diag.

∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1; a∗, a)

B!
dtn · · · dt1. (19.35)

In particular,

sm+,m−(a∗, a)

m+!m−!
(19.36)

=

∞∑
n=0

∑
B : (m+,m−)=(m+

B ,m
−
B)

∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1; a∗, a)

B!
dtn · · · dt1, (19.37)

(
Ω|SΩ

)
= s0,0 (19.38)

=

∞∑
n=0

∑
B has no external lines

∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1)

B!
dtn · · · dt1.

The above method apparently was first described by Friedrichs and the corresponding
diagrams are sometimes called Friedrichs diagrams. Another natural name, used in lecture
notes of Coleman, is Wick diagrams, since it is a graphical expression of Wick’s Theorem.

19.1.4 Friedrichs diagrams from path integrals

An elegant even if partly heuristic derivation of Friedrichs diagrams uses path integrals. Let
us introduce the relevant formalism.

Let [0, t] 3 s 7→ h(s, a∗, a) ∈ R be a time dependent classical Hamiltonian expressed in
terms of the complex coordinates. Set

H(t) := Opa
∗,a
(
h(t)

)
, (19.39)

U(t) := Texp

(
− i

∫ t

0

H(s)ds

)
. (19.40)

Now

U(t) = lim
n→∞

n∏
j=1

e−i tnh
(
jt
n ,â
∗,â
)

= lim
n→∞

n∏
j=1

e−i tnh
(
jt
n

)
(â∗, â).
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time

Figure 1: Various Friedrichs vertices

If we set u(t, â∗, â) := U(t), then

u(t, a∗, a) = lim
n→∞

exp
(∑
k>j

∂ak∂a∗j

) n∏
j=1

exp
(
− it
nh
(
jt
n , a

∗
j , aj

)) ∣∣∣ a = an = · · · = a1,
a∗ = a∗n = · · · = a∗1.

.

Heuristically, this can be rewritten as

u(t, a∗, a) = exp

 ∫ ∫
t>s+>s−>0

ds+ds−∂a∗(s+)∂a(s−)


× exp

(
−i

∫ t

0

h (s, a∗(s), a(s)) ds

) ∣∣∣ a∗ = a∗(s),
a = a(s), t > s > 0

. (19.41)

Assume now that the Hamiltonian is defined for all times and has the form (19.27).
Define the scattering operator S and its Wick symbol s as in (19.29) and (19.33). Using the
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time

t t t tt5 4 3 2 1

Figure 2: A disconnected Friedrichs diagram

version of (19.41) with ]0, t[ replaced by ]−∞,∞[, we obtain

s(a∗, a) = exp

∫ dt+

∫
dt−

∞>t+>t−>−∞

∂a(t+)∂a∗(t−)


× exp

(
−iλ

∫ ∞
−∞

w
(
t, eiεta∗(t), e−iεta(t)

)
dt

) ∣∣∣ a∗ = a∗(t),
a = a(t), t ∈ R

= exp

∫ dt+

∫
dt−

∞>t+>t−>−∞

eiε(t+−t−)∂a(t+)∂a∗(t−)


× exp

(
−iλ

∫ ∞
−∞

w (t, a∗(t), a(t)) dt

) ∣∣∣ eitεa∗ = a∗(t),
eitεa = a(t), t ∈ R

. (19.42)

In the firtst step we made the substitution

a(t) = e−itεaInt(t), a∗(t) = eitεa∗Int(t),

subsequently dropping the subscript Int. Then the differential operator was represented
as a convolution involving Green’s function of the operator ∂t + iε that has the kernel
eiε(t+−t−)θ(t+ − t−).
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To derive the method of Friedrichs diagrams we can now proceed as in Subsubsect.
19.1.2.

19.1.5 Operator interpretation of Friedrichs diagrams

Denote for shortness the 1-particle space by V. (We usually assume here that V = L2(Rd),
but this is not relevant here).

We can interpret B(tn, . . . , t1; a∗, a) as a product of operators. For each line we introduce
the Hilbert space isomorphic to V. We have n+ 1 time intervals

t > tn, . . . , tj+1 > t > tj , . . . , t1 > t.

For each of these intervals we have a collection of lines that are “open” in this interval. (This
should be obvious from the diagram). Within each of these intervals we consider the tensor
product of the spaces corresponding to the lines that are open in this interval.

The coefficient function wm+,m−(t) of the Wick monomial wm+,m−(t, â∗, â) can be inter-

preted as the integral kernel of an operator from ⊗m−V to ⊗m+V. (We could also interpret

it as an operator from ⊗m−s/a V to ⊗m+

s/a V, but in this subsubsection we prefer the former in-

terpretation). If it is on the jth place in the diagram, this operator will be denoted W j
B(tj).

1ljB will denote the identity on the tensor product of spaces corresponding to the lines that
pass the jth vertex. At the left/right end we put symmetrizators corresponding to external
outgoing/incoming lines, denoted Θ+

B/ Θ−B . Between each two consecutive vertices j+1 and
j we put the free dynamics for time tj+1−tj , which, by the abuse of notation, will be denoted
e−i(tj+1−tj)H0 , and where H0 is the sum of ε for each line. For the final/initial interval we
put eitnH0 / e−it1H0 . Thus the evaluation of B is the integral kernel of the operator

B(tn, . . . , t1) = (−i)nΘ+
BeitnH0 (Wn

B(tn)⊗ 1lnB) e−i(tn−tn−1)H0 · · ·
×e−i(t2−t1)H0

(
W 1
B(t1)⊗ 1l1B

)
e−it1H0Θ−B .

19.1.6 Linked Cluster Theorem

The Linked Cluster Theorem says that instead of the formula (19.35) there is a simpler way
of computing the scattering operator, where we need only connected diagrams:

s(a∗, a)

= exp

( ∞∑
n=0

∑
con. diag.

∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1; a∗, a)

B!
dtn · · · dt1

)
, (19.43)

(Ω|SΩ) = s0,0

= exp

( ∞∑
n=0

∑
con. diag.

no ext. lines

∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1)

B!
dtn · · · dt1

)
. (19.44)
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In (19.43) we sum over all connected diagrams. In (19.44) we sum over all connected
diagrams without external lines. Clearly, (19.44) follows from (19.43).

We define the linked scattering operator as

Slink :=
S

(Ω|SΩ)
. (19.45)

If Slink = slink(â∗, â), then

slink(a∗, a) =
s(a∗, a)

(Ω|SΩ)

=

∞∑
n=0

∑
linked diag.

∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1; a∗, a)

B!
dtn · · · dt1 (19.46)

= exp

( ∞∑
n=0

∑
con. linked

diag.

∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1; a∗, a)

B!
dtn · · · dt1

)
. (19.47)

In (19.46) we sum over all linked diagrams, that is, diagrams whose each connected
component has at least one external line. In (19.47) we sum over all connected diagrams
with at least one external line. Clearly, (19.46) and (19.47) follow from (19.43).

19.1.7 Scattering operator for time-independent perturbations

Let us now assume that the monomials wm+,m−(t) = wm+,m− do not depend on time.
If the perturbation is time independent, then S often does not exist. In particular, the

diagrams with no external legs are either 0 or divergent. If B is a linked diagram, then one
can expect that the corresponding contribution∫

· · ·
∫

tn>···>t1

B(tn, . . . , t1)dtn · · · dt1 (19.48)

is finite. Therefore, we define the linked scattering operator as the operator

Slink := slink(â∗, â) (19.49)

with slink(a∗, a) given by (19.46) or (19.47).
Clearly, Slink cannot be defined by the right hand side of (19.45), which does not make

sense in the time-independent case.
We can evaluate Slink further. For E ∈ R we will use the operators

δ(E −H0), (E −H0 ± i0)−1 (19.50)
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They are not bounded operators in the usual sense, however one can often make sense
of them as bounded operators on appropriate weighted spaces. We have partly heuristic
identities ∫ +∞

0

eiu(H0−E)du = −i
(
E −H0 + i0

)−1
, (19.51)∫ 0

−∞
eiu(H0−E)du = i

(
E −H0 − i0

)−1
, (19.52)∫

eit(H0−E)dt = 2πδ(E −H0). (19.53)

If B is a linked diagram, we introduce its evaluation for the scattering amplitude at
energy E using the operator interpretation of the diagram B:

Bsc(E) :=− 2πiΘ+
Bδ(E −H0)Wn

B ⊗ 1lnB(E −H0 − i0)−1 · · · (19.54)

× (E −H0 − i0)−1W 1
B ⊗ 1l1Bδ(E −H0)Θ−B . (19.55)

(19.55) is an operator from ⊗s/aVm
−
B to ⊗s/aVm

+
B . Its integral kernel can be used as the

coefficient function of a monomial, denoted Bsc(E, a∗, a).

Theorem 19.1. For every linked diagram B∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1)dtn · · · dt1 =

∫
Bsc(E)dE. (19.56)

Proof. We compute the integrand using the operator interpretation of B(tn, . . . , t1):

B(tn, . . . , t1) = (−i)nΘ+
BeitnH0 (Wn

B ⊗ 1lnB) e−i(tn−tn−1)H0 · · ·
×e−i(t2−t1)H0

(
W 1
B ⊗ 1l1B

)
e−it1H0Θ−B

= (−i)n
∫
δ(H0 − E)dEΘ+

B (Wn
B ⊗ 1lnB) e−iun(H0−E) · · ·

×e−iu2(H0−E)
(
W 1
B ⊗ 1l1B

)
e−it1(H0−E)Θ−B ,

where we substituted
un := tn − tn−1, . . . , u2 := t2 − t1.

and used

1l =

∫
δ(H0 − E)dE.
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Now ∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1)dtn · · · dt1

=

∫
dE

∫ ∞
0

dun · · ·
∫ ∞

0

du1

∫ ∞
−∞

dt1δ(H0 − E)Θ+
B (Wn ⊗ 1lnB) e−iun(H0−E) · · ·

×e−iu2(H0−E)
(
W1 ⊗ 1l1B

)
e−it1(H0−E)Θ−B

= −2πi

∫
dEδ(E −H0)Θ+

B (Wn ⊗ 1lnB)
(
E −H0 − i0)

)−1 · · ·

×
(
E −H0 − i0)

)−1 (
W1 ⊗ 1l1B

)
δ(E −H0)Θ−B ,

2

By Thm 19.56, (19.47) can be rewritten as

slink(a∗, a) =
∑

linked diag.

∫
Bsc(E, a∗, a)

B!
dE.

Note that, at least diagramwise

Slink = lim
t→∞

e−itH0ei2tHe−itH0

(Ω|e−itH0ei2tHe−itH0Ω)
. (19.57)

We can make (19.57) more general, and possibly somewhat more satisfactory as follows.
We introduce a temporal switching function R 3 t 7→ χ(t) that decays fast t → ±∞ and
χ(0) = 1. We then replace the time independent perturbation W by Wε(t) := χ(t/ε)W . Let
us denote the corresponding scattering operator by Sε. Then the linked scattering operator
formally is

Slink = lim
ε↘0

Sε
(Ω|SεΩ)

. (19.58)

One often makes the choice
χ(t/ε) = e−|t|/ε, (19.59)

which goes back to Gell-Mann–Low.
Note that Slink commutes with H0. More precisely, each diagram commutes with H0.
If H0 > 0, then we expect Slink to be unitary. Indeed, Sε is a unitary operator. Therefore,

by (19.58), we expect that Slink is prportional to a unitary operator. SlinkΩ is a linear
combination of diagrams with no incoming external lines. Their evaluation is zero because
of the conservation of the energy, except for the trivial diagram corresponding to the identity.
Therefore, SlinkΩ = Ω. Hence Slink is unitary.
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19.1.8 Energy shift

We still consider a time independent perturbation. We assume that H0 ≥ 0. Let E denote
the ground state energy of H, that is E := inf spH. E can be called the energy shift, since
the ground state energy of H0 is 0. We assume that we can use the heuristic formula for the
energy shift

E = lim
t→∞

i

2

d

dt
log(Ω|eitH0e−i2tHeitH0Ω), (19.60)

To see why we can expect (19.60) to be true, we note that H0Ω = 0 and assume that Φ is
the ground state of H. Hence

(Ω|eitH0e−i2tHeitH0Ω) = |(Ω|Φ)|2e−i2tE + C(t).

If we can argue that for large t the term C(t) does not play a role, we obtain (19.60).
It is convenient to rewrite (19.60) as

E = lim
t→∞

i
d

dt
log(Ω|eitH0e−itHΩ). (19.61)

Let B be a connected diagram with no external lines. Its evaluation is invariant wrt
translations in time:

B(tn, . . . , t1) = B(tn + s, . . . , t1 + s).

Therefore, ∫
· · ·
∫

tn>···>t1

B(tn, . . . , t1)dtn · · · dt1

=

∫
dt1

∫
· · ·
∫

un>···>u2>0

B(un, . . . , u2, 0)dun · · · du2.

This is infinite if nonzero. However, if we do not integrate wrt t1, we typically obtain a finite
expression, which can be used to compute the energy shift.

Theorem 19.2 (Goldstone theorem). We have

E =
∑

con. diag.
no ext. lines

∫
· · ·
∫

un>···>u2>0

B(un, . . . , u2, 0)

B!
dun · · · du2. (19.62)

The terms in (19.62) can be evaluated using the operator interpretation of B:∫
· · ·
∫

un>···>u2>0

B(un, . . . , u2, 0)dun · · · du2 (19.63)

= (−1)n−1Wn
B H

−1
0

(
Wn−1
B ⊗ 1ln−1

B

)
. . .
(
W 2
B ⊗ 1l2B

)
H−1

0 W 1
B . (19.64)
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Figure 3: Goldstone diagram

Proof. Applying (19.44), we get

log(Ω|eitH0e−itHΩ)

=

∞∑
n=0

∑
con. diag.
no ext. lines

(−iλ)n
∫
· · ·
∫

t>tn>···>t1>0

B(tn, . . . , t1)

B!
dtn · · · dt1.

So

i
d

dt
log(Ω|eitH0e−itHΩ)

=

∞∑
n=0

∑
con. diag.
no ext. lines

i

∫
· · ·
∫

t>tn−1>···>t1>0

B(t, tn−1, . . . , t2, t1)

B!
dtn−1 · · · dt1.

Now introduce

u2 := t2 − t1, . . . , un−1 := tn−1 − tn−2, un := t− tn−1.

168



Then u2, . . . , un ≥ 0, t ≥ u2 + · · ·+ un and

B(t, tn−1, . . . , t2, t1) = (−i)nWn
Be−i(t−tn−1)H0

(
Wn−1
B ⊗ 1ln−1

B

)
· · ·

×
(
W 2
B ⊗ 1l2B

)
e−i(t2−t1)H0W 1

B

= (−i)nWn
Be−iunH0

(
Wn−1
B ⊗ 1ln−1

B

)
· · ·

×
(
W 2
B ⊗ 1l2B

)
e−iu2H0W 1

B .

Then we replace t by −∞ and evaluate the integral using the heuristic relation∫ ∞
0

e−iuH0du =
−i

H0
. (19.65)

2

19.1.9 Example: van Hove Hamiltonian

Consider a time-dependent Van Hove Hamiltonian H(t) := H0 + V (t) with

V (t) =

∫
v(t, ξ)a∗(ξ)dξ +

∫
v(t, ξ)a(ξ)dξ.

Clearly, the van Hove Hamiltonian in the interaction picture equals

HInt(t) =

∫
eitω(ξ)v(t, ξ)a∗(ξ)dξ +

∫
e−itω(ξ)v(t, ξ)a(ξ)dξ.

Theorem 19.3. The corresponding scattering operator is then given by

S = Texp

(
−i

∫
HInt(t)dt

)
= exp

(
−i

∫
dξ

∫
dteitω(ξ)v(t, ξ)a∗(ξ)

)
exp

(
−i

∫
dξ

∫
dte−itω(ξ)v(t, ξ)a(ξ)

)
× exp

(
−1

2

∫
dξ

∫
dt1

∫
dt2e−iω(ξ)|t1−t2|v(t1, ξ)v(t2, ξ)

)
= exp

(
−i

∫
v(ω(ξ), ξ)a∗(ξ)dξ

)
exp

(
−i

∫
v(ω(ξ), ξ)a(ξ)dξ

)
× exp

(
i

2π

∫
v(τ, ξ)v(τ, ξ)ω(ξ)

ω(ξ)2 − τ2 − i0
dτdξ

)
,

where v(τ, ξ) :=
∫
v(t, ξ)eitτdt.

Proof. Let us derive this using Friedrichs diagrams. We have two kinds of vertices: cre-
ation vertex −iv(t, ξ) and annihilation vertex −iv(t, ξ). For internal lines we put θ(t2 −
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t1)e−iω(ξ)(t2−t1). For incoming lines we put e−itω(ξ) and for outgoing lines we put eitω(ξ).
There is a single connected diagram without external lines with value∫

dt2

∫
dt1

t2 > t1

(−i)2v(t, ξ)v(t1, ξ)e
−iω(ξ)(t2−t1)dξ (19.66)

= −1

2

∫
dξ

∫
dt1

∫
dt2e−iω(ξ)|t1−t2|v(t1, ξ)v(t2, ξ) (19.67)

=
i

2π

∫
v(τ, ξ)v(τ, ξ)ω(ξ)

ω(ξ)2 − τ2 − i0
dτdξ. (19.68)

Therefore,

(Ω|SΩ) = exp

(
i

2π

∫
v(τ, ξ)v(τ, ξ)ω(ξ)

ω(ξ)2 − τ2 − i0
dτdξ

)
. (19.69)

Next we consider the contributions from the external lines(
ξ+
m+

, . . . , ξ+
1 |S|ξ−m− , . . . , ξ

−
1

)
(19.70)

= (Ω|SΩ)

m+∏
j=1

(
(−i)v(tj , ξ

+
j )eitjω(ξ+j )dtj

)m−∏
i=1

(
(−i)v(ti, ξ

−
i )e−itiω(ξ−i )dti

)
.

2

19.2 Feynman diagrams

19.2.1 Wick powers of the free field

We will use now notation parallel to the notation for a relativistic QFT in 1 + 3 dimensions.
(Sometimes we replace 3 by d). We restrict ourselves to a bosonic theory.

We will parametrize the creation/annihilation operators by “4-momenta” k ∈ R1+3,

where the energy k0 is given by a real function R3 3 ~k → ε(~k). We would like to put

ε(~k) =

√
~k2 +m2, (19.71)

but this can be problematic, and therefore we will keep ε an arbitrary function, demanding
only

ε(−~k) = ε(~k) (19.72)

We use the notation k = (ε(~k),~k) ∈ R1+3, saying that k is “on shell”. We consider

R3 3 ~k 7→ â∗(k), â(k) satisfying the commutation relations

[â(k), â∗(k′)] = δ(~k − ~k′), (19.73)

[â(k), â(k′)] = [â∗(k), â∗(k′)] = 0. (19.74)

The free Hamiltonian is

H0 =

∫
ε(k)â∗(k)â(k)d~k. (19.75)
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We will use operators in the free Heisenberg picture (the interaction picture), There
exists a distinguished observable, called a field

φ̂(x) = eitH0 φ̂(0, ~x)e−itH0 (19.76)

=

∫
d~k

1√
(2π)32ε(~k)

(
eikxâ(k) + e−ikxâ∗(k)

)
. (19.77)

We sometimes also use the conjugate field

π̂(x) :=
˙̂
φ(x) =

∫ d~k

√
ε(~k)

i
√

(2π)3
√

2

(
eikxâ(k)− e−ikxâ∗(k)

)
. (19.78)

Note that φ̂ and π̂ satisfy the usual equal time commutation relations, independently of
the relation (19.71):

[φ̂(t, ~x), φ̂(t, ~y)] = [π̂(t, ~x), π̂(t, ~y)] = 0,

[φ̂(t, ~x), π̂(t, ~y)] = iδ(~x− ~y). (19.79)

For any x ∈ R1+3, we introduce the Wick powers of fields

: φ̂(x)n : (19.80)

=

n∑
j=0

(
n

j

)∫ d~k
e−ikxâ∗(k)√
(2π)32ε(~k)

j∫ d~k
eikxâ(k)√
(2π)32ε(~k)

n−j

. (19.81)

Note that, if ∫
1

ε(~k)
d~k <∞, (19.82)

then φ̂(x) is a well defined (unbounded) operator on the Fock space and

: φ̂(x)m := φ̂(x)n +

[m/2]∑
k=1

ckφ̂(x)m−2k. (19.83)

Unfortunately, if (19.71) is satisfied, the constants ck are divergent, in all dimensions d =
1, 2, . . . . The free Hamiltonian can be rewritten as

H0 =

∫
d~x

∫
d~y :φ̂(0, ~x)φ̂(0, ~y):g(~x− ~y) +

∫
d~x :π̂(0, ~x)2:, (19.84)

where

g(x) =

∫
ei~k~xε(~k)2d~k. (19.85)

We also introduce the Feynman propagator

Dc(x− y) = i
(

Ω|T
(
φ̂(x)φ̂(y)

)
Ω
)

(19.86)
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We will also use the Feynman propagator in the energy-momentum representation

Dc(k) =

∫
Dc(x)e−ikxdx. (19.87)

The Feynman propagator turns out to be one of the inverses of ε(~k)2 − (k0)2:

Theorem 19.4.

Dc(k) =
1

ε(~k)2 − (k0)2 − i0
. (19.88)

Proof. First we compute in the space-time representation:

Dc(t, ~x) = i

∫ (
e−iε(~k)t+i~k~xθ(t) + eiε(~k)t−i~k~xθ(−t)

) d~k

(2π)32ε(~k)

= i

∫ (
e−iε(~k)tθ(t) + eiε(~k)tθ(−t)

)
ei~k~x d~k

(2π)32ε(~k)
,

where we used the parity of ε (19.72). Next we go to the energy-momentum representation:

Dc(k0,~k) = i

∫ ∫
Dc(t, ~x)eik0t−i~k~xdtd~k

= i

∫ (
e−iε(~k)tθ(t) + eiε(~k)tθ(−t)

)
eik0t dt

2ε(~k)

= i

∫ ∞
0

(
e−iε(~k)t+ik0t + e−iε(~k)t−ik0t dt

2ε(~k)

=
1

2ε(~k)(ε(~k)− k0 − i0)
+

1

2ε(~k)(ε(~k) + k0 − i0)

=
1

ε(~k)2 − (k0)2 − i0
.

2

19.2.2 Feynman diagrams for vacuum expectation value of scattering operator

One can argue that a typical quantum field theory should be formally given by a Hamiltonian

H = H0 +W (t), (19.89)

where the perturbation (in the Schrödinger picture) is

W (t) =
∑
j

∫
d~xfj

(
t, ~x) : φ̂(0, ~x)j : . (19.90)

The Hamiltonian in the interaction picture is therefore

HInt(t) =
∑
j

∫
d~xfj

(
t, ~x) : φ̂(t, ~x)j : . (19.91)
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Let S denote the scattering operator for (19.89). We would like to compute

(Ω|SΩ). (19.92)

(1) Rules about drawing diagrams.

(i) To the term in the interaction of order j we associate a vertex with p legs.

(ii) We choose a sequence of vertices pn, . . . , p1 and put them without any order.

(iii) We connect pairs of legs with lines. There are no self-lines.

(2) Consider the group of symmetries of a diagram, where we allow to permute the vertices.
We will denote by [D]! the order of this group.

(3) Rule about evaluating diagrams (the space-time approach).

(i) The jth vertex has its variable xj . We put −ifpj (xj) for the jth vertex.

(ii) We put −iDc(xj − xi) for each line connecting jth and ith vertex.

(iii) We multiply contributions from all lines, obtaining a number that we denote
D(xn, . . . , x1).

(4) We sum up all diagrams divided by symmetry factors and integrate :

(
Ω|SΩ) =

∑
all diag.
n vertices
no ext. lines

∫
dxn· · ·

∫
dx1

D(xn, . . . , x1)

[D]!
. (19.93)

Instead of (3) we can use

(3)’ Rules about evaluating diagrams in the energy-momentum approach

(i) For the jth vertex with we put

−ifpj (k1 + · · ·+ kpj ) = −i

∫
dxe−i(k1+···+kpj )xfpj (x). (19.94)

(ii) We put −i
∫
Dc(k) dk

(2π)4 for each internal line.

(iii) We evaluate the integral over k corresponding to all lines obtaining∫
dxn· · ·

∫
dx1D(xn, . . . , x1).

By the Linked Cluster Theorem (19.93) can be rewritten as

log
(
Ω|SΩ) =

∑
all con. diag.
n vertices
no ext. lines

∫
dxn· · ·

∫
dx1

D(xn, . . . , x1)

[D]!
.
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19.2.3 Feynman diagrams for the energy shift

Assume now that f(t, ~x) = f(~x) do not depend on time and H0 ≥ 0. We would like to
compute the energy shift (or, what is the same, the ground state energy of H).

The rules for drawing Feynman diagrams and symmetry factors are the same as in
Subsect. 19.2.2. We use the space-time rules for the evaluation of a diagram D, where we
make one change: We do not integrate over one time, for instance over t1. We obtain

E =

∞∑
n=0

∑
all con. diag.
n vertices
no ext. lines

∫
dxn · · ·

∫
dx2

∫
d~x1

D(xn, . . . , 0, ~x1)

[D]!
.

19.2.4 Green’s functions

Recall that the N -point Green’s function is defined for xN , . . . , x1 as follows:

〈φ̂(xN ) · · · φ̂(x1)〉

:=
(

Ω+|T
(
φ̂(xN ) · · · · · · φ̂(x1)

)
Ω−
)
, (19.95)

where

Ω± := lim
t→±∞

Texp

(
−i

∫ 0

t

Ĥ(s)ds

)
Ω

= Texp

(
−i

∫ 0

±∞
ĤInt(s)ds

)
Ω.

and the fields φ̂(x) are in the Heisenberg picture:

φ̂(t, ~x) = Texp
(
− i

∫ 0

t

Ĥ(s)ds
)
φ̂(0, ~x)Texp

(
− i

∫ t

0

Ĥ(s)ds
)
. (19.96)

One can organize Green’s functions in terms of the generating function:

Z(f) =

∞∑
N=0

∫
· · ·
∫

(−i)N

N !
〈φ̂(xN ) · · · φ̂(x1)〉f(xN ) · · · f(x1)dxN · · · dx1

=

(
Ω+
∣∣∣Texp

(
−i

∫ ∞
−∞

(
Ĥ(t) +

∫
f(t, ~x)φ̂(0, ~x)d~x

)
dt

)
Ω−
)

=

(
Ω
∣∣∣Texp

(
−i

∫ ∞
−∞

ĤInt(t)dt− i

∫
f(x)φ̂fr(x)dx

)
Ω

)
.

Thus Z(f) is the vacuum expectation value of a scattering operator, where the usual in-

teraction Hamiltonian HInt(t) has been replaced by HInt(t) +
∫
f(t, ~x)φ̂fr(t, ~x)d~x. One can

retrieve Green’s functions from the generating function:

〈φ̂(xN ) · · · φ̂(x1)〉 = iN
∂N

∂f(xN ) · · · ∂f(x1)
Z(f)

∣∣∣
f=0

. (19.97)
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The Fourier transform of Green’s function will be denoted as usual by the change of the
variables:

〈φ̂(kN ) · · · φ̂(k1)〉

:=

∫
dxn · · ·

∫
dx1e−ixnkn−···−ix1k1〈φ̂(xN ) · · · φ̂(x1)〉.

We introduce also amputated Green’s functions:

〈φ̂(kn) · · · φ̂(k1)〉amp

= (k2
n +m2) · · · (k2

1 +m2)〈φ̂(kn) · · · φ̂(k1)〉. (19.98)

Amputated Green’s functions can be used to compute scattering amplitudes:(
k+
m+ , . . . , k

+
1 | Ŝ |k

−
m− , . . . , k

−
1

)
(19.99)

=
〈φ̂(k+

1 ) · · · φ̂(k+
m+)φ̂(−k−m−) · · · φ̂(−k−1 )〉amp√

(2π)3(m++m−)

√
2ε(k+

1 ) · · ·
√

2ε(k+
m+)

√
2ε(k−m−) · · ·

√
2ε(k−1 )

,

where all k±i are on shell, that is k±i =
(
ε(~k±i ),~k±i

)
.

19.2.5 Feynman diagrams for the scattering operator

We would like to compute the scattering operator, representing it as Wick’s polynomial:

S = s(â∗, â). (19.100)

The Feynman rules for scattering operator follow from (19.99) and the rules for the vacuum
expectation value of the scattering amplitude, if we add additional insertion vertices—one-
legged vertices corresponding to the term

∫
dxf(x)φ̂fr(x).

(1) Rules about drawing diagrams.

(i) To the term in the interaction of order p we associate a vertex with p legs.

(ii) We choose a sequence of vertices pn, . . . , p1 and put them without any order.

(iii) On the right we put the incoming particles, on the left the outgoing particles, each
having a single leg.

(iv) To the incoming particles we associate the variables k−m− , . . . , k
−
1 . To the outgoing

particles we associate the variables k+
m+

, . . . , k+
1 .

(v) We connect pairs of legs with lines. There are no self-lines.

(2) Consider the group of symmetries of a diagram, where we allow to permute the vertices,
but not the particles. We will denote by [D]! the order of this group.

(3) Rule about evaluating diagrams (the space-time approach).

(i) The jth vertex has its variable xj . We put −ifpj (xj) for the jth vertex.

(ii) We put −iDc(xj − xi) for each line connecting jth and ith vertex.
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(iii) For the incoming particle k−j connected to the vertex at xj we put
e
ixjk
−
j a(k−j )√

(2π)32ε(~k−j )
.

(iv) For the outgoing particle k+
j connected to the vertex at xj we put

e
−ixjk

+
j a∗(k+j )√

(2π)32ε(~k+j )
.

(v) We multiply contributions from all lines, obtaining a polynomial that we denote
D(xn, . . . , x1; a∗, a).

(4) We sum up all diagrams divided by symmetry factors:

s(a∗, a) =

∞∑
n=0

∑
all diag.
n vertices

∫
dxn · · ·

∫
dx1

D(xn, . . . , x1; a∗, a)

[D]!
. (19.101)

Instead of (3) we can use

(3)’ Rules about evaluating diagrams in the energy-momentum approach

(i) For a vertex with legs k1, . . . , kp we put

−if(k1 + · · ·+ kn) = −i

∫
dxe−i(k1+···+kp)xf(x). (19.102)

(ii) We put −i
∫
Dc(k) dk

(2π)4 for each internal line.

(iii) For an incoming line with variable k−j we put
a(k−j )√

(2π)32ε(~k−j )
.

(iv) For an outgoing line with variable k+
j we put

a∗(k+j )√
(2π)32ε(~k+j )

.

(v) We evaluate the integral over kj corresponding to all lines obtaining∫
dxn · · ·

∫
dx1D(xn, . . . , x1; a∗, a).

Recall that in (19.45) we defined the linked scattering operator. It can be computed
using Feynman diagrams:

slink(a∗, a) (19.103)

=

∞∑
n=0

∑
linked diag.
n vertices

∫
· · ·
∫
D(xn, . . . , x1; a∗, a)

[D]!
dxn · · · dx1 (19.104)

= exp

( ∞∑
n=0

∑
con. linked diag.

n vertices

∫
· · ·
∫
D(xn, . . . , x1; a∗, a)

[D]!
dxn · · · dx1

)
. (19.105)
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19.2.6 Feynman diagrams for scattering amplitudes for time-independent per-
turbations

Assume now that f(t, ~x) = f(~x) do not depend on time. Then the rules for computing the
scattering operator slightly change. Let us introduce

Dsc(E) (19.106)

:=2π

∫
dxn · · ·

∫
dx2

∫
d~x1δ(E −H0)D(xn, . . . , x2, 0, ~x1)δ(E −H0), (19.107)

where we use the operator interpretation of D. Then

slink(a∗, a) (19.108)

=
∑

linked diag.

∫
dE

Dsc(E; a∗, a)

[D]!
(19.109)

= exp

( ∑
con. linked diag.

∫
dE

Dsc(E; a∗, a)

[D]!

)
. (19.110)

19.2.7 Quadratic interactions

Suppose that (in the Schrödinger picture)

Ĥ(t) :=

∫
â∗(k)â(k)d~k +

∫
1

2
κ(t, ~x):φ̂2(0, ~x):

)
d~x. (19.111)

There is only one vertex, with the function (in momentum representation) −iκ(k1 + k2).
Connected diagrams with no external lines are loops with n vertices n = 2, 3, . . . . (n = 1 is
excluded, because there are no self-lines). The value of the nth vertex is

(−1)n
∫

dxn · · ·
∫

dx1κ(xn)Dc(xn − xn−1) · · ·κ(x1)Dc(x1 − xn) (19.112)

=(−1)n
∫

dkn
(2π)4

· · ·
∫

dk1

(2π)4
κ(k1 − kn)Dc(kn) · · ·κ(k2 − k1)Dc(k1) (19.113)

=(−1)nTr(κDc)n. (19.114)

The group of symmetries of the loop with n vertices is the dihedral group Dn, which has 2n
elements. Therefore,

E := i log(Ω|ŜΩ) = i

∞∑
n=2

(−1)n

2n
Tr(κDc)n

=
i

2
Tr
(
− log(1 + κDc) + κDc

)
=:

∞∑
n=2

En. (19.115)

177



20 Method of characteristics

20.1 Manifolds

Let X be a manifold and x ∈ X . TxX , resp. T#
xX will denote the tangent, resp. cotangent

space at x. TX , resp. T#X will denote the tangent, resp. cotangent bundle over X .
Suppose that x = (xi) are coordinates on X . Then we have a natural basis in TX denoted

∂xi and a natural basis in T#X , denoted dxi. Thus every vector field can be written as v =
v(x)∂x = vi(x)∂xi and every differential 1-form can be written as α = α(x)dx = αi(x)dxi.

We will use the following notation: ∂̂x is the operator ∂x that acts on everything on the
right. ∂x acts only on the function immediately to the right. Thus the Leibniz rule can be
written as

∂̂xf(x)g(x) = ∂xf(x)g(x) + f(x)∂xg(x). (20.1)

There are situations when we could use both kinds of notation: ∂̂x and ∂x, as in the last
term of (20.1). In such a case we make a choice based on esthetic reasons.

20.2 1st order differential equations

Let v(t, x)∂x be a vector field and f(t, x) a function, both time-dependent. Consider the
equation (

∂t + v(t, x)∂x + f(t, x)
)
Ψ(t, x) = 0,

Ψ(0, x) = Ψ(x). (20.2)

To solve it one finds first the solution of{
∂tx(t, y) = v(t, x(t, y))
x(0, y) = y;

(20.3)

Let x 7→ y(t, x) be the inverse function.

Proposition 20.1. Set

F (t, y) :=

∫ t

0

f
(
s, x(s, y)

)
ds.

Then

Ψ(t, x) := e−F
(
t,y(t,x)

)
Ψ
(
y(t, x)

)
is the solution of (20.2).

Proof. Set
Φ(t, y) := Ψ

(
t, x(t, y)

)
. (20.4)

We have

∂tΦ(t, y) =
(
∂t + ∂tx(t, y)∂x

)
Ψ
(
t, x(t, y)

)
=

(
∂t + v

(
t, x(t, y)

)
∂x
)
Ψ
(
t, x(t, y)

)
.
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Hence (20.2) can be rewritten as(
∂t + f

(
t, x(t, y)

))
Φ(t, y) = 0,

Φ(0, y) = Ψ(y). (20.5)

(20.5) is solved by
Φ(t, y) := e−F (t,y)Ψ(y).

2

Consider now a vector field v(x)∂x and a function f(x), both time-independent. Consider
the equation (

v(x)∂x + f(x)
)
Ψ(x) = 0. (20.6)

Again, first one finds solutions of

∂tx(t) = v
(
x(t)

)
. (20.7)

Then we try to find a manifold Z in X of codimension 1 that crosses each curve given by
a solution of (20.6) exactly once. If the field is everywhere nonzero, this should be possible
at least locally. Then we can define a family of solutions of (20.6) denoted x(t, z), z ∈ Z,
satisfying the boundary conditions

x(0, z) = z, z ∈ Z. (20.8)

This gives a local parametrization R×Z 3 (t, z) 7→ x(t, z) ∈ X .
Let x 7→

(
t(x), z(x)

)
be the inverse function.

Proposition 20.2. Set

F (t, z) :=

∫ t

0

f
(
x(s, z)

)
ds.

Then

Ψ(t, x) := e−F
(
t(x),z(x)

)
Ψ
(
z(x)

)
is the solution of (20.2).

Proof. Set Φ(t, z) := Ψ
(
x(t, z)

)
. Then

∂tΦ(t, z) = ∂tx(t, z)∂xΨ
(
x(t, z)

)
= v

(
x(t, z)

)
∂xΨ

(
x(t, z)

)
.

Hence we can rewrite (20.6) together with the boundary conditions as(
∂t + f

(
x(t, z)

))
Φ(t, z) = 0,

Φ(0, z) = Ψ(z). (20.9)

(20.9) is solved by
Φ(t, z) := e−F (t,z)Ψ(z).

2
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20.3 1st order differential equations with a divergence term

Fort a vector field v(x)∂x we define

divv(x) = ∂xiv
i(x).

Note that divv(x) depends on the coordinates.
Consider a time dependent vector field v(t, x)∂x and the equation

(∂t + v(t, x)∂x + αdivv(t, x)) Ψ(t, x) = 0,

Ψ(0, x) = Ψ(x), (20.10)

Proposition 20.3. (20.10) is solved by

Ψ(t, x) :=
(

det ∂xy(t, x)
)α

Ψ(y(t, x)). (20.11)

Proof. We introduce Φ(t, y) as in (20.4) and rewrite (20.10) as(
∂t + αdivv

(
t, x(t, y)

))
Φ(t, y) = 0,

Φ(0, y) = Ψ(y) (20.12)

We have the following identity for the determinant of a matrix valued function t 7→ A(t):

∂t detA(t) = Tr
(
∂tA(t)A(t)−1

)
detA(t). (20.13)

Therefore,

∂t
(

det ∂yx(t, y)
)−α

= −αdiv∂tx(t, y)
(

det ∂yx(t, y)
)−α

= −αdivv
(
t, x(t, y)

)(
det ∂yx(t, y)

)−α
.

Therefore, (20.12) is solved by

Φ(t, y) :=
(

det ∂yx(t, y)
)−α

Ψ(y).

2

Consider again a time independent vector field v(x)∂x and the equation

(v(x)∂x + αdivv(x)) Ψ(x) = 0. (20.14)

We introduce the a hypersurface Z and solutions x(t, z), as described before Prop. 20.2.

Proposition 20.4. Set
w(x) := ∂zx

(
t(x), z(x)

)
.

Then the solution of (20.14) which on Z equals Ψ(z) is

Ψ(x) :=
(

det[v(x), w(x)]
)−α

Ψ
(
z(x)

)
. (20.15)

Note that if X is one-dimensional, so that we can locally identify it with R and v is a

number, (20.15) becomes Ψ(x) = C
(
v(x)

)−α
.
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20.4 α-densities on a vector space

Let α > 0. We say that f : (Rd)d → R is an α-density, if

〈f |av1, . . . , avd〉 = |det a|α〈f |v1, . . . , vd〉, (20.16)

for any linear transformation a on Rd and v1, . . . , vd ∈ Rd.
If X is a manifold, then by an α-density we understand a function on X 3 x 7→ Ψ(x)

where Ψ(x) is an α-density on TxX .
Clearly, given coordinates x = (xi) on X , using the basis ∂xi in TX , we can identify an

α-density Ψ with the function

x 7→ 〈Ψ|∂x1 , . . . , ∂xd〉(x), (20.17)

which, by abuse of notation will be also denoted Ψ(x). If we use some other coordinates
x′ = x′i, then we obtain another function x′ 7→ Ψ′(x′). We have the transformation property

Ψ(x) = |∂xx′|
α

Ψ′(x′). (20.18)

A good mnemotechnic way to denote an α-density is to write Ψ(x)|dx|α. Note that 0-
densities are usual functions, 1-densities, or simply densities are measures. 1

p -densities raised
to the pth power give a density, and so one can invariantly define their Lp-norm:∫ ∣∣∣Ψ(x)|dx|

1
p

∣∣∣p =

∫
|Ψ(x)|pdx = ‖φ‖pp. (20.19)

Proposition 20.5. If v(x)∂x is a vector field, the operator

v(x)∂x + αdivv(x) (20.20)

is invariantly defined on α-densities.

Proof. In fact, suppose we consider some other coordinates x′. In the new coordinates
the vector field v(x)∂x becomes v′(x′)∂x′ = (∂xx

′)v(x(x′))∂x′ . We will denote div′v′ the
divergence in the new coordinates. We need to show that if

Φ = |det ∂xx
′|αΦ′, Ψ = |det ∂xx

′|αΨ′,

then (
v(x)∂x + αdivv(x)

)
Φ = Ψ

is equivalent to (
v′(x′)∂x′ + αdiv′v′(x′)

)
Φ′ = Ψ′.

We have

divv′ =
∂xj

∂x′i
∂̂

∂xj
∂x′i

∂xk
vk

=
∂vj

∂xj
+
∂xj

∂x′i
∂2x′i

∂xj∂xk
vk
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v∂̂x|det ∂xx
′|α = αvk

∂2x′i

∂xj∂xk
∂xj

∂x′i
|det ∂xx

′|α + |det ∂xx
′|αv∂̂x.

Therefore, (
v(x)∂̂x + αdivv(x)

)
|det ∂xx

′|αΦ′

= |det ∂xx
′|α
(
v′(x′)∂̂x′ + αdiv′v′(x′)

)
Φ′.

2

Note that (20.11) can be written as an α-density:

Ψ(t, x)|dx|α := |det ∂xy(t, x)|αΨ(y(t, x))|dx|α (20.21)

Also (20.15) is naturally an α-density.

21 Hamiltonian mechanics

21.1 Symplectic manifolds

Let Y be a manifold equipped with a 2-form ω ∈ ∧2T#Y. We say that it is a symplectic
manifold iff ω is nondegenerate at every point and dω = 0.

Let (Y1, ω1), (Y2, ω2) be symplectic manifolds. A diffeomorphism ρ : Y1 → Y2 is called a
symplectic transformation if ρ#ω2 = ω1.

In what follows (Y, ω) is a symplectic manifold. We will often treat ω as a linear map
from TY to T#Y. Therefore, the action of ω on vector fields u,w will be written in at least
two ways

〈ω|u,w〉 = 〈u|ωw〉 = ωiju
iwj .

The inverse of ω as a map TY → T#Y will be denoted ω−1. It can be treated as a
section of ∧2TX . The action of ω−1 on 1-forms η, ξ can be written in at least two ways

〈ω−1|η, ξ〉 = 〈η|ω−1ξ〉 = ωijηiξj .

If H is a function on Y, then we define its Hamiltonian field ω−1dH. We will often
consider a time dependent Hamiltonian H(t, y) and the corresponding dynamic defined by
the Hamilton equations

∂ty(t) = ω−1dyH(t, y(t)). (21.1)

Proposition 21.1. Flows generated by Hamilton equations are symplectic

If F,G are functions on Y, then we define their Poisson bracket

{F,G} := 〈ω−1|dF,dG〉.

Proposition 21.2. {·, ·} is a bilinear antisymmetric operation satisfying the Jacobi identity

{F, {G,H}}+ {H, {F,G}}+ {G, {H,F}} = 0 (21.2)

and the Leibnitz identity
{F,GH} = {F,G}H +G{F,H}. (21.3)
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Proposition 21.3. Let t 7→ y(t) be a trajectory of a Hamiltonian H(t, y). Let F (t, y) be an
observable. Then

d

dt
F
(
t, y(t)

)
= ∂tF

(
t, y(t)

)
+ {H,F}

(
t, y(t)

)
.

In particular,
d

dt
H
(
t, y(t)

)
= ∂tH

(
t, y(t)

)
.

21.2 Symplectic vector space

The most obvious example of a symplectic manifold is a symplectic vector space. As we dis-
cussed before, it has the form Rd⊕Rd with variables (x, p) =

(
(xi), (pj)

)
and the symplectic

form
ω = dpi ∧ dxi. (21.4)

The Hamilton equations read

∂tx = ∂pH(t, x, p),

∂tp = −∂xH(t, x, p). (21.5)

The Poisson bracket is
{F,G} = ∂xiF∂piG− ∂piF∂xiG. (21.6)

Note that Prop 21.1 and 21.2 are easy in a symplectic vector space. To show that ω is
invariant under the Hamiltonian flow we compute

d

dt
ω =

d

dt
dp(t) ∧ dx(t)

= −d∂xH
(
x(t), p(t)

)
∧ dx(t) + dp(t) ∧ d∂pH

(
x(t), p(t)

)
= −∂p∂xH

(
x(t), p(t)

)
dp(t) ∧ dx(t) + dp(t) ∧ ∂x∂pH

(
x(t), p(t)

)
dx(t) = 0

Proposition 21.4. The dimension of a symplectic manifold is always even. For any sym-
plectic manifold Y of dimension 2d locally there exists a symplectomorphism onto an open
subset of Rd ⊕ Rd.

Now (21.4) implies Prop. 21.1. Similarly, to see Prop. 21.2 we first check the Jacobi and
Leibniz identity for (21.6).

21.3 The cotangent bundle

Let X be a manifold. We consider the cotangent bundle T#X . It is equipped with the
canonical projection π : T#X → X .

We can always cover X with open sets equipped with charts. A chart on U ⊂ X allows
us to identify U with an open subset of Rd through coordinates x = (xi) ∈ Rd. T#U can be
identified with U × Rd, where we use the coordinates (x, p) =

(
(xi), (pj)

)
.

T#X is equipped with the tautological 1-form

θ =
∑
i

pidx
i, (21.7)
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(also called Liouville or Poincaré 1-form), which does not depend on the choice of coordi-
nates. The corresponding symplectic form, called the canonical symplectic form is

ω = dθ =
∑
i

dpi ∧ dxi. (21.8)

Thus locally we can apply the formalism of symplectic vector spaces. In particular, the
Hamilton equations have the form (21.5) and the Poisson bracket (21.6).

21.4 Lagrangian manifolds

Let Y be a symplectic manifold. Let L be a submanifold of Y and iL : L → Y be its
embedding in Y. Then we say that L is isotropic iff i#Lω = 0. We say that it is Lagrangian
if it is isotropic and of dimension d (which is the maximal possible dimesion for an isotropic
manifold). We say that L is coisotropic if the dimension of the null space of i#Lω is maximal
possible, that is, 2d− dimL.

Theorem 21.5. Let E ∈ R. Let L be a Lagrangian manifold contained in the level set

H−1(E) := {y ∈ Y : H(y) = E}.

Then ω−1dH is tangent to L.

Proof. Let y ∈ Y and v ∈ TyL. Then since L is contained in a level set of H, we have

0 = 〈dH|v〉 = −〈ω−1dH|ωv〉. (21.9)

By maximality of TyL as an isotropic subspace of TyY, we obtain that ω−1dH ∈ TyL. 2

Clearly, symplectic transformations map Lagrangian manifolds onto Lagrangian mani-
folds.

21.5 Lagrangian manifolds in a cotangent bundle

Proposition 21.6. Let U be an open subset of X and consider a function U 3 x 7→ S(x) ∈
R. Then {(

x,dS(x)
)

: x ∈ U
}

(21.10)

is a Lagrangian submanifold of T#X .

Proof. Tangent space of (21.10) at the point (xi, ∂xjS(x)dxj) is spanned by

vi =
(
∂xi , ∂xi∂xjS(x)∂pj

)
Now

〈ω|vi, vk〉 =
∑
i,j

∂xi∂xjS(x)−
∑
k,j

∂xk∂xjS(x) = 0.

2
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U 3 S(x) is called a generating function of the Lagrangian manifold (21.10). If U is
connected, it is uniquely defined up to an additive constant.

Suppose that L is a connected and simply connected Lagrangian submanifold. Fix
(x0, p0) ∈ L. For any (x, p) ∈ L, let γ(x,p) be a path contained in L joining (x0, p0) with
(x, p).

T
(
x, p
)

:=

∫
γ(x,p)

θ.

Using that di#Lθ = i#Ldθ = i#Lω = 0 and the Stokes Theorem we see that the integral does
not depend on the path. We have

dT = i#Lθ. (21.11)

If π
∣∣∣
L

is injective we will say that L is projectable on the base. Then we can use U := π(L)

to parametrize L:
U 3 x 7→

(
x, p(x)

)
∈ L.

We then define
S(x) := T

(
x, p(x)

)
.

We have
∂xiS(x)dxi = dS(x) = dT

(
x, p(x)

)
= pidx

i.

Hence x 7→ S(x) is the unique generating functon of L satisfying S
(
x(z0)

)
= 0.

Both x 7→ S(x) and L 3 (x, p) 7→ T (x, p) will be called generating functions of the
Lagrangian manifold L. To distinguish between them we may add that the former is viewed
as a function on the base and the latter is viewed as a function on L.

We can generalize the construction of T to more general Lagrangian manifolds. We
consider the universal covering Lcov → L with the base point at

(
x0, p0

)
. Recall that Lcov

is defined as the set of homotopy classes of curves from (x0, p0

)
to
(
x, p
)
∈ L contained in

L. On Lcov we define the real function

Lcov 3 [γ] 7→ T ([γ]) :=

∫
γ

θ. (21.12)

Exactly as above we see that (21.12) does not depend on the choice of γ and that (21.11) is
true.

21.6 Generating function of a symplectic transformations

Let (Yi, ωi) be symplectic manifolds. We can than consider the symplectic manifold Y2×Y1

with the symplectic form ω1 − ω2. Let R be the graph of a diffeomorphism ρ, that is

R := (ρ(y), y) ∈ Y2 × Y1. (21.13)

Clearly, ρ is symplectic iff R is a Lagrangian manifold.
Assume that Yi = T#Xi. We can identify Y2 × Y1 with T#(X2 ×X1).
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Let T#X1 3 (x1, ξ1) 7→ (x2, ξ2) ∈ T#X2 be a symplectic transformation. A function

X2 ×X1 3 (x2, x1) 7→ S(x2, x1). (21.14)

is called a generating function of the transformation ρ if it satisfies

ξ2 = −∇x2
S(x2, x1), ξ1 = ∇x1

S(x2, x1). (21.15)

Note that if assume that the graph of ρ is projectable onto X2 ×X1, then we can find a
generating function.

21.7 The Legendre transformation

Let X = Rd be a vector space. Consider the symplectic vector space X ⊕ X# = Rd ⊕ Rd
with the generic variables (v, p). It can be viewed as a cotangent bundle in two ways – we
can treat either X or X# as the base. Correspondingly, to describe any Lagrangian manifold
L in X ⊕ X# we can try to use a generating function on X or on X#. To pass from one
description to the other one uses the Legendre transformation, which is described in this
subsection.

Let U be a convex set of X . Let

U 3 v 7→ S(v) ∈ R (21.16)

be a strictly convex C2-function. By strict convexity we mean that for distinct v1, v2 ∈ U ,
v1 6= v2, 0 < τ < 1,

τS(v1) + (1− τ)S(v2) > S
(
τv1 + (1− τ)v2

)
.

Then
U 3 v 7→ p(v) := ∂vS(v) ∈ X# (21.17)

is an injective function. Let Ũ be the image of (21.17). It is a convex set, because it is the
image of a convex set by a convex function. One can define the function

Ũ 3 p 7→ v(p) ∈ U

inverse to (21.17). The Legendre transform of S is defined as

S̃(p) := pv(p)− S
(
v(p)

)
.

Theorem 21.7. (1) ∂pS̃(p) = v(p).

(2) ∂2
pS̃(p) = ∂pv(p) =

(
∂2
vS
(
v(p)

))−1
. Hence S̃ is convex.

(3) ˜̃S(v) = S(v).

Proof. (1)
∂pS̃(p) = v(p) + p∂pv(p)− ∂vS

(
v(p)

)
∂pv(p) = v(p).
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(2)

∂2
pS̃(p) = ∂pv(p) =

(
∂vp
(
v(p)

))−1
=
(
∂2
vS
(
v(p)

))−1
.

(3)
˜̃S(v) = vp(v)− p(v)v

(
p(v)

)
+ S

(
v
(
p(v)

))
= S(p).

2

Thus the same Lagrangian manifold has two descriptions:{(
v,dS(v)

)
: v ∈ U

}
=

{(
dS̃(p), p

)
: p ∈ Ũ

}
.

Examples.

(1) U = Rd, S(v) = 1
2vmv,

Ũ = Rd, S̃(p) = 1
2pm

−1p,

(2) U = {v ∈ Rd : |v| < 1}, S(v) = −m
√

1− v2.

Ũ = Rd, S̃(p) =
√
p2 +m2,

(3) U = R, S(v) = ev,
Ũ =]0,∞[, S̃(p) = p log p− p.

Note that we sometimes apply the Legendre transformation to non-convex functions. For
instance, in the first example m can be any nondegenerate matrix.

Proposition 21.8. Suppose that S depends on an additional parameter α. Then we have
the identity

∂αS
(
α, v(α, p)

)
= −∂αS̃(α, p). (21.18)

Proof. Indeed,

∂αS̃(α, p) = ∂α
(
pv(α, p)− S

(
α, v(α, p)

)
= p∂αv(α, p)− ∂αS(α, v(α, p)

)
− ∂vS(α, v(α, p)

)
∂αv(α, p)

= −∂αS
(
α, v(α, p)

)
.

2

21.8 The extended symplectic manifold

Let Y be a symplectic manifold. We introduce the extended symplectic manifold as

T#R× Y = R× R× Y,

where its coordinates have generic names (t, τ, y). Here t has the meaning of time, τ of the
energy. For the symplectic form we choose

σ := −dτ ∧ dt+ ω.
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Let R × Y 3 (t, y) 7→ H(t, y) be a time dependent function on Y. Let ρt be the flow
generated by the Hamiltonian H(t), that is

ρt
(
y(0)

)
= y(t), (21.19)

where y(t) solves
∂ty(t) = ω−1dyH

(
t, y(t)

)
. (21.20)

Set
G(t, τ, y) := H(t, y)− τ.

It will be convenient to introduce the projection

T#R× Y 3 (t, τ, y) 7→ κ(t, τ, y) := (t, y) ∈ R× Y,

that involves forgetting the variable τ . Note that κ restricted to

G−1(0) := {(t, τ, y) : G(t, τ, y) = 0} (21.21)

is a bijection onto R× Y. Its inverse will be denoted by κ−1, so that

κ−1(t, y) =
(
t,H(t, y), y

)
.

Proposition 21.9. Let L be a Lagrangian manifold in Y. The set

M := {(t, τ, y) : y ∈ ρt(L), τ = H(t, y), t ∈ R} (21.22)

satisfies the following properties:

(1) M is a Lagrangian manifold in T#R× Y;

(2) M is contained in G−1(0)

(3) we have
κ(M) ∩ {0}×Y = {0} × L; (21.23)

(4) every point in κ(M) is connected to (21.23) by a curve contained in κ(M).

Besides, conditions (1)-(4) determine M uniquely.

Proof. Let (t0, τ0, y0) ∈M. Let v be tangent to ρt0(L) at y0. Then

〈dyH(t0, y0)|v〉∂τ + v (21.24)

is tangent to M. Vectors of the form (21.24) are symplectically orthogonal to one another,
because ρt0(L) is Lagrangian.

The curve t 7→
(
t,H

(
t, y(t)

)
, y(t)

)
is contained in M. Hence the following vector is

tangent to M:
∂t + ∂tH(t0, y0)∂τ + ω−1dyH(t0, y0). (21.25)

The symplectic form applied to (21.24) and (21.25) is

−〈dyH(t0, y0)|v〉+ 〈ω|v, ω−1dyH(t0, y0)〉 = 0. (21.26)
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(21.24) and (21.25) span the tangent space of M. Hence (1) is true (M is Lagrangian).
(2), (3) and (4) are obvious.

Let us show the uniqueness ofM satisfying (1), (2), (3) and (4). LetM be a Lagrangian
submanifold contained in G−1(0) and (t0, τ0, y0) ∈M. By Thm 21.5, the vector

σ−1dG(t0, τ0, y0)

= σ−1
(
∂tH(t0, y0)dt+ dyH(t0, y0)− dτ

)
(21.27)

is tangent to M. But (21.27) coincides with (21.25). Hence

∂t + ω−1dyH(t0, y0). (21.28)

is tangent to κ(M). This means that κ(M) is invariant for the Hamiltonian flow generated
by H(t, y). Consequently,

κ(M) ⊃
⋃
t∈R
{t} × ρt(L). (21.29)

κ(M) cannot be larger than the rhs of (21.29), because then condition (4) would be violated.
2

21.9 Time-dependent Hamilton-Jacobi equations

Let R × T#X 3 (t, x, p) 7→ H(t, x, p) be a time-dependent Hamilonian on T#X . Let X ⊃
U 3 x 7→ S(x) be a given function. The time-dependent Hamilton-Jacobi equation equipped
with initial conditions reads

∂tS(t, x)−H
(
t, x, ∂xS(t, x)

)
= 0,

S(0, x) = S(x). (21.30)

(21.30) can be reinterpreted in more geometric terms as follows: Set

G(t, τ, x, p) := τ −H(t, x, p).

Consider a Lagrangian manifold L in Y. We want to find a Lagrangian manifold M in

G−1(0) := {(t, τ, x, p) ∈ T#R× T#X : τ −H(t, x, p) = 0} (21.31)

such that
κ(M) ∩ {0}×T#X = {0}×L.

Here, as in the previous subsection,

κ(t, τ, x, p) := (t, x, p).

We will also use its inverse

κ−1(t, x, p) :=
(
t,H(t, x, p), x, p

)
.
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The relationship between the two formulations is as follows. Assume that L is a gen-
erating function of L. Then the function (t, x) 7→ S(t, x) that appears in (21.30) is the
generating function of M, which for t = 0 coincides with x 7→ S(x).

Note that the geometic formulation is superior to the traditional one, because it does
not have a problem with caustics.

The Hamilton-Jacobi equations can be solved as follows. Let R 3 t 7→
(
x(t, y), p(t, y)

)
∈

T#X be the solution of the Hamilton equation with the initial conditions on the Lagrangian
manifold L: (

x(0, y), p(0, y)
)

=
(
y, ∂yS(y)

)
.

Then
M =

{
κ−1

(
t, x(t, y), p(t, y)

)
: (t, y) ∈ R× U

}
.

Let us find the generating function of M. We will use s as an alternate name for the time
variable. The tautological 1-form of T#R× T#X is

−τds+ pdx.

Fix a point y0 ∈ U . Then the generating function of M satisfying

T
(
κ−1

(
0, y0, p(0, y0)

))
= S(y0)

is given by

T
(
κ−1

(
t, x(t, y), p(t, y)

))
= S(y0) +

∫
γ

(pdx− τds),

where γ is a curve in M joining

κ−1
(
0, y0, p(0, y0)

)
(21.32)

with κ−1
(
t, x(t, y), p(t, y)

)
. (21.33)

We can take γ as the union of two disjoint segments: γ = γ1 ∪ γ2. γ1 is a curve in (21.31)
with the time variable equal to zero ending at

κ−1
(
0, y, p(0, y)

)
. (21.34)

Clearly, since ds = 0 along γ1, we have

S(y0) +

∫
γ1

(pdx− τds) = S(y0) +

∫
γ1

pdx = S(y). (21.35)

γ2 starts at (21.34), ends at (21.33), and is given by the Hamiltonian flow. More precisely,
γ2 is

[0, t] 3 s 7→ κ−1
(
s, x(s, y), p(s, y)

)
.

We have ∫
γ2

(pdx− τds) =

∫ t

0

(
p(s, y)∂sx(s, y)−H

(
s, x(s, y), p(s, y)

))
ds. (21.36)
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Putting together (21.35) and (21.36) we obtain the formula for the generating function of
M viewed as a function on M:

T (t, y) = S(y) (21.37)

+

∫ t

0

(
p(s, y)∂sx(s, y)−H

(
s, x(s, y), p(s, y)

))
ds.

If we can invert y 7→ x(t, y) and obtain the function x 7→ y(t, x), then we have a generating
of M viewed as a function on the base:

S(t, x) = T
(
t, y(t, x)

)
. (21.38)

21.10 The Lagrangian formalism

Given a time-dependent Hamiltonian H(t, x, p) set

v := ∂pH(t, x, p).

Suppose that we can express p in terms of t, x, v. We define then the Lagrangian

L(t, x, v) := p(t, x, v)v −H
(
t, x, p(t, x, v)

)
naturally defined on TX . Thus we perform the Legendre transformation wrt p, keeping t, x
as parameters. Note that p = ∂vL(t, x, v) and ∂xH(t, x, p) = −∂xL(t, x, v). The Hamilton
equations are equivalent to the Euler-Lagrange equations:

d

dt
x(t) = v(t), (21.39)

d

dt
∂vL

(
t, x(t), v(t)

)
= ∂xL

(
x(t), v(t)

)
. (21.40)

Using the Lagrangian, the generating function (21.37) can be rewritten as

T (t, y) = S(y) +

∫ t

0

L
(
s, x(s, y), ẋ(s, y)

)
ds.

Lagrangians often have quadratic dependence on velocities:

L(x, v) =
1

2
vg−1(x)v + vA(x)− V (x). (21.41)

The momentum and the velocity are related as

p = g−1(x)v +A(x), v = g(x)
(
p−A(x)

)
. (21.42)

The corresponding Hamiltonian depends quadratically on the momenta:

H(x, p) =
1

2

(
p−A(x)

)
g(x)

(
p−A(x)

)
+ V (x). (21.43)
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21.11 Action integral

In this subsection, which is independent of Subsect. 21.9, we will rederive the formula for the
generating function of the Hamiltonian flow constructed (21.37). Unlike in Subsect. 21.9,
we will use the Lagrangian formalism.

Let [0, t] 3 s 7→ x(s, α), v(s, α) ∈ TX be a family of trajectories, parametrized by an
auxiliary variable α. We define the action along these trajectories

I(t, α) :=

∫ t

0

L(x(s, α), v(s, α))ds. (21.44)

Theorem 21.10.

∂αI(t, α) = p(x(t, α), v(t, α))∂αx(t, α)− p(x(0, α), v(0, α))∂αx(0, α). (21.45)

Proof.

∂αI(t, α) =

∫ t

0

∂xL(x(s, α), ẋ(s, α))∂αx(s, α)ds

+

∫ t

0

∂ẋL(x(s, α), ẋ(s, α))∂αẋ(s, α)ds

=

∫ t

0

(
∂xL(x(s, α), ẋ(s, α))− d

ds
∂ẋL(x(s, α), ẋ(s, α))

)
∂αx(s, α)ds

+p(x(s, α), v(s, α))∂αx(s, α)
∣∣∣s=t
s=0

.

2

Theorem 21.11. Let U be an open subset in X . For y ∈ U define a family of trajectories
x(t, y), p(t, y) solving the Hamilton equation and satisfying the intial conditions

x(0, y) = y, p(0, y) = ∂yS(y). (21.46)

Let I(t, y) be the action along these trajectories defied as in (21.44). We suppose that we
can invert the y 7→ x(t, y) obtaining the function x 7→ y(t, x). Then

S(t, x) := I
(
t, y(t, x)

)
+ S(y(t, x)) (21.47)

is the solution of (21.30), and

∂xS(t, x) = p
(
t, y(t, x)

)
. (21.48)

Proof. We have

∂y
(
I(t, y) + S(y)

)
= p(t, y)∂yx(t, y)− p(0, y)∂yx(0, y) + ∂yS(y)

= p(t, y)∂yx(t, y). (21.49)
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Hence,

∂xS(t, x) = ∂x

(
I
(
t, y(t, x)

)
+ S

(
y(t, x)

))
(21.50)

= p(t, y)∂yx(t, y)∂xy(t, x) = p(t, y). (21.51)

Now

L
(
x(t, y), ẋ(t, y)

)
= ∂tI(t, y) = ∂t

(
I(t, y) + S(y)

)
(21.52)

= ∂tS
(
t, x(t, y)

)
+ ∂xS

(
t, x(t, y)

)
ẋ(t, y). (21.53)

Therefore,

∂tS
(
t, x(t, y)

)
= L

(
x(t, y), ẋ(t, y)

)
− p(t, y)ẋ(t, y) (21.54)

= −H
(
x(t, y), p(t, y)

)
. (21.55)

2

21.12 Completely integrable systems

Let Y be a symplectic manifold of dimension 2d. We say that functions F1 and F2 on Y are
in involution if {F1, F2} = 0.

Let F1, . . . , Fm be functions on Y and c1, . . . , cm ∈ R. Define

L := F−1
1 (c1) ∩ · · · ∩ F−1

m (cm). (21.56)

We assume that
dF1 ∧ · · · ∧ dFm 6= 0 (21.57)

on L. Then L is a manifold of dimension 2d−m.

Proposition 21.12. Suppose that F1, . . . , Fm are in involution and satisfy (21.57). Then
m ≤ d and L is coisotropic. If m = d, then L is Lagrangian.

Proof. We have
〈dFi|ω−1dFj〉 = {Fi, Fj} = 0.

Hence ω−1dFj is tangent to L.

〈ω|ω−1dFi, ω
−1dFj〉 = 〈ω−1dFi|dFj〉 = −{Fi, Fj} = 0.

Hence the tangent space of L contains an m-dimensional subspace on which ω is zero. In
the case of a 2d−m dimensional manifold this means that L is coisotropic. 2

If H is a single function on Y, we say that it is completely integrable if we can find a
family of functions in involution F1, . . . , Fd satisfying (21.57) on Y such that H = Fd.

Note that for completely integrable H it is easy to find Lagrangian manifolds contained
in level sets of H – one just takes the sets of the form (21.56).
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22 Quantizing symplectic transformations

22.1 Linear symplectic transformations

Let ρ ∈ L(Rd ⊕ Rd). Write ρ as a 2×2 matrix and introduce a symplectic form:

ρ =

[
a b
c d

]
, ω :=

[
0 −1l
1l 0

]
. (22.1)

ρ ∈ Sp(Rd ⊕ Rd) iff
ρ#ωρ = ω,

which means
a#d− c#b = 1l, c#a = a#c, d#b = b#d. (22.2)

If

x̂′i = aij x̂
j + bij p̂j ,

p̂′i = cij x̂
j + dji p̂j , (22.3)

then x̂′, p̂′ satisfy the same commutation relations as x̂, p̂. We define Mpc(Rd ⊕ Rd) to be
the set of U ∈ U(L2(Rd)) such that there exists a matrix ρ such that

Ux̂iU∗ = x̂′i,

Up̂iU
∗ = p̂′i.

We will say that U implements ρ. Obviously, ρ has to be symplectic, Mpc(Rd ⊕ Rd) is a
group and the map U 7→ ρ is a homomorphism.

22.2 Metaplectic group

If χ is a quadratic polynomial on Rd ⊕ Rd, then clearly eitOp(χ) ∈ Mpc(Rd ⊕ Rd) and
implements the symplectic flow given by the Hamiltonian χ. We will denote the group
generated by such maps by Mp(Rd⊕Rd). Every symplectic transformation is implemented
by exactly two elements of Mp.

22.3 Generating function of a symplectic transformation

Let ρ be as above with b invertible. We then have the factorization

ρ =

[
a b
c d

]
=

[
1l 0
e 1l

] [
0 b

−b#−1 0

] [
1l 0
f 1l

]
, (22.4)

where
e = db−1 = b#−1d#,

f = b−1a = a#b#−1.
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are symmetric. Define

X × X 3 (x1, x2) 7→ S(x1, x2) :=
1

2
x1·fx1 − x1·b−1x2 +

1

2
x2·ex2.

Then [
a b
c d

] [
x1

ξ1

]
=

[
x2

ξ2

]
(22.5)

iff
∇x1S(x1, x2) = −ξ1, ∇x2S(x1, x2) = ξ2. (22.6)

The function S(x1, x2) is called a generating function of the symplectic transformation ρ.
It is easy to check that the operators ±Uρ ∈ Mp(X# ⊕ X ) implementing ρ have the

integral kernel equal to

±Uρ(x1, x2) = ±(2πi~)−
d
2

√
−det∇x1∇x2S e−

i
~S(x1,x2).

22.4 Harmonic oscillator

As an example, we cosider the 1-dimensional harmonic oscillator with ~ = 1. Let χ(x, ξ) :=
1
2ξ

2 + 1
2x

2. Then Op(χ) = 1
2D

2 + 1
2x

2. The Weyl-Wigner symbol of e−tOp(χ) equals

w(t, x, ξ) = (ch t2 )−1 exp(−(x2 + ξ2)th t2 ). (22.7)

Its integral kernel is given by

W (t, x, y) = π−
1
2 (sht)−

1
2 exp

(
−(x2 + y2)cht+ 2xy

2sht

)
.

e−itOp(χ) has the Weyl-Wigner symbol

w(it, x, ξ) = (cos t2 )−1 exp
(
−i (x2 + ξ2)tg t2

)
(22.8)

and the integral kernel

W (it, x, y) = π−
1
2 | sin t|− 1

2 e−
iπ
4 e−

iπ
2 [ tπ ] exp

(
−(x2 + y2) cos t+ 2xy

2i sin t

)
.

Above, [c] denotes the integral part of c.
We have W (it+ 2iπ, x, y) = −W (it, x, y). Note the special cases

W (0, x, y) = δ(x− y),

W ( iπ
2 , x, y) = (2π)−

1
2 e−

iπ
4 e−ixy,

W (iπ, x, y) = e−
iπ
2 δ(x+ y),

W ( i3π
2 , x, y) = (2π)−

1
2 e−

i3π
4 eixy.
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Corollary 22.1. (1) The operator with kernel ±(2πi)−
1
2 e−ixy belongs to the metaplectic

group and implements

[
0 −1
1 0

]
.

(2) The operator with kernel ±iδ(x + y) belongs to the metaplectic group and implements[
−1 0
0 −1

]
.

22.5 The stationary phase method

For a quadratic form B, inertB will denote the inertia of B, that is n+ − n−, where n± is
the number of positive/negative terms of B in the diagonal form.

Theorem 22.2. Let a be smooth function on X and S a function on suppa. Let x0 be a
critical point of S, that is it satisfies

∂xS(x0) = 0.

(For simplicity we assume that it is the only one on suppa). Then for small ~,∫
e

i
~S(x)a(x)dx ' (2π~)−

d
2 eiπ4 inert ∂2

xS(x0)e
i
~S(x0)a(x0) +O(~−

d
2 +1). (22.9)

Proof. The left hand side of (22.2) is approximated by∫
e

i
~S(x0)+ i

2~ (x−x0)∂2
xS(x0)(x−x0)a(x0)dx, (22.10)

which equals the right hand side of (22.2). 2

22.6 Semiclassical FIO’s

Suppose that X2×X1 3 (x2, x1) 7→ a(x2, x1), is a function called an amplitude. Let suppa 3
(x2, x1) 7→ S(x2, x1) be another function, which we calle a phase. We define the Fourier
integral operator with amplitude a and phase S to be the operator from C∞c (X1) to C∞(X2)
with the integral kernel

FIO(a, S)(x2, x1) = (2π~)−
d
2 (∇x2∇x1S(x2, x1))

1
2 e

i
~S(x2,x1) (22.11)

We treat FIO(a, S) as a quantization of the symplectic transformation with the generating
function S. Suppose that we can solve

∇xS(x̃, x) = p (22.12)

obtaining (x, p) 7→ x̃(x, p). Then

FIO~(a2, S)∗FIO~(a1, S) = Op~(b) +O(~), (22.13)
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where
b(x, p) = a2(x̃(x, p), x)a1(x̃(x, p), x). (22.14)

In particular, Fourier integral operators with amplitude 1 are asymptotically unitary.
Indeed

FIO~(a2, S)∗FIO~(a1, S)(x2, x1)

=

∫
dx
√
∂x∂x2

S(x, x2)
√
∂x∂x1

S(x, x1) a(x2, x)a1(x, x1)e−
i
~S(x,x2)+ i

~S(x,x1)

=

∫
dxb(x2, x, x1)e

i
~p(x2,x,x1)(x2−x1)

=

∫
dp∂px(x2, p, x1)b

(
x2, x(x2, p, x1), x1

)
e

i
~p(x2−x1),

where

b(x2, x, x1) =
√
∂x∂x2

S(x, x2)
√
∂x∂x1

S(x, x1) a(x2, x)a1(x, x1),

p(x2, x, x1) =

∫ 1

0

∂xS(τx2 + (1− τ)x1)dτ.

22.7 Composition of FIO’s

Suppose that

X × X1 3 (x, x1) 7→ S1(x, x1), X2 ×X 3 (x2, x) 7→ S2(x2, x) (22.15)

are two functions. Given x2, x1, we look for x(x2, x1) satisfying

∇xS2(x2, x(x2, x1)) +∇xS1(x(x2, x1), x1) = 0. (22.16)

Suppose such x(x2, x1) exists and is unique. Then we define

S(x2, x1) := S2(x2, x(x2, x1)) + S1(x(x2, x1), x1) (22.17)

Suppose S1 is a generating function of a symplectic map ρ1 : T#X1 → T#X and S2 is a
generating function of a symplectic map ρ : T#X → T#X2. Then S is a generating function
of ρ2 ◦ ρ1.

Proposition 22.3.

∇x2∇x1S(x2, x1) = −∇x2∇xS2(x2, x(x2, x1)) (22.18)

×
(
∇(2)
x S2(x2, x(x2, x1)) +∇(2)

x S1(x(x2, x1), x1)
)−1

×∇x∇x1S1(x(x2, x1), x1).

Proof. Differentiating (22.16) we obtain

(∇x2
x)(x1, x2)

(
∇(2)
x S2(x2, x(x2, x1)) +∇(2)

x S1(x(x2, x1), x1)
)

+∇x∇x2S2(x2, x(x2, x1)) = 0. (22.19)
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Differentiating (22.17) we obtain

∇x1
S(x1, x2) = ∇x1

S1(x(x1, x2), x1),

∇x2
∇x1

S(x1, x2) = (∇x2
x)(x1, x2)∇x∇x1

S1(x(x1, x2), x1). (22.20)

Then we use (22.19) and (22.20). 2

In addition to two phases S1, S2, let

X2 ×X 3 (x2, x) 7→ a2(x2, x), X × X1 3 (x, x1) 7→ a1(x, x1) (22.21)

be two amplitudes. Then we define the composite amplitude as

a(x2, x1) := a2(x2, x(x2, x1))a1(x(x2, x1), x1). (22.22)

Theorem 22.4.

FIO~(a2, S2)FIO~(a1, S1) = FIO~(a, S) +O(~). (22.23)

23 WKB method

23.1 Lagrangian distributions

Consider a quadratic form
1

2
xSx :=

1

2
xiSijx

j , (23.1)

and a function on Rd
e

i
2~xSx. (23.2)

Clearly, we have the identity(
p̂i − Sij x̂j

)
e

i
2~xSx = 0, i = 1, . . . , d.

One can say that the phase space support of (23.2) is concentrated on

{(x, p) : pi − Sijxj = 0, i = 1, . . . , d}, (23.3)

which is a Lagrangian subspace of Rd ⊕ Rd.
Let us generalize (23.2). Let L be an arbitrary Lagrangian subspace of Rd⊕Rd. Let Lan

be the set of linear functionals on Rd ⊕ Rd such that

L = ∩
φ∈Lan

Kerφ.

Every functional in Lan has the form

φ(ξ, η) = ξjx
j + ηjpj .
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The corresponding operator on L2(Rd) will be decorated by a hat:

φ̂(ξ, η) = ξij x̂
j + ηji p̂j .

We say that f ∈ S ′(Rd) is a Lagrangian distribution associated with the subspace L iff

φ̂(ξ, η)f = 0, φ(ξ, η) ∈ Lan.

In the generic case, the intersection of L and 0 ⊕ Rd is (0, 0). We then say that the
Lagrangian subspace is projectable onto the configuration space. Then one can find a gener-
ating function of the distribution L of the form (23.1). Lagrangian distributions associated
with L are then multiples of (23.2).

The opposite case is L = 0 ⊕ Rd. Lan is then spanned by xi, i = 1, . . . , d. The corre-
sponding Lagrangian distributions are multiples of δ(x)

23.2 Semiclassical Fourier transform of Lagrangian distributions

Consider now the semiclassical Fourier transformation, which is an operator F~ on L2(Rd)
given by the kernel

F~(p, x) := e−
i
~xp. (23.4)

Note that for all ~, (2π~)−d/2F~ is unitary – it will be called the unitary semiclassical
Fourier transformation. Multiplied by ±id it is an element of the metaplectic group.

Consider the Lagrangian distribution

e
i

2~xSx, (23.5)

with an invertible S. Then its is easy to see that the image of (23.5) under (2π~)−d/2F~ is

id/2(detS−1)1/2e−
i

2~pS
−1p.

More generally, we can check that the semiclassical Fourier transformation in all or only a
part of the variables preserves the set of Lagrangian distributions.

23.3 The time dependent WKB approximation for Hamiltonians

In this subsection we describe the WKB approximation for the time-dependent Schrödinger
equation and Hamiltonians quadratic in the momenta. For simplicity we will restrict our-
selves to stationary Hamiltonians – one could generalize this subsection to time-dependent
Hamiltonians.

Consider the classical Hamiltonian

H(x, p) =
1

2
(p−A(x))g(x)(p−A(x)) + V (x) (23.6)

with the corresponding Lagrangian

L(x, v) =
1

2
vg−1(x)v + vA(x)− V (x). (23.7)
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We quantize the Hamiltonian in the naive way:

H~ :=
1

2
(−i~∂̂ −A(x))g(x)(−i~∂̂ −A(x)) + V (x). (23.8)

We look for solutions of

i~∂tΨ~(t, x) = H~Ψ~(t, x). (23.9)

We make an ansatz

Ψ~(t, x) = e
i
~S(t,x)a~(t, x), (23.10)

Ψ~(0, x) = e
i
~S(x)a(x). (23.11)

where a(x), S(x) are given functions. We multiply the Schrödinger equation by e−
i
~S(t,x)

obtaining(
i~∂̂t − ∂tS(t, x)

)
a~(t, x) (23.12)

=

(
1

2
(i−1~∂̂x + ∂xS(t, x)−A(x))g(x)(i−1~∂̂x + ∂xS(t, x)−A(x)) + V (x)

)
a~(t, x).

To make the zeroth order in ~ part of (23.12) vanish we demand that

−∂tS(t, x) =
1

2
(∂xS(t, x)−A(x))g(x)(∂xS(t, x)−A(x)) + V (x). (23.13)

This is the Hamilton-Jacobi equation for the Hamiltonian H. Together with the initial
conditions (23.13) can be rewritten as

−∂tS(t, x) = H
(
x, ∂xS(x)

)
, (23.14)

S(0, x) = S(x),

Recall that (23.14) is solved as follows. First we need to solve the equations of motion:

ẋ(t, y) = ∂pH
(
x(t, y), p(t, y)

)
,

ṗ(t, y) = −∂xH
(
x(t, y), p(t, y)

)
,

x(0, y) = y,

p(0, y) = ∂yS(y).

We can do it in the Lagrangian formalism. We replace the variable p by v:

v(t, x) = ∂pH
(
x, ∂xS(t, x)

)
.

Then

ẋ(t, y) = v(t, y),

v̇(t, y) = ∂xL
(
x(t, y), v(t, y)

)
,

x(0, y) = y,

v(0, y) = ∂pH
(
y, ∂yS(y)

)
.
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Then

S
(
t, x(t, y)

)
= S(y) +

∫ t

0

L
(
x(s, y), v(s, y)

)
ds

defines the solution of (23.14) with the initial condition (23.11), provided that we can invert
y 7→ x(t, y).

We have also the equation for the amplitude:(
∂̂t +

1

2
(v(t, x)∂̂x + ∂̂xv(t, x))

)
a~(t, x) =

i~
2
∂̂xg(x)∂̂xa~(t, x). (23.15)

Note that for any function b(
∂̂t +

1

2
(v(t, x)∂̂x + ∂̂xv(t, x))

)
(det ∂xy(t, x))

1
2 b(y(t, x)) = 0 (23.16)

Thus setting

Ψcl(t, x) := (det ∂xy(t, x))
1
2 a
(
y(t, x)

)
e

i
~S(t,x). (23.17)

We solve the Schrödinger equation modulo O(~), taking into account the initial condition:

i~∂tΨcl(t, x) = H~Ψcl(t, x) +O(~2),

Ψcl(0, x) = e
i
~S(x)a(x)

We can improve on Ψcl by setting

Ψ~(t, x) := (det ∂xy(t, x))
1
2

∞∑
n=0

~nbn(t, y(t, x))e
i
~S(t,x), (23.18)

where

b0(y) = a(y),

∂tbn+1

(
t, y(t, x)

)
= i~ (det ∂xy(t, x))

− 1
2 ∂̂xg(x)∂̂x (det ∂xy(t, x))

1
2 bn

(
t, y(t, x)

)
.

(The 0th order yields Ψcl(t, x)). If caustics develop after some time we can use the prescrip-
tion of Subsection 23.11 to pass them.

23.4 Stationary WKB metod

The WKB method can be used to compute eigenfunctions of Hamiltonians. Let H and H~
be as in (23.6) and (23.8). We would like to solve

H~Ψ~ = EΨ~.

We make the ansatz
Ψ~(x) := e

i
~S(x)a~(x).
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We multiply the Schrödinger equation by e−
i
~S(x) obtaining

Ea~(x) (23.19)

=

(
1

2
(i−1~∂̂x + ∂xS(x)−A(x))g(x)(i−1~∂̂x + ∂xS(x)−A(x)) + V (x)

)
a~(x).

To make the zeroth order in ~ part of (23.19) vanish we demand that

E =
1

2
(∂xS(x)−A(x))g(x)(∂xS(x)−A(x)) + V (x),

which is the stationary version of the Hamilton-Jacobi equation, called sometimes the eikonal
equation. Set v(x) = ∂pH

(
x, ∂xS(x)

)
. We have the equation for the amplitude

1

2

(
v(x)∂̂x + ∂̂xv(x)

)
a~(x) =

i~
2
∂̂xg(x)∂̂xa~(x). (23.20)

We set

a~(x) :=

∞∑
n=0

~nan(x). (23.21)

Now (23.20) can be rewritten as

1

2

(
v(x)∂̂x + ∂̂xv(x)

)
a0(x) = 0, (23.22)

1

2

(
v(x)∂̂x + ∂̂xv(x)

)
an+1(x) = i~∂̂xg(x)∂̂xan(x).

In dimension 1 we can solve (23.22) obtaining

a0(x) = |v(x)|− 1
2 .

This leads to an improved ansatz

Ψ~(x) = |v(x)|− 1
2

∞∑
n=0

~nbn(x)e
i
~S(x)

We obtain the chain of equations

b0(x) = 1,

∂tbn+1

(
x
)

= i~|v(x)| 12 ∂̂xg(x)∂̂x|v(x)|− 1
2 bn
(
x).

Thus the leading approximation is

Ψ0(x) := |v(x)|− 1
2 e

i
~S(x). (23.23)

In the case of quadratic Hamiltonians we can solve for v(x) and S(x):

v(x) = g(x)−1
√

2
(
E − V (x)

)
,

∂xS(x) = g(x)−1
√

2
(
E − V (x)

)
+A(x).

202



23.5 Three-variable symbols

Sometimes the following technical result is useful:

Theorem 23.1. Let
|∂αx ∂βp ∂γy c| ≤ Cα,β,γ , α, β, γ.

Then the operator B with the kernel

B(x, y) = (2π~)−d
∫
c(x, p, y)e

i
~ (x−y)pdp

belongs to Ψ0
00 and equals Op(b), where

b(x, p) = e
i~
2 Dp(−Dx+Dy)c(x, p, y)

∣∣∣
x=y

.

Consequently,

b(x, p) = c(x, p, x) +
i~
2

(
∂xc(x, p, y)− ∂yc(x, p, y)

)∣∣∣
x=y

+O(~2). (23.24)

Proof. We compute:

b(x, p) = (2π~)−d
∫

e
i
~ z(w−p)c

(
x+

z

2
, w, x− z

2

)
dzdw,

then we apply (??). 2

23.6 Conjugating quantization with a WKB phase

Lemma 23.2. The operator B~ with the kernel

(2π~)−
d
2

∫
b(x, y)p exp

( i

~
(x− y)p

)
dp (23.25)

equals

~
2i

(
∂̂xb(x, x) + b(x, x)∂̂x

)
+ i~ (∂xb(x, y)− ∂yb(x, y))

∣∣∣
y=x

. (23.26)

Proof. We apply Theorem 23.1. 2

Theorem 23.3. Let S, h be smooth functions. Then

e−
i
~S(x)Op~(G)e

i
~S(x) = G(x, ∂xS(x)) (23.27)

+
~
2i

(
∂̂x∂pG

(
x, ∂xS(x)

)
+ ∂pG

(
x, ∂xS(x)

)
∂̂x

)
+O(~2).
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Proof. The integral kernel of the left-hand side equals

(2π~)−
d
2

∫
G
(x+ y

2
, p
)

exp
( i

~
(
− S(x) + S(y) + (x− y)p

))
dp

= (2π~)−
d
2

∫
G
(x+ y

2
, p
)

exp
i

~
(x− y)

(
−
∫ 1

0

∂S
(
τx+ (1− τ)y

)
dτ + p

)
dp

= (2π~)−
d
2

∫
G
(x+ y

2
, p+

∫ 1

0

∂S
(
τx+ (1− τ)y

)
dτ
)

exp
( i

~
(x− y)p

)
dp

= (2π~)−
d
2

∫
G
(x+ y

2
,

∫ 1

0

∂S
(
τx+ (1− τ)y

)
dτ
)

exp
( i

~
(x− y)p

)
dp (23.28)

+ (2π~)−
d
2

∫
p∂pG

(
x+ y

2
,

∫ 1

0

∂S(τx+ (1− τ)y)dτ

)
exp

( i

~
(x− y)p

)
dp (23.29)

+ (2π~)−
d
2

∫ ∫ 1

0

dσ(1− σ)pp

×∂p∂pG
(
x+ y

2
, σp+

∫ 1

0

∂S(τx+ (1− τ)y)dτ

)
exp

( i

~
(x− y)p

)
dp. (23.30)

We have

(23.28) = G(x, ∂xS(x)),

(23.29) =
~
2i

(
∂̂x∂pG(x, ∂xS(x)) + ∂pG(x, ∂xS(x))∂̂x

)
,

(23.28) = O(~2),

where we used Lemma 23.2 to compute the second term. 2

23.7 WKB approximation for general Hamiltonians

The WKB approximation is not restricted to quadratic Hamiltonians. Using Theorem 23.3
we easily see that the WKB method works for general Hamiltonians.

One can actually unify the time-dependent and stationary WKB method into one setup.
Consider a function H on Rd ⊕ Rd having the interpretation of the Hamiltonian. We are
interested in the two basic equations of quantum mechanics:

(1) The time-dependent Schrödinger equation:

(i~∂t −Op~(H)) Φ~(t, x) = 0. (23.31)

(2) The stationary Schrödinger equation:

(Op~(H)− E) Φ~(x) = 0 (23.32)
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They can be written as
Op~(G)Φ~(x) = 0, (23.33)

where

(1) for (23.31), instead of the variable x actually we have t, x ∈ R × Rd, instead of p we
have τ, p ∈ R× Rd and

G(x, t, p, τ) = τ −H(x, p).

(2) for (23.31),
G(x, p) = H(x, p)− E.

In order to solve (23.33) modulo O(~) we make an ansatz

Φ~(x) = e
i
~S(x)a~(x).

We insert Φ~ into (23.33), we multiply by e−
i
~S(x), we set

v(x) := ∂pG(x, p),

and by (23.27) we obtain

e−
i
~S(x)Op~(G)Φ~ = G

(
x, ∂xS(x)

)
a~(x)

+
~
2i

(
∂̂xv(x) + v(x)∂̂x

)
a~(x)

+O(~2).

Thus we obtain the Hamilton-Jacobi equation

G(x, ∂xS(x)) = 0

and the transport equation

1

2

(
∂̂xv(x) + v(x)∂̂x

)
a~(x) = O(~).

If we choose any solution of

1

2

(
∂̂xv(x) + v(x)∂̂x

)
a0 = 0

and set
Φcl(x) := e

i
~S(x)a0(x)

then we obtain an approximate solution:

Op~(G)Φcl(x) = O(~).

205



23.8 WKB functions. The naive approach

Distributions associated with a Lagrangian subspaces have a natural generalization to La-
grangian manifolds in a cotangent bundle.

Let X be a manifold and L a Lagrangian manifold in T#X . First assume that L is
projectable onto U ⊂ X and U 3 x 7→ S(x) is a generating function of L. Then

U 3 x 7→ a(x)e
i
~S(x) (23.34)

is a function that semiclassically is concentrated in L.
Suppose now that L is not necessarily projectable. Then we can consider its covering

Lcov parametrized by z 7→
(
x(z), p(z)

)
∈ Lcov. Let T be a generating function of L viewed

as a function on Lcov. We would like to think of (23.34) as derived from a half-density on
the Lagrangian manifold

z 7→ b
(
x(z), p(z)

)
|dz|1/2e

i
~T (x(z),p(z)). (23.35)

where b is a nice function on Lcov.
If a piece of Lcov is projectable over U ⊂ X , then we can express (23.35) in terms of x:

U 3 x 7→ b
(
x, p(z(x))

)∣∣det ∂xz(x)
∣∣1/2e

i
~T
(
x,p(z(x))

)
|dx|1/2. (23.36)

(23.36) is actually not quite correct – there is a problem along the caustics, which should
be corrected by the so-called Maslov index.

23.9 Semiclassical Fourier transform of WKB functions

Let us apply (2π~)−d/2F~ to a function given by the WKB ansatz:

Ψ~(x) := a(x)e
i
~S(x). (23.37)

Thus we consider

(2π~)−d/2
∫
a(x)e

i
~

(
S(x)−xp

)
dx.

We apply the stationary phase method. Given p we define x(p) by

∂x(S(x(p))− x(p)p) = ∂xS(x(p))− p = 0.

We assume that we can invert this function obtaining p 7→ x(p). Note that

∂px(p) =
(
∂2
xS
(
x(p)

))−1
,

so locally it is possible if ∂2
xS is invertible. Let p 7→ S̃(p) denote the Legendre transform of

x 7→ S(x), that is
S̃(p) = px(p)− S

(
x(p)

)
.
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Then by the stationary phase method

(2π~)−d/2F~Ψ~(p) = e
iπinert ∂2xS(x(p))

4 |∂2
xS
(
x(p)

)
|−1/2e−

i
~ S̃(p)a(x(p)) +O(~)

= e
iπinert ∂2pS̃(p)

4 |∂2
pS̃(p)|1/2e−

i
~ S̃(p)a(x(p)) +O(~).

One can make this formula more symmetric by replacing Ψ~ with

Φ~(x) := |∂2
xS(x)|1/4a(x)e

i
~S(x). (23.38)

Then

(2π~)−d/2F~Φ~(p) = e
iπinert ∂2pS̃(p)

4 |∂2
pS̃(p)|1/4e−

i
~ S̃(p)a(x(p)) +O(~).

23.10 WKB functions in a neighborhood of a fold

Let us consider R × R and the Lagrangian manifold given by x = −p2. Note that it is
not projectable in the x coordinates. It is however projectable in the p coordinates. Its

generating function in the p coordinates is p 7→ p3

3 .
We consider a function given in the p variables by the WKB ansatz

(2π~)−
1
2F~Ψ~(p) = e

i
~
p3

3 b(p). (23.39)

Then

Ψ~(x) = (2π~)−
1
2

∫
e

i
~ ( p

3

3 +xp)b(p)dp. (23.40)

The stationary phase method gives for x < 0, p(x) = ±
√
−x. Thus, for x < 0,

Ψ~(x) ' e
iπ
4 −

i2
~3 (−x)

3
2 (−x)−

1
4 b(−

√
−x) (23.41)

+e−
iπ
4 + i2

~3 (−x)
3
2 (−x)−

1
4 b(
√
−x).

Thus we see that the phase jumps by e
iπ
2 .

For x > 0 the non-stationary method gives Ψ~(x) ' O(~∞). If b is analytic, we can
apply the steepest descent method to obtain

Ψ~(x) ' e−
2
~3x

3
2 x−

1
4 b(i
√
x) (23.42)

Note that the stationary phase and steepest descent method are poor in a close vicinity
of the fold – they give a singular behavior, even though in reality the function is continuous.
It can be approximated by replacing b(p) with b(0) in terms of the Airy function

Ai(x) :=
1

2π

∫ ∞
−∞

e
i
3p

2+ipxdp.

In fact,

Ψ~(x) ≈ b(0)(2π)1/2~−1/6Ai(~−2/3x).
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23.11 Caustics and the Maslov correction

Let us go back to the construction described in Subsection 23.8. Recall that we had problems
with the WKB approximation near a point where the Lagrangian manifold is not projectable.
There can be various behaviors of L near such point, but it is enough to assume that we have
a simple fold. We can then represent locally the manifold as X = R×X⊥ with coordinates
(x1, x⊥). The corresponding coordinates on the cotangent bundle T#X = R × R × T#X⊥
are (x1, p1, x⊥, p⊥).

Suppose that we have a Lagrangian manifold that locally can be parametrized by (p1, x⊥)
with a generating function (p1, x⊥) 7→ T (p1, x⊥), but is not projectable on X . More precisely,
we assume that it projects to the left of x1 = 0, where it has a fold. Thus it has two sheets
given by

{x = (x1, x⊥) : x1 ≤ 0} 3 x 7→ p±(x).

By applying the Legendre transformation in x1 we obtain two generating functions

{(x1, x⊥) : x1 ≤ 0} 3 x 7→ S±(x).

Suppose that we start from a function given by

Φ~(p1, x⊥) = e
i
~T (p1,x⊥)+iαb(p1, x⊥),

where α is a certain phase. If we apply the unitary semiclassical Fourier transformation wrt
the variable p1 we obtain

Ψ~(x) = e
i
~S
−(x1,x⊥)+iα−iπ4 b

(
p−1 (x), x⊥

)∣∣det ∂x1p
−
1 (x)

∣∣ 12 (23.43)

+e
i
~S

+(x1,x⊥)+iα+iπ4 b
(
p+

1 (x), x⊥
)∣∣det ∂x1p

+
1 (x)

∣∣ 12 +O(~). (23.44)

Thus the naive ansatz is corrected by the factor of eiπ2 .
In the case of a general Lagrangian manifold, we can slightly deform it so that we can

reach each point by passing caustics only through simple folds.

23.12 Global problems of the WKB method

Let us return to the setup of Subsection 23.7. Note that the WKB method gives only a
local solution. To find a global solution we need to look for a Lagrangian manifold L in
G−1(0). Suppose we found such a manifold. We divide it into projectable patches Li such
that π(Li) = Ui. For each of these patches on Ui we can write the WKB ansatz

e
i
~S(x)a(x).

Then we try to sew them together using the Maslov conditon.
This might work in the time dependent case. In fact, we can choose a WKB ansatz

corresponding to a projectable Lagrangian manifold at time t = 0, with a well defined
generating function. For small times typically the evolved Lagrangian manifold will stay
projectable and the WKB method will work well. Then caustics may form – we can then
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consider the generating function viewed as a (univalued) function on the Lagrangian manifold
and use the Maslov prescription.

When we apply the WKB method in more than 1 dimension for the stationary Schrödinger
equation, problems are more serious. First, it is not obvious that we will find a Lagrangian
manifold. Even if we find it, it is typically not simply connected. In principle we should use
its universal covering. Thus above a single x we can have contributions from various sheets
of Lcov – typically, infinitely many of them. They may cause “destructive interference”.

23.13 Bohr–Sommerfeld conditions

The stationary WKB method works well in the special case of X = R. Typically, a
Lagrangian manifold coincides in this case with a connected component of the level set
{(x, p) ∈ R × R : H(x, p) = E}. The transport equation has a univalued solution. L is
topologically a circle, and it is the boundary of a region D, which is topologically a disc.
(This equips L with an orientation). The function T after going around L increases by∫
L θ =

∫
D ω. Suppose that L crosses caustics only at simple folds, n+ of them in the “pos-

itive” direction and n− in the “negative” direction. Clearly, n+ − n− = 2. (In fact, in a
typical case, such as that of a circle, we have n+ = 2, n− = 0). Then when we come back
to the initial point the WKB solution changes by

e
i
~
∫
D ω−iπ. (23.45)

If (23.45) is different from 1, then going around we obtain contributions to WKB that intefere
destructively. Thus (23.45) has to be 1. This leads to the condition

1

~

∫
D
ω − π = 2πn, n ∈ Z, (23.46)

or
1

2π

∫
D
ω = ~

(
n+

1

2

)
, (23.47)

which is the famous Bohr-Sommerfeld condition.
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