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Abstract

Atmospheric flows represent a wide range of fluid motions, spanning various spatial

and temporal scales, driven by diverse forcing mechanisms, thermodynamic and

microphysical changes, and interactions with other phenomena. These overlap-

ping processes give rise to complex dynamics that manifest differently at different

scales. To better understand these processes, two main experimental approaches

are typically employed. One approach involves isolating specific phenomena in

laboratory settings under controlled conditions, allowing for a more selective ana-

lysis of flow properties. The alternative relies on deploying multiple instruments in

field measurements to capture a broader spectrum of atmospheric variability. This

study investigates small-scale temperature fluctuations across the full range of sca-

les in both laboratory facilities and real atmosphere conditions during airborne

measurements. The data were collected using miniaturized UltraFast Thermome-

ters, which enable undisturbed, high-resolution (2 kHz or 1.5 kHz, depending on

the experiment) scalar field measurements.

The first part of this study focuses on the LACIS-T wind tunnel (TROPOS,

Germany), one of the newest operational aerosol–cloud research chambers. As

a closed-loop wind tunnel, it enables turbulent, isobaric mixing of two humidified,

aerosol-free air streams under independently controlled and repeatable thermody-

namic conditions. This work presents results from two dry and clean experiments

conducted with temperature differences of 25 K and 16 K between the air streams.

These experiments revealed intensified scalar field variability in the central region,

recognized thermal inhomogenities, and examined influence of outside conditions

on experiments. Moreover, the study identified four distinct power-law spectral

regimes, and provided a comparative analysis between scalar and energy-based

approaches in the dissipative range.

The second facility examined was the Π Chamber, a convection-cloud cham-

ber operating on the principle of induced Rayleigh-Bénard convection, where air

is heated from below and cooled from above. This study analyzed temperature

fluctuations under three different temperature differences between the bottom and

top plates (10 K, 15 K, and 20 K), corresponding to a Rayleigh number of appro-



ximately 109 and a Prandtl number of about 0.7. The results revealed significant

variability in both the standard deviation and skewness of temperature fluctu-

ations near the top and bottom plates, as well as in the central region–variations

linked to local thermal plume dynamics. Additionally, three spectral regimes were

identified, and a power-law relationship was established between the periodicity

of the large-scale circulation and the temperature difference. Notably, the expe-

rimental results aligned well with Direct Numerical Simulations conducted under

similar thermodynamic conditions.

Finally, this study investigated temperature dissipation during airborne opera-

tions in the EUREC4A campaign. The collected temperature time series were cate-

gorized into three horizontal segments: clouds (liquid water content ⩾ 10−3 gm−3),

boundary layer (pressure ⩾ 1010 hPa), and free atmosphere (pressure < 1010 hPa).

These classifications enabled statistical analyses of a normalized temperature dis-

sipation rate. The histograms of this quantity exhibited a robust power-law distri-

bution, except for elongated tails at both high and low values of dissipation rates

across all segment types. Laboratory datasets displayed similar behavior, albeit

with some limitations. Furthermore, the study demonstrated that the power-law

coefficients are not interdependent and can be described by a logarithmic relation-

ship–suggesting that this may be a more universal feature of atmospheric flows.



Streszczenie

Przepływy atmosferyczne obejmują szeroką gamę ruchów płynów, występujących

w różnych skalach czasowych i przestrzennych. Są one napędzane przez różno-

rodne mechanizmy wymuszające, przemiany termodynamiczne i mikrofizyczne

oraz wzajemne oddziaływania z innymi procesami. Nakładanie się tych zjawisk

prowadzi do skomplikowanej dynamiki, która objawia się różnie w zależności od

skali. W badaniach eksperymentalnych stosuje się dwa główne podejścia. Jednym

z nich jest izolowanie wybranych procesów w warunkach laboratoryjnych, co po-

zwala na dokładniejszą analizę właściwości przepływów. Alternatywną metodą są

pomiary terenowe z wykorzystaniem wielu instrumentów, które pozwalają uchwy-

cić pełniejsze spektrum zmienności atmosferycznej. W niniejszej pracy badano

drobnoskalowe fluktuacje temperatury, obejmując zarówno eksperymenty labora-

toryjne, jak i pomiary wykonywane w rzeczywistych warunkach atmosferycznych

na pokładzie samolotu. Dane zostały zebrane za pomocą miniaturowych termo-

metrów UltraFast, umożliwiających niezakłócone i wysokorozdzielcze (2 kHz lub

1.5 kHz, w zależności od eksperymentu) pomiary pola skalarnego.

Pierwsza część pracy koncentruje się na tunelu aerodynamicznym LACIS-T

(TROPOS, Niemcy), jednym z najnowocześniejszych obecnie działających obiek-

tów badawczych przeznaczonych do badań aerozoli i chmur. Tunel ten ma budowę

zamkniętą oraz umożliwia turbulentne, izobaryczne mieszanie dwóch nawilżonych,

wolnych od aerozoli strumieni powietrza w ściśle kontrolowanych i powtarzalnych

warunkach termodynamicznych. W pracy przedstawiono wyniki dwóch ekspery-

mentów przeprowadzonych w warunkach suchych i czystych, przy różnicy tem-

peratur między strumieniami odpowiednio 25 K i 16 K. Eksperymenty wykazały

wzmożoną zmienność pola skalarnego w centralnym obszarze tunelu, pozwoliły

na identyfikację niehomogeniczności termicznych oraz analizę wpływu warunków

zewnętrznych na przebieg eksperymentów. Ponadto zidentyfikowano cztery wy-

raźne zakresy spektralne o potęgowych zależnościach oraz porównano podejścia

analityczne oparte na polu skalarnego i energii w reżimie dyssypacyjnym.

Drugim analizowanym obiektem było Π Chamber, czyli komora konwekcyjno-

chmurowa działająca na zasadzie wymuszonej konwekcji Rayleigha-Bénarda, w któ-



rej powietrze jest podgrzewane od dołu i chłodzone od góry. Badania dotyczyły

fluktuacji temperatury dla trzech różnych różnic temperatur pomiędzy dolną i górną

płytą (10 K, 15 K i 20 K), co odpowiada liczbie Rayleigha rzędu 109 i liczbie Prand-

tla około 0.7. Analiza wykazała istotne zmiany zarówno odchylenia standardo-

wego, jak i skośności rozkładu temperatury w pobliżu płyt oraz w centralnej części

komory–zmienność ta została powiązana z lokalną dynamiką strug termicznych.

Ponadto zidentyfikowano trzy zakresy spektralne oraz wykazano zależność potę-

gową między okresem cyrkulacji wielkoskalowej a różnicą temperatur. Co istotne,

wyniki eksperymentalne dobrze pokrywały się z symulacjami Direct Numerical

Simulations przeprowadzonymi w zbliżonych warunkach termodynamicznych.

Ostatnia część pracy dotyczyła problemu dyssypacji temperatury podczas lo-

tów badawczych w ramach kampanii EUREC4A. Zebrane serie czasowe tempera-

tury podzielono na trzy grupy poziomych segmentów: chmury (zawartość ciekłej

wody ⩾ 10−3 gm−3), warstwę graniczną (ciśnienie ⩾ 1010 hPa) oraz swobodną

atmosferę (ciśnienie < 1010 hPa). Klasyfikacja ta umożliwiła przeprowadzenie

analiz statystycznych dla wprowadzonej znormalizowanego tempa dyssypacji tem-

peratury. Histogramy tej wielkości wykazały wyraźną zależność potęgową w roz-

kładach, z wyjątkiem wydłużonych ogonów dla bardzo wysokich oraz bardzo ni-

skich wartości dyssypacji we wszystkich typach segmentów. Dane laboratoryjne

wykazały podobne zależności, choć z pewnymi ograniczeniami. Ponadto analiza

wykazała, że współczynniki potęgowe są ze sobą powiązane i można je opisać za-

leżnością logarytmiczną, co sugeruje, że może to być bardziej uniwersalna cecha

przepływów atmosferycznych.
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CHAPTER1
Introduction

Some see turbulence as chaos–an unpredictable mess of swirls and eddies. But

whether in Van Gogh’s post-impressionist brushstrokes or in fluctuating data from

research facilities, hidden patterns emerge–if one knows where to look. And while

these small-scale structures may not transform into large atmospheric patterns

as effortlessly as Tom Waits turns emotions into a forecast in Emotional Weather

Report, they still deserve a voice beyond the noise.

Figure 1.1: The Starry Night by Vincent van Gogh, painted in June 1889. The
original painting is housed at the Museum of Modern Art, New York City. Image
by Giorgio Morara, Adobe Stock (ID: 421043104), used under standard license.

The painting above is here for a reason–it is yet another example of where art

meets science. Van Gogh captured a swirling sky just before sunrise, as seen from

his room in a mental asylum. In a recent study, Ma et al. (2024) analyzed the

1



luminance of the paint, identifying eddies and whirls that remarkably resemble real

turbulent flows. Their findings confirmed just how perceptive Van Gogh was–his

brushstrokes unintentionally mirrored the structure of atmospheric turbulence.

Fourier power spectrum analysis revealed a Kolmogorov −5/3 scaling, followed by

a −1 Batchelor-type range under a high Schmidt number regime, a consequence

of both his paint composition and painting technique.

This study, in contrast, takes a closer look at small-scale fluctuations, focusing

on the scalar field of temperature. It presents previously unreported results from

both laboratory and field experiments. To highlight the significance of this topic,

the following sections systematically introduce key aspects of atmospheric physics,

guiding the reader down to the finest scales of turbulent flows.

1.1 Convective processes

The phenomenon of convection encompasses an extraordinarily broad spectrum

of problems in atmospheric physics, driving processes across a wide range of

scales–from microscale turbulence and local heat transfers to large cloud systems

that form integral parts of global circulation. Despite significant advances, this

jigsaw puzzle remains incomplete. Roots of the early studies are stretching back

to Aristotle and Seneca the Younger, who sought to link heat, air movement, and

cloud formation to explain weather and atmospheric dynamics. It was Descartes

though, in his essay Meteorology, who introduced more advanced concepts and

laid the groundwork for modern meteorology by applying early scientific reason-

ing. (Descartes, 1637; Lafleur, 1950). Over the years, different physics fields like

thermodynamics, fluid dynamics, and statistical mechanics developed more quali-

tative frameworks to describe complex processes that compromise convection. At

its simplest, an atmospheric model of convection involves fluid being heated from

the surface, which absorbs solar radiation. This isobaric heating reduces the den-

sity of the affected volume, referred to as an air parcel. Buoyant forces acting

on the parcel initiate then vertical motion, lifting it to higher altitudes. Simul-

taneously, the principle of mass conservation results in the sinking of nearby air.

This exchange creates a continuous cycle that drives weather and climate systems.

As the parcel rises, it expands adiabatically and cools, potentially reaching con-

ditions favorable for phase change. Water vapor may then transform into cloud

droplets or ice crystals by condensing onto cloud condensation nuclei (CCNs) or

ice-nucleating particles (INPs), respectively. Even this crude description rises

more questions than answers, opening a vast array of scientific challenges. In

the following paragraphs, the current state of knowledge on convection will be

2



outlined along with the most active research areas.

1.1.1 Range of scales

The annual mean cloud cover over land and oceans is approximately 54% and 68%,

respectively, underscoring the critical role of large-scale circulation processes in

redistributing water within the Earth’s system (Siebesma et al., 2020). Oceans

and the atmosphere interact intensively, promoting convective motions in the

lower troposphere and creating conditions favorable for shallow convection (see

Fig. 1.2). This phenomenon is particularly characteristic of trade wind regions

with weakly unstable atmospheric conditions. The exchange of water and energy

between these two mediums results in various mesoscale cloud patterns (Denby,

2020; Stevens et al., 2020; Bony et al., 2020a; Schulz et al., 2021; Janssens et al.,

2021) and mesoscale circulations (George et al., 2023).

Figure 1.2: Shallow clouds captured by B. Stevens during the first NARVAL ex-
pedition (Stevens et al., 2019). Photo posted on the EUREC4A campaign website
(access: Feb. 28, 2025).

Shallow convection sets the stage for deep convection under stronger sensible

and latent heat fluxes from the surface and weaker atmospheric stability. It is

a dominant phenomenon in the tropics, marked by vigorous vertical motions that

produce substantial precipitation and drive global-scale circulation. Deep convec-

tion is also associated with highly complex processes, such as the spontaneous

emergence of self-organized structures, which can expand to synoptic scales with-

out any external perturbation (Haerter and Muller, 2023). The potential for

deep convection is primarily governed by sea surface temperature and wind shear

magnitude. These factors, along with spatial convection variability and lower-

3

https://eurec4a.eu


tropospheric instability, significantly influence the radiation budget (Bony et al.,

2020b; Hsiao et al., 2024). When precipitation occurs, cold pools form, further

enhanced by air mass circulation. The associated gust fronts and temperature

gradients often trigger new convective cells (Chakraborty et al., 2023). Despite

advancements, achieving a comprehensive understanding of convection organiza-

tion remains challenging due to methodological discrepancies, which complicate

comparisons across different studies (Janssens et al., 2021; Biagioli and Tompkins,

2023). A broader discussion of atmospheric convection organization can be found

in Emanuel (1994) and Trapp (2013), while a historical perspective is provided by

Houze (2018).

Past years were very rich in measurement campaigns that targeted convec-

tive processes across diverse environments, ranging from the tropical Atlantic

(BOMEX (Holland and Rasmusson, 1973), GATE (Greenfield and Fein, 1979),

RICO (Rauber et al., 2007), EUREC4A (Stevens et al., 2021), along with its

U.S. counterpart ATOMIC (Quinn et al., 2021)), low-mountain regions in Eu-

rope (COPS (Wulfmeyer et al., 2011)), midlatitude continental Oklahoma (MC3E

(Jensen et al., 2016)), to the Indian Ocean (CINDY /DYNAMO (Zhang and

Yoneyama, 2016)). Among these, the EUREC4A experiment introduced innova-

tive approaches, particularly in quantifying convective strength, vertical motions,

and governing cloud formation processes across a wide range of scales. Addi-

tional details on this campaign are provided in Subsec. 2.4.1, with small-scale

temperature analyses from aircraft operations presented in Chapter 4. One of the

campaign objectives was to evaluate the extent to which changing environmental

conditions could influence low-cloud feedback in a warming climate. As indicated

in Vogel et al. (2022), trade cumulus clouds exhibit weaker feedback than many

models predict, primarily due to inadequate representation of mesoscale circula-

tion variability.

1.1.2 Climate change

Predictions regarding the effects of a warming climate on atmospheric phenom-

ena and their associated feedback mechanisms remain highly problematic. Much

of the difficulty arises from the complexity of properly parameterizing convection

(Kendon et al., 2021; Lin et al., 2022). Recent studies indicate that mesoscale con-

vective systems are likely to become both more frequent and intense in a changing

climate (Aumann et al., 2018; Schumacher and Rasmussen, 2020). On the other

hand, observations suggest that the most intense convective cores are predomi-

nantly localized over land, including at higher latitudes where mean surface tem-

4



peratures have increased most significantly (Houze Jr et al., 2019; Zipser and Liu,

2021). Trade cumulus clouds’ cooling effects are projected to diminish as green-

house gas concentrations rise, with the magnitude of this reduction depending on

the clouds’ organizational state (Kazil et al., 2024). This reduction in cooling is

expected to exacerbate energy and moisture accumulation, promoting the forma-

tion of long-lived, clustered mesoscale convective systems associated with extreme

tropical precipitation (Roca and Fiolleau, 2020; Angulo-Umana and Kim, 2023;

Roca et al., 2024). By the end of the century, global precipitation extremes are

projected to increase by 32 ± 8% under a medium-emissions pathway and by

55 ± 13% under a high-emissions pathway (Thackeray et al., 2022). Earth’s cli-

mate modeling is highly challenging due to the vast number of variables that must

be reliably predicted in models. Pioneers in this field, Syukuro Manabe and Klaus

Hasselmann, were awarded the Nobel Prize in Physics in 2021 „for groundbreaking

contributions to our understanding of complex physical systems” (see the press

release, access: Feb. 28, 2025).

It is widely recognized within the atmospheric science community that cloud

formation and development processes remain among the largest sources of uncer-

tainty in climate projections (IPCC, 2021). Presently, the reduction of low clouds

in northern mid-latitudes and the tropics is believed to be a primary driver of the

record-low planetary albedo, which may have significantly contributed to the re-

cent global mean temperature records (Goessling et al., 2024). Current estimates

of future cloud responses place climate sensitivity between 2–3 K (Ceppi and

Nowack, 2021; Myers et al., 2021). However, these estimates often do not account

for potential tipping points within the climate system or disruptions in the carbon

cycle (Sherwood and Forest, 2024). Alternative perspectives emphasize the role

of anthropogenic aerosols, which have gained attention due to their involvement

in new particle formation (Zaveri et al., 2022; Zhao et al., 2024). Such aerosol

effects could further disrupt the hydrological cycle, amplifying the challenges of

climate prediction and adaptation (Allan et al., 2020).

1.1.3 Clouds

As discussed in Sec. 1.1.1, mesoscale convection processes play a dominant role

in shaping regional weather and climate systems, which are undergoing signifi-

cant changes due to anthropogenic influences. Under favorable conditions, these

processes result in cloud formation, comprising microscale droplets embedded in

rapidly evolving fields of velocity, humidity, temperature, and aerosol concentra-

tion. As noted by Bodenschatz et al. (2010), this mixture is further influenced
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by complex turbulent flows, which drive mixing, entrainment, and stirring mech-

anisms (see Sec. 1.2). It might be more precise to describe these dynamics as

local turbulence, as field experiments have shown substantial spatial variabil-

ity in temperature fields within different cloud regions (see Fig. 1.3) (Jen-La

Plante et al., 2016; Ma et al., 2017; Nowak et al., 2021; Siebert et al., 2021).

Such variability leads to scalar fluctuations that drive supersaturation changes on

small spatial scales, which depend on the ratio of phase relaxation time to tur-

bulent mixing time (Siebert and Shaw, 2017). Laboratory experiments have fur-

ther demonstrated that supersaturation fluctuations contribute to aerosol removal

(Chandrakar et al., 2017) and are not mitigated by droplet growth or evaporation

(Anderson et al., 2024). Turbulence also impacts aerosol activation rates, thereby

influencing cloud formation processes. Recent laboratory studies have combined

relative humidity changes with three cloud formation regimes characterized by

different mean saturation ratios, revealing scenarios for droplet activation and

deactivation (Prabhakaran et al., 2020b). Subsequent research concluded that

supersaturation fluctuations are critical for the activation and initial growth of

small droplets (Prabhakaran et al., 2022). Additionally, once activated, particles

persist in subsaturated regions, leading to increased overall droplet concentrations

(Anderson et al., 2023).

Figure 1.3: Stratocumulus top penetration during ACORES campaign. The air-
craft gradually descended intruding the thin inversion layer exhibiting sharp tem-
perature gradient of about 4 K over approximately 0.8 m of vertical path. Picture
from Siebert et al. (2021).

The primary method for identifying cloud presence and its boundaries re-

lies on liquid water content (LWC) data, a classical approach. However, more

comprehensive studies on cloud shells suggest that, instead of water content, dy-

namic boundaries should be considered–where thermodynamic and microphysical

properties change gradually. Key processes include entrainment and detrainment,

which control evaporative cooling in the cloud margin (∼ 10% of the cloud diam-

eter) and the negatively buoyancy forces driving subsidence of air masses around

a cloud forming a subsiding shell at cloud boundary (Wang et al., 2009; Wang
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and Geerts, 2010; Katzwinkel et al., 2014). This region is also characterized by

intensified turbulent motions (Siebert et al., 2006b).

Due to the inherent limitations of small-scale experiments, particularly under

real atmospheric conditions, numerical simulations have become indispensable for

gaining deeper insights into the complexity of turbulence processes. Active areas of

research include the broadening of droplet size distributions caused by turbulence

fluctuations during entrainment and mixing (Li et al. (2019); Chandrakar et al.

(2021); Grabowski et al. (2022); Grabowski (2025) and references therein) and

the effects of turbulence on droplet collision-coalescence mechanisms (Chandrakar

et al. (2024b) and references therein). Li et al. (2019) demonstrated also that the

magnitude of turbulence-induced fluctuations increases with the Reynolds num-

ber (see Eq. 1.3). Other studies have investigated the locality of supersaturation

fluctuations, particularly at warm cloud-top mixing regions (Fossà et al., 2022),

and within the framework of the RBC problem (Chandrakar et al., 2020a,b, 2022;

Salesky et al., 2024). These efforts collectively contribute to a better understand-

ing of the multiscale interactions governing cloud microphysics and atmospheric

turbulence.

The previous discussion focused on convection processes where supersaturation

fluctuations lead to condensation which is a typical mechanism for forming con-

vective clouds. However, convection does not always result in a phase change; it is

generally responsible for the intense mixing of air masses, which can subsequently

lead to the development of convection cells and complex particle transport. This

is why laboratory-simulated convection provides a controllable framework for in-

vestigating this physical phenomenon.

1.1.4 Rayleigh-Bénard convection

Both measurements or simulations within the framework of large-scale convection

presents significant operational and computational challenges. Accurate descrip-

tions of convective phenomena require data on e.g. sea or ground surface tempera-

tures, humidity, temperature fluxes, atmospheric stability which often require the

deployment of multiple measurement platforms. While simulations may initially

appear simpler, they require parameterization of complex physical processes or

solving governing equations under various assumptions.

As mentioned earlier, the crude model of convection is conceptually straight-

forward. This simplicity has allowed laboratory environments to successfully sim-

ulate convective phenomena, where input parameters can be controlled, and ex-

periments repeated. Laboratory setups retain sufficient complexity to encompass
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the key features of convective turbulence. Natural convection systems are typi-

cally categorized into three main types: horizontal convection, vertical convection

(Fan et al. (2021) and references therein), and Rayleigh-Bénard convection (RBC)

(the phenomenon was first described by Henri Bénard and Lord Rayleigh (Bénard,

1900; Rayleigh, 1916), while a comprehensive overview of the current state of the

art can be found in Fan et al. (2021); Lohse and Shishkina (2024) and the refer-

ences therein). Among these, RBC has been the most extensively studied, given its

relevance to geophysical and astrophysical systems (Busse, 2006) and industrial

applications. RBC involves a fluid confined between two isothermal horizontal

surfaces maintained at different temperatures. When the Rayleigh number (Ra,

defined in Eq. 1.3) exceeds a critical threshold, convective motion begins (Jeffreys,

1928; Reid and Harris, 1958). As Ra increases further, both flow dynamics and

heat transport become increasingly influenced by the Prandtl number (Pr, also de-

fined in Eq. 1.3). In RBC, the flow becomes more turbulent with rising Ra, driven

by the temperature difference between the horizontal surfaces and the height H of

the system. Another key control parameter is the aspect ratio Γ = D/H, where

D represents the diameter (for cylindrical setups) or the length of the longest side

(for rectangular geometries). This parameter governs the number of convective

rolls and the properties of the large-scale circulation (LSC). Optimal values of Γ

under the Oberbeck-Boussinesq approximation are discussed in Shishkina (2021).

Further insights into recent RBC studies can be found in Grosz et al. (2024) and

in Sec. 1.3, where thermal dissipation is explored, as well as in Subsec. 1.2.4,

which focuses on active scalar analysis.

Experimental RBC studies often utilize relatively small containers for ease of

adjustment and conversion. However, larger facilities provide unique opportuni-

ties for studying atmospheric phenomena across a wide range of conditions and

scales, enabling the simulation of such processes for durations ranging from min-

utes to days. Notable examples include the High Pressure Convection Facility

(HPCF) at the Max Planck Institute for Dynamics and Self-Organization in Göt-

tingen (Ahlers et al., 2009), the Scaled Convective Airflow Laboratory Experiment

(SCALEX) at Technische Universität Ilmenau (Sharifi Ghazijahani et al., 2023),

and the Π Chamber at Michigan Technological University (Chang et al. (2016).

The Π Chamber, in particular, is discussed in detail in Subsec. 2.3.1, where an

overview of its measurements is also provided.

While this work focuses primarily on classical RBC, other important variations

of the problem exist. For example, rotating RBC is used to study the influence

of the Coriolis force (Ecke and Shishkina (2023) and references therein), while

other extensions include magnetohydrodynamics (Aurnou and Olson, 2001; Burr
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and Müller, 2001; Burr and Müller, 2002; Akhmedagaev et al., 2020; Yang et al.,

2021), the effects of thermal radiation (Ebert et al. (2008); Kogawa et al. (2019)),

double-diffusive flows (Li et al., 2016; Zhang et al., 2017a), electric field influences

(Yoshikawa et al., 2013; Lu et al., 2021; Peng et al., 2024), and porous media

convection (Liu et al., 2020; Zang et al., 2023).

Advancing our understanding of turbulence and scalar fluctuations in convec-

tion is crucial for addressing gaps in our knowledge of atmospheric processes in the

lower troposphere, particularly regarding cloud development. While experimental

and numerical studies have provided valuable insights, they have also highlighted

new challenges. The next section delves into theoretical details of scalar dynamics,

focusing on spectral regimes and energy cascades.

1.2 Scalar turbulence

Turbulence is regarded as field of unsolved problems with pivotal applications

in domains of engineering, geophysics, astrophysics, and cosmology. The despair

desire to uncover its complexity has led many renowned scientists to eventually

abandon the field, often with a sense of failure. Even after almost hundred years

of advanced research there is still no comprehensive theory that may be regarded

as universal across specific cases, scales or regimes. The main challenge lie in

the strong non-linearity of the fundamental Navier–Stokes equations (see Eq. 1.1)

coupled with the non-equilibrium properties of statistical profile of turbulent flows.

Turbulence impenetrability ultimately reveals the weaknesses in prevailing ideas

and highlights conceptual limitations.

An extended history of various turbulence theories developments can be found

in e.g. Monin and Yaglom (1975), Pope (2000), Davidson (2015), Zhou (2021),

and Benzi and Toschi (2023). Davidson et al. (2011) provides more biographical

perspective and insight into the personal backgrounds of those involved in the

field. This section is dedicated to outline the key steps in progress that reshaped

our understanding of how scalar quantities, such as temperature, substance con-

centration, or humidity, act in turbulent flows. Unlike velocity fields, scalars

represent properties that are not vectors, but still interact with the turbulent

motion of the fluid. Over time, scientists began to distinguish between passive

and active scalars, marking a significant shift in approach. More comprehensive

passive scalar problem reviews can be found in Warhaft (2000), Shraiman and

Siggia (2000), Falkovich and Sreenivasan (2006), Gotoh and Yeung (2012) and

Sreenivasan (2019) whereas for active scalars the recommended overview papers

are Celani et al. (2002), Celani et al. (2004), and Alexakis and Biferale (2018).
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1.2.1 Kolmogorov-Obukhov-Corrsin picture

For the following considerations the generic form of governing equations is listed

below including momentum, advection/diffusion, and continuity equations for in-

compressible flows:

∂tU+ (U ·∇)U = −
1

Ä
∇p+ f + ¿∇2

U, (1.1)

∂t¹ + (U ·∇)¹ = À∇2¹, (1.2)

∇ ·U = 0.

They illustrate flow U = (u, v, w) variability under the influence of local pressure

p, kinematic viscosity ¿, and embedded in the medium of density Ä. The abstract

forcing f may denote e.g. buoyancy input ÄÈ(T −T0)g with thermal expansion co-

efficient È, gravitational acceleration g, as well as local and ambient temperatures

of fluid, T and T0 respectively. The subscript t stands for partial time derivative

here. Equation 1.2 is valid for scalar fields ¹ like temperature or mass concentra-

tion with À representing e.g. thermal (») or molecular (³) diffusivity respectively.

The formula has a number of limitation (elaborated more in Landau and Lifshitz

(1987)) but gives a good model for multiple purposes in e.g. engineering and geo-

physics. The turbulent nature of U converts Eq. 1.2 into a stochastic differential

equations with only statistical averages of quantities. Based on the given formu-

las one can derive dimensionless numbers which describe different properties of

a flow. Four that will be most relevant in this work are given below

Re =
uL

¿
, Ra =

g∆TH3

T0¿»
, Sc =

¿

³
, Pr =

¿

»
. (1.3)

The Reynolds number (Re) measures the ratio between inertial and viscous forces

(here L denotes characteristic length), the Rayleigh number (Ra), associated with

natural convection driven by temperature difference ∆T , the Schmidt number

(Sc) characterizes fluid flows with simultaneous momentum and mass diffusion

processes, and its analogue for heat transfer is the Prandtl number (Pr).

The beginnings of modern turbulence theories follow the crude concepts of

eddy viscosity (Boussinesq, 1877) and mixing length theory (Prandtl, 1925), which

laid the foundation for understanding how flow properties (including scalars) are

mixed and transported. In meantime, L. F. Richardson introduced the notion of

the energy cascade (Richardson, 1922) and the diffusion law in turbulent flows,

leading to the well-known four-third law (Richardson and Walker, 1926). G. I.
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Taylor’s statistical description of turbulence established the relationship between

velocity and scalar fields, introducing the concept of isotropic turbulence (later de-

veloped by von Kármán and Howarth (1938)) and microscale (Taylor microscale)

¼ =

√

15¿

ïϵð
u′

rms
,

which characterize the viscosity influenced flow regime (Taylor, 1935). In above

angular brackets introduce the average of ϵ which is turbulent kinetic energy dis-

sipation per unit mass and time across scales, and u′
rms

is the root mean square of

velocity fluctuation i.e. u′
rms

= 1√
3

√

(u)2 + (v)2 + (w)2. Taylor also proposed the

frozen turbulence hypothesis (Taylor, 1938), assuming that turbulent eddies and

flow properties remain "frozen" as they are advected by an incompressible fluid

while undergoing some small amount of molecular diffusion. This hypothesis can

be considered as an early indication of the concept of passive scalars – quantities

that have no dynamic effect on the fluid motion itself.

Figure 1.4: Cross section through a turbulent jet carrying a passive scalar (con-
centration changes color marked). Figure from Davidson (2015).

A cornerstone in turbulence research was Kolmogorov’s K41 theory (Kol-

mogorov, 1941a,b,c), which unified previous theories and provided postulates on

the structure of turbulence in fully developed flows. The notion focused on veloc-

ity field and expanded the concept of inertial range, a scale regime between large

scales, characterized by integral scale l where energy is injected, and small scales,
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where viscosity dominates and dissipates energy as heat at the Kolmogorov length

scale

¸ =

(

¿3

ïϵð

)1/4

.

The above considerations holds ¸ j ¼ j l. The theory also assumed local

isotropy and homogeneity of turbulent statistics, a direct energy cascade, and

self-similar stochastic flow processes (i.e., invariant in distribution under time and

space scaling). Additionally, Kolmogorov derived the key scalings laws for longitu-

dinal n-order structure functions i.e. moments of velocity component differences,

of a form Sn ≡
〈

[(U(r, t) − U(0, t)) · r/r]n
〉

≡
〈

(¶ur)
n
〉

, introducing separation

between two points r at a distance r. According to Kolmogorv’s theory they

should follow
〈

(¶ur)
n
〉

= Cn(ïϵðr)
n/3, where Cn are constants. However, only S3

exhibits a rigorous result providing a measure of skewness of velocity difference

and introducing so-called four-fifth law. The second-order structure function S2

is the energy contained in all Fourier modes for wavelengths larger than 1/r and

its scaling is currently recognizable as two-third law. The energy spectral density

is given below with its Kolmogorov-Obukhov (KO) scaling

S2 ∼ (ïϵðr)2/3, S3 = −
4

5
(ïϵðr), ¸ j r j l,

E(k) = CKïϵð
2/3k−5/3, ¸ j r j l. (1.4)

Here k stands for wavenumber and CK denotes Kolmogorov constant which uni-

versality is widely discussed (Sreenivasan, 1995; Yeung and Zhou, 1997; Heinz,

2002; Donzis and Sreenivasan, 2010; Imomov and Murtazaev, 2024). The analogi-

cal formulation can be obtained for scalar field. Its second-order structure function

Sθ
2 was derived independently by Obukhov (1949) and Corrsin (1951). The ana-

log of Kolmogorv’s four-fifth law for scalars was proposed by Yaglom (1949) and

gives an exact form of third order mixed structure function of the scalar field and

velocity, currently known as Yaglom’s four-third law. Both are printed below

Sθ
2 ∼ ïϵθðïϵð

−1/3r2/3,
〈

¶ur · (¶¹r)
2
〉

= −
4

3
(ïϵθðr), ¸ j r j l,

where Sθ
n ≡

〈

[(¹(r, t)−¹(0, t))·r/r]n
〉

≡
〈

(¶¹r)
n
〉

, and ϵθ denotes scalar dissipation

which is more extensively discussed in 1.3. Similarly, the scalar spectrum (whose
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integral is the scalar variance) was derived yielding same scaling factor as in

velocity spectrum with constant CO considered to be universal (Sreenivasan, 1996;

Watanabe and Gotoh, 2004). In the literature it is usually regarded as Obukhov-

Corrsin (OC) scaling

Eθ(k) = COïϵθðïϵð
−1/3k−5/3, ¸ j r j l. (1.5)

For n > 3 we observe an anomalous scaling since there are no closed-form ex-

pressions for higher order moments. This is due to related anisotropy present

at multiple scales (Biferale and Procaccia, 2005; Carter and Coletti, 2017) and

intrinsic internal intermittency which is responsible for slower than linear increase

of exponent scaling of structure functions (Warhaft, 2000; Shraiman and Siggia,

2000; Falkovich and Sreenivasan, 2006). An intriguing aspect is that scalar inter-

mittency is present even though it is not observed in velocity field (which can be

purely Gaussian) as long as there is a multiplicity of scales giving a clear evidence

of scalar and velocity fields decoupling (Kraichnan, 1994; Holzer and Siggia, 1994;

Chen and Kraichnan, 1998). Recent numerical works (Iyer et al., 2018, 2020;

Buaria and Sreenivasan, 2023) proved though a distinct exponent scaling that

saturates with respect to n for moments order of about 12.

1.2.2 Scalar spectra regimes

The following scalar regimes discussion is given for 3D systems in terms of Sc and

assuming that scalar field does not change the flow dynamically. In literature,

for Sc ≈ 1 the inertial–convective range (see Fig. 1.5) is defined with k−5/3

spectrum scaling, usually referred as Corrsin-Obukhov (OC). In this regime scalar

fluctuations injected at rate ¹′ are introduced at scale lθ, which may differ from

l, and the mean flux Πθ transfers the energy to dissipative scale of ¸. As the

wavenumber increase both viscosity and diffusivity are getting more significant

and the spectrum is being truncated. This regime is poorly understood and only

recent works (Khurshid et al., 2018; Buaria and Sreenivasan, 2020) explore E(k) as

the superposition of two exponentials. Authors note the as the Re increases there

is an intermittent transfer of energy towards small scales observed, potentially

from larger scales. So far no scalar spectrum research was reported in this regime.

When Sc k 1 the viscous-convective range is observed where the viscosity

prevails over diffusivity (it becomes effective at much smaller scales) and exhibit

small-scale rate-of-strain. The spectrum was derived by Batchelor (1959) and has

the form
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Figure 1.5: Schematic of passive scalar spectrum depending of Sc regime. Scalar
fluctuations injected at rate ¹′ at low wavenumbers are transferred with the mean
flux, Πθ, to high wavenumbers and dissipated by the molecular diffusivity at the
rate ϵθ. The remaining notation is kη = 1/¸, kB = 1/¸B, and kθ = 1/¸θ. Figure
from Gotoh and Yeung (2012) with minor modifications.

Eθ(k) = CB(¿/ïϵð)
1/2ïϵθðk

−1, ¸B j r j ¸,

where ¸B = ¸Sc−1/2 and CB is the Batchelor constant (Yakhot and Orszag, 1987;

Antonia and Orlandi, 2003; Dutta and Nandy, 2011; Ni and Xia, 2013). Batche-

lor’s assumption on non-fluctuating strain turned out to be unrealistic but Kraich-

nan (1968) provided a better formulation with rapid velocity field changes and also

got −1 scaling with a milder spectrum decay. Over the time there were no clear

evidence for such regime however recent years brought a significant change (Jullien

et al., 2000; Clay, 2017; Iwano et al., 2021) with a disclaimer that the viscous–

diffusion range (the roll-off part of the spectrum) is affected by dramatic thermal

noise renormalization (Eyink and Jafari, 2022; Bandak et al., 2022; McMullen

et al., 2023).

The last regime, inertial–diffusive range, describe scales small enough that the

diffusivity becomes important. In the limit of extremely low Sc and in the vicinity

of ¸θ = ¸/Sc−3/4. It is reflected as the Πθ transfers from inertial range towards

the high wavenumbers (see Fig. 1.5). The theory behind was first proposed

by Batchelor et al. (1959), later explored by Kraichnan (1968) gave the scalar

spectrum

Eθ(k) = (CK/3)³
−3ïϵð2/3ïϵθðk

−17/3, ¸ j r j ¸θ,
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No experimental data confirming this scaling was published due to difficulties in

obtaining high Re keeping low Sc simultaneously. Notwithstanding, both numer-

ical and analytical analysis confirmed the existence of such regime (Yeung and

Sreenivasan, 2013, 2014; Hill, 2017; Jolly and Wirosoetisno, 2020).

1.2.3 Cascade picture

In the previous discussion, different regimes of the energy and correlated scalar

spectra were explored without addressing the mechanisms and directions of energy

transfer between scales. The problem of energy cascades in turbulent flows is

highly complex, and only a few idealized cases of homogeneous flows have been

sufficiently described, allowing for the prediction of energy transfer directions.

Recent reviews on this topic can be found in Alexakis and Biferale (2018) and

Pouquet et al. (2019). Here, I will briefly highlight a few key aspects relevant to

this work. A qualitative sketch of energy transfer in a scale-separated system is

shown in Fig. 1.6. It demonstrates how injected energy can be transferred to both

large and small scales, accounting for its dissipation due to the effects of drag and

viscosity, respectively.
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Figure 1.6: Qualitative sketch of the stationary energy transfer inside a sphere of
radius q under assumption of scale separation. The net energy balance is of a form
ΠE(k) = −ϵ<q

η − ϵ<q
l + E<q

in
where the mean energy flux ΠE is driven by energy

E<q
in

being injected at kin and dissipated through large-scale due to the drag ϵ<q
l at

scales kl and due to viscosity ϵ<q
η at kη. Figure from Alexakis and Biferale (2018)

with minor modifications.

Flow invariants–energy, enstrophy, and helicity–play a crucial role in shaping

the energy cascade spectrum across various scale regimes. These quantities can

dominate different ranges of scales, leading to phenomena like dual cascades, where
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different cascading processes occur simultaneously. In some cases, the transfer of

these invariants may coexist within the same regime, creating ambiguity as to

whether the resulting energy spectrum is governed by a single cascading process

or represents a superposition of power-law scalings. Additionally, it is not always

clear whether the cascades follow the same directional flow. Another scenario

involves split cascades, where an invariant is transferred simultaneously to both

large and small scales. There is also the possibility of a bi-directional cascade, in

which direct and inverse cascades of the same invariant coexist within the same

regime (e.g., when energy is injected at multiple scales). These dynamics become

even more complex in systems with varying flow configurations, making energy

transfer predictions difficult, except in highly idealized cases of homogeneous tur-

bulence.

In 3D turbulence, the classic scenario involves a direct energy cascade. How-

ever, in the presence of helicity injection, the direction of cascades depends on

the definition of helicity sign within the respective regimes. Helicity, an invariant

related to the topological structure of vortices, is not sign-definite and can be

introduced to the system by large-scale stirring mechanisms. Studies show that

under large-scale helical forcing, a dual forward cascade of energy and helicity

can emerge. These studies demonstrate that the energy spectrum follows the KO

scaling with sub-leading corrections from helicity (Eidelman et al., 2014; Sahoo

et al., 2017; Alexakis, 2017; Yan et al., 2020). However, when considering the

same sign of helicity in interacting triads, a counter-directional dual cascade can

occur, with energy transferring toward larger scales. This behavior is observed in

studies of homochiral turbulence, where the alignment of helicity signs plays a key

role (Biferale et al., 2013; Plunian et al., 2020). The precise influence of helicity

on energy transfer mechanisms remains an active area of research, with ongoing

investigations into the details of this process (Chen et al., 2003; Yao and Hussain,

2022).

In contrast, reverse energy cascades are expected in 2D flows, as predicted

by early works (Kraichnan, 1967; Leith, 1968; Batchelor, 1969; Kraichnan, 1971).

Comprehensive reviews of 2D turbulence and quasi-two-dimensional flows can be

found in Boffetta and Ecke (2012) and Alexakis (2023). The key invariant in

2D systems is enstrophy–a sign-definite measure of vorticity magnitude–which is

closely related to energy in 2D flows, unlike helicity in 3D turbulence. The simul-

taneous conservation of energy and enstrophy leads to a dual counter-directional

cascade, with enstrophy transferring forward to smaller scales and energy cascad-

ing inversely. The resulting energy spectrum follows KO scaling towards large

scales and k−3 when transferring to smaller scales. Since the enstrophy is re-
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lated with energy spectrum as k2E(k), its cascade decays as k−1. In this case,

the enstrophy can be regarded as a passively advected field which differs from the

viscous-convective regime for large Sc numbers. In quasi-two-dimensional systems,

where strong reduction of the vertical component occurs, anisotropic distribution

of Fourier modes can lead to scenarios where the flow behaves as 2D at some scales

and 3D at others (Musacchio and Boffetta, 2019; de Wit et al., 2022).

Stratification adds another layer of complexity when discussing energy cas-

cades and spectrum scaling. The direction of energy transfer is highly related

to system dimensionality and can follow one of the previously mentioned scenar-

ios (2D or 3D turbulence). To better describe the properties of stably stratified

flows, it is useful to introduce the Froude number, Fr = u/NL, where N is the

Brunt–Väisälä frequency defined as N =
√

−gÃ/Ä, with the mean stratification

parameter Ã = ∂Ä/∂z. When Fr j 1, strongly stratified, anisotropic, buoyancy-

dominated flows occur, such as those in the Earth’s atmosphere, which exhibit

complex dynamics. Turbulence in the Fr k 1 regime corresponds to weak strat-

ification, where scalar fluctuations behave like a passive scalar and follow OC

scaling. The Fr ≈ 1 regime represents moderate buoyancy turbulence, for which

Bolgiano-Obukhov (BO) phenomenology applies (Bolgiano Jr., 1959; Obukhov,

1959). This theory predicts dual scaling in the inertial range, with BO scaling

(k−11/5 for velocity fields and k−7/5 for scalar fields) for k < kB, and KO/OC scal-

ing for k > kB. The Bolgiano wavenumber kB (Monin and Yaglom, 1975) splits

the subranges of buoyancy-driven turbulence, where kinetic energy is converted

to potential energy, and an inertial-dominated regime where buoyancy becomes

weak. Numerical studies show that the simultaneous presence of both regimes

requires very high Re (Alam et al., 2019). Unstable stratification, where density

increases with height, is common in scenarios such as RBC and Rayleigh-Taylor

instability (Boffetta and Mazzino, 2017; Livescu, 2020; Verma, 2021). It remains

unclear to what extent BO scaling holds for thermal convection, as most 3D stud-

ies align with Kolmogorov’s prediction (Lohse and Xia, 2010; Verma et al., 2017;

Lindborg, 2023; Lohse and Shishkina, 2024), while BO scaling is usually observed

in 2D systems (Xie and Huang, 2022; Samuel and Verma, 2024; Zhang and Zhou,

2024). A key factor here is the difference in energy fluxes between thermal con-

vection and stably stratified turbulence (Verma, 2021).

In recent years, increasing attention has been given to the problem of coherent

thermal structures, such as plumes (Zhou et al., 2016a; Xie and Xia, 2017; De et al.,

2018; Wang et al., 2022) and vortices (Yano and Morrison, 2024), which transfer

energy across both large and small scales. As thermals form and develop, they

actively mix with the surrounding environment, leading to entrainment processes–
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an extremely complex issue that remains not fully understood (a summary can

be found in (van Reeuwijk and Craske, 2015)). A significant series of numerical

studies (large-eddy simulations) on thermal plumes has been recently published

by Chen and Bhaganagar (Chen and Bhaganagar, 2021, 2023, 2024). The authors

showed strong anisotropy near the heated surface and a gradual development of

isotropy during the mixing stage. They observed scalar spectra scaling as k−2.7 for

both density and temperature fields, which were strongly correlated with velocity

spectrum. The axial heat and mass fluxes exhibited a k−3 spectrum, the same

scaling as obtained for the axial component of the turbulent kinetic energy (TKE)

spectra. The 2D and 3D TKE spectra, along with helicity spectra, consistently

showed k−5/3 and k−3 scaling. Their flux analysis revealed inverse TKE and

helicity cascades toward large structures and forward cascades of these invariants

for the small scales. Furthermore, velocity-based longitudinal structure functions

study found that the scaling exponents of the 2nd, 3rd, and 4th moments fell

between the theoretical predictions for 2D and 3D systems suggesting a complex

phenomena involved in the energy transfer.

1.2.4 Active scalars

In thermal convection processes, the temperature field cannot be assumed to be

dynamically inactive, as it couples with the velocity field, resulting in energy

exchange and strong scalar variability. There is a limited amount of literature

that delves into the complexity of active scalars, as no generic phenomenology

fully describes them, and most concepts are drawn from passive scalar theories.

Although both passive and active scalars are governed by the same advection-

diffusion equation (1.2), the presence of feedback between the scalar and the

vector field introduces a strong non-linearity to the problem. This coupling leads

to simultaneous vector and scalar fluctuations, which contribute to turbulence

production. The magnitude of correlation between these fields can vary across

systems, making the problem highly intricate. As a result, our understanding of

active fields remains limited. Convection experiments designed to compare passive

and active inputs suggest that temperature exhibits a higher level of intermittency

compared to other scalar quantities (e.g., density), and that the active field shows

anisotropic behavior (Celani et al., 2002; Zhou and Xia, 2008; Mazzitelli and

Lanotte, 2012).

An extended discussion on the active scalar problem in given the context of

RBC (see Subsec. 1.1.4). A review in this matter is provided by Lohse and Xia

(2010). The temperature difference driving the convective motions establishes
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the LSC, which is sustained by small-scale thermal plumes (De et al., 2018).

However, the LSC structure locally disintegrates into smaller vortices, cascading

energy toward smaller scales. The question about scalar characteristics in such

situation is very relevant and have been investigated. Belmonte and Libchaber

(1996) proposed four scenarios for passive and active scalars based on the product

of two skewness factors: one derived from temperature time series and the other

from its time derivative. They observed that near a hot plate, both skewness fac-

tors were positive, revealing cliff-ramp structures associated with thermal plumes.

Conversely, when analyzing a mildly heated plate, the product was negative, and

the scalar exhibited ramp-cliff forms. An alternative perspective was presented

by Zhou and Xia (2002), who employed so-called plus and minus temperature

increments to identify mixing zone dynamics. Their results demonstrated that

as the Ra increased, mixing zones contracted. Using this methodology, regions

dominated by thermal plumes were identified. More recently, He and Xia (2019)

showed that such regions could also be determined using logarithmic root mean

square temperature profiles. Additionally, Zhou and Xia (2008) conducted a com-

parative study of passive (fluorescent dye concentration) and active (temperature)

scalars in a water-filled cell under thermally driven convection. They found dis-

tinct small-scale characteristics for each scalar when advected by the same flow.

Temperature, as an active scalar, exhibited greater intermittency above the Bol-

giano timescale (ÄB) but behaved like a passive scalar below it. Further differences

emerged in the probability density functions (PDFs) comparison, while the nor-

malized distributions of concentration increments remained non-Gaussian across

scales, temperature increments transitioned from non-Gaussian at small scales to

nearly Gaussian at larger ones.

1.3 Temperature dissipation rate

Turbulent mixing is a ubiquitous phenomenon in the atmosphere that unfolds in

two stages. The first stage involves the progressive entanglement of air masses

undergoing mixing, resulting in an increase in inhomogeneities (filamentation).

The second stage is the smoothing of these structures due to molecular diffusion

across the filament boundaries. In classical theory, temperature is treated as

a passive scalar (see Sec. 1.2.2). However, in clouds, during condensation and

evaporation, the assumption of passivity does not hold. The latent heat released

or absorbed during the phase transformation of vapor to liquid water and vice

versa can affect temperature fluctuations at the smallest scales, suggesting that

the statistical properties of temperature gradients should differ from those when
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temperature is regarded purely as a passive quantity.

In the previous section, the general scalar problem has been outlined, however,

in many cases, temperature is the primary quantity of interest. Its dissipation rate,

ϵT , is particularly significant in turbulence modeling, where any higher-order clo-

sure model requires solving a prognostic equation or a diagnostic parameterization

for ϵT (Wyngaard, 2010). Improved estimates of temperature dissipation may also

enhance our understanding of heat fluxes and spectral regimes. Historically, ϵT

has gained attention as it is easier to evaluate than energy dissipation, involving

only three components instead of the nine in ϵ. Its formula is given below in Eq.

1.6

ϵT = »

〈(

∑

i

∂iT

)2
〉

(1.6)

where the subscript denotes the i-th component. Over the years, experimental

studies have explored various aspects of temperature dissipation, such as devia-

tions of the average ϵT from a log-normal distribution (Sreenivasan et al., 1977;

Antonia and Sreenivasan, 1977; Ching and Kwok, 2000; Zhou and Jiang, 2016;

Zhang et al., 2017b; Xu et al., 2023; Guo et al., 2024), following the so-called third

Kolmogorov hypothesis (Kolmogorov, 1962; Oboukhov, 1962). Other studies have

investigated temperature dissipation statistics in wind tunnels (Krishnamoorthy

and Antonia, 1987), channel flows (Zhu and Antonia, 1993), turbulent round jets

(Antonia and Mi, 1993), quasi-periodic Kármán vortices in turbulent near wakes

(Antonia and Browne, 1986; Chen et al., 2020), convective surface layers (Kiely

et al., 1996), and stably stratified flows (Basu et al., 2021) giving strong evi-

dence for ϵT spatio-temporal intermittency (often higher than in ϵ), anisotropy,

anomalous scaling, and non-Gaussian distributions of temperature fluctuations.

Special attention has been given to the correlation between ϵ and ϵT . Early

work showed that this correlation depends on Re, measurement wire separation,

and flow type (Antonia and Van Atta, 1975; Antonia and Chambers, 1980; Antonia

et al., 2001), examining the relationship between these quantities and vorticity

(Zhou and Antonia, 2000; Hao et al., 2008) and highlighting the potential role of

organized structures in enhancing small-scale mixing (Abe et al., 2009). Scaling

attempts have also been made for the normalized mean values of ϵ and ϵT (Abe and

Antonia, 2011), as well as for the respective spectra (Lee et al., 2012). Eventually,

a spectral chart method was developed to estimate both mean ϵ and ϵT directly

from the temperature frequency spectrum (Lemay et al., 2020). This technique is

applicable to slightly heated turbulent flows where temperature acts as a passive

scalar and the Prandtl number is on the order of unity.

20



The RBC systems (see Subsec. 1.1.4) are currently one of the most active

area of temperature dissipation research (He et al., 2011, 2014b; Zhang et al.,

2017b; He et al., 2018; Bhattacharya et al., 2019; Xu et al., 2019; Christopher and

Llewellyn Smith, 2021; Xu et al., 2023; Guo et al., 2024; Lohse and Shishkina,

2024). The statistics of local fluctuations, the total heat flux transported through

the convective cell, and global turbulence are strongly influenced by the dissipation

field properties. The heat flux is directly related to ϵT via the Nusselt number

(Nu), another dimensionless quantity characterizing the ratio of convective to

conductive heat transfer, which, in thermal convection, is defined in terms of

Ra and Pr. The precise relationship depends on the regime and the convective

cell’s aspect ratio and is explained by the Grossmann & Lohse theory (Lohse and

Shishkina, 2024). This theory assumes a decomposition of both dissipation fields

into boundary layer and bulk contributions, each with different scaling behaviors

depending on Ra and Pr. The recent picture is as follows: the temperature

dissipation ratio is higher in the boundary layer than in the bulk region (Xu

et al., 2019; Vishnu et al., 2022a; Guo et al., 2024; Lohse and Shishkina, 2024).

Both ϵT and ϵ distributions deviate from a log-normal distribution–the PDF tails

become broader for the higher Ra and the lower Pr, indicating an increasing degree

of small-scale intermittency with rising Reynolds numbers (Zhang et al., 2017b)

(similar deviations are observed in Rayleigh–Taylor turbulence (Zhou and Jiang,

2016)). The work by He et al. (2018) links the exponential tails in the temperature

fluctuation PDF to a convolution of dynamic modes conditioned on constant local

temperature dissipation. The authors argue that thermal plume structures are

responsible for such behavior, as the PDF conditioned on ϵT retrieves Gaussian

statistics in the temperature time series.

To the best author’s knowledge there have been no studies delving into tem-

perature dissipation rates in real clouds. The findings from laboratory studies and

from lower boundary layer experiments could significantly differ from what could

be observed under shallow convective conditions and in clouds interiors.

1.4 Scope of work

Although recent years have brought significant progress in understanding con-

vection processes, cloud evolution, and general turbulent mixing, a more rigor-

ous understanding of small-scale fluctuations in atmospheric flows is still lacking.

In this work, I present measurements performed using high-resolution UltraFast

Temperature sensors in various atmospheric and laboratory conditions. Chapter

2 introduces the instruments used, the two experimental facilities–the LACIS-T
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wind tunnel and the Π Chamber–where the measurements were conducted, and

provides an overview of the EUREC4A campaign, with an emphasis on the air-

borne operations of the Twin Otter aircraft. Each section also describes the exper-

imental strategy and discusses the collected temperature datasets, with the final

section outlining the general data processing methodology. Chapter 3 presents

a detailed analysis of the time series obtained from laboratory facilities, where

measurements were conducted under controlled and repeatable conditions. I de-

scribe the fundamental thermal characteristics of these two facilities and provide

an extensive discussion on temperature spectra, employing different analytical

approaches. In contrast, Chapter 4 focuses on field measurements in the real at-

mosphere, distinguishing three types of atmospheric segments and exploring the

variability of the normalized temperature dissipation rate across these regions.

Finally, in Chapter 5, I summarize the results and initiate a discussion on their

broader implications, both for future experiments and for the general interpreta-

tion of atmospheric physics.
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CHAPTER2
Measurements

2.1 UltraFast Thermometers

As outlined in the previous chapter, reliable in-situ temperature measurements

in the real atmosphere remain challenging (e.g., Siebert and Shaw (2017); Siebert

et al. (2021)). These difficulties primarily arise from the high velocities of airborne

platforms, aerosol contamination, and collisions with water droplets that lead to

sensor wetting. Laboratory experiments mitigate the issue of moving platforms

and offer greater measurement flexibility; however, other challenges persist. The

current state-of-the-art in temperature measurement techniques and instrumenta-

tion is comprehensively reviewed in the second edition of Measurements in Fluid

Mechanics (Tavoularis and Nedić, 2024). Of particular relevance to this work are

cold-wire sensors, which enable high-frequency temperature measurements due

to their small dimensions, making them well-suited for studying small-scale tur-

bulent structures. Despite their advantages, cold wires are highly sensitive to

environmental conditions and may suffer from increasing temporal attenuation if

the length-to-diameter aspect ratio is below 1000 (Xia et al., 2022; Houra and

Tagawa, 2023).

One representative of this group is UltraFast Thermometer family which were

used for all the measurements described later in this chapter. The history of this

instrumentation began with its prototype, a novel airborne thermometer designed

for in-cloud measurements, known as VTU-1 (Haman, 1992). Its core featured

a 50 µm thick thermocouple mounted on a frame, with a sensing element char-

acterized by a time constant of around 0.1 s and an accuracy of 0.2 K. Back in

time, there was a significant demand for precise and high-resolution sensors for

temperature measurements to study the small-scale structure of clouds. At the

Institute of Geophysics, University of Warsaw, a group led by Krzysztof Haman

attempted to bridge this gap. The foundation of a new instrument began with

fine wire measurements in the convective surface layer, incorporating the use of
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fractal techniques to study turbulence (Malinowski and Leclerc, 1994). A few

years later, the first UltraFast Thermometer (UFT) was developed and detailed

in Haman et al. (1997). The main modification involved replacing the sensing

element with a resistive platinum-coated tungsten wire, 2.5 µm thick, 5 mm long,

and approximately 50 Ω at room temperature. This change significantly improved

the time constant to 10−4 s, enabling temperature measurements in clouds with

a resolution of a few centimeters, depending on aircraft velocity (initially up to

40 ms−1). Subsequent years witnessed the development of new versions of UFT

tailored for specific airborne platforms and applications, particularly for airspeed

up to 100 ms−1 (Haman et al., 2001), allowing for spatial resolutions as small as

1 cm (Haman et al., 2007). Unfortunately, technical issues persisted, such as elec-

tromagnetic interference with avionic systems and high vulnerability to relatively

minimal displacements of shielding elements and cables from their optimal posi-

tion. Consequently, only 10–20% of the data were of sufficient quality for further

processing.

Figure 2.1: UFT-2A (left) and UFT-2B (right) head sensors. Both are topped
with a tungsten wires (2.5 µm thick, 3 mm long) spanned on an miniature industry
standard wire probes by DANTEC®.

This challenge prompted another technological leap and redesign, minimizing

the deficiencies of previous versions and making UFT a more reliable sensor (Ku-

mala et al., 2013). Its efficiency was demonstrated during the POST campaign,

providing valuable UFT results from 15 out of 17 research flights, aiding in estab-

lishing the stratocumulus-top region division into layers (Malinowski et al., 2013).

However, one issue remained unresolved: the instrument’s construction included

moving parts, such as a wind vane, making it challenging to pass through aircraft
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certification procedures. The solution came in the form of a new generation, UFT-

2.0, introduced just before the ACORES campaign (Nowak et al., 2018; Siebert

et al., 2021). The reduced dimensions of the instrument limited spatial averaging

and facilitated easier mounting on platforms. The pencil-sized design was com-

plemented by a new construction of the signal amplifier, which was relocated to

a special housing and shielded with a copper foil.

The current versions of UFT, UFT-2A and UFT-2B (see Fig. 2.1), brought

some minor improvements. Two wires from UFT-2.0 were replaced by one, 2.5 µm

thick, 3 mm long wire spanned on an industry miniature wire probe by DANTEC®

(straight (55P11) for UFT-2A and right angle, parallel (55P13) for UFT-2B) which

allowed for easy exchange of the sensing head in field conditions. The head sensors

are usually accompanied by the straight, 4 mm DANTEC® probe support.

2.2 LACIS-T

2.2.1 Facility

The Turbulent Leipzig Aerosol Cloud Interaction Simulator (LACIS-T), located

at Leibniz Institute for Tropospheric Research (TROPOS), Germany, is a rela-

tively new facility among currently operational aerosol–cloud research chambers.

It is a closed loop wind tunnel which enables turbulent and isobaric mixing of

two humidified, aerosol-free air streams of separately adjusted, controllable and

repeatable thermodynamic conditions. Its primary objective is to study interac-

tions between turbulence and cloud microphysical processes in a wide range of

conditions, including warm, mixed-phase and cold clouds. It operates in a tem-

perature range of −40 ◦C to 25 ◦C creating favorable conditions for local super-

saturation with respect to liquid water and/or ice. The continuous-flow design,

with both streams velocities varying between 0.5 and 2 ms−1, allows for detailed

studies in small temporal and spatial scales and with a Lagrangian framework.

The field of study is 80 cm deep, 20 cm wide, and 2 m long measurement section

(see Fig. 2.2) with an aerosol inlet and turbulence grid located at its top. All

the technical aspects of the system, a list of the equipped instrumentation, and

basic thermodynamic characteristics can be found in Niedermeier et al. (2020).

Nowak et al. (2022) extended the studies on humidity field fluctuations scanning

the tunnel in both transverse orientations (see Fig. 2.2) with the high temporal

resolution (∼ 2 kHz) contactless infrared hygrometer. One of the interesting ob-

servations were wave-like features in the central part (x = 0 cm) of the tunnel

where the mixing is the most intensified. The spatial extent of this inhomogenity
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was reported ⩽ 4 cm at the characteristic frequency of 14 Hz.
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Figure 2.2: LACIS-T measurement section sketch. The orange arrows shows the
location of „A” and „B” streams and the red arrow marks the position where
aerosol can be injected. Turbulence is generated through a passive square-mesh
grids showed on the right. The section is designed so that is provides flexibility for
instrumentation mounting due to replacable windows which can be changed with
the adjusted panels. The picture includes also information on tunnel dimensions
and coordinate system orientation with z = 0 cm located at the aerosol inlet tip.
Adapted from Niedermeier et al. (2020).

Due to its design solutions the tunnel allows for very unique experiments like

e.g. simulating the processes in the interface of clouds and their surroundings

i.e. entrainment and detrainment (Frey et al., 2022), or studies in humidity fluc-

tuating environment to investigate hygroscopic aerosol properties (Niedermeier

et al., 2025) and droplet generation induced by acoustic waves (Roudini et al.,

2020). LACIS-T is then a suitable research field for mixed-phase clouds both in

simulations and experiments (Gouharianmohammadi et al., 2023).

2.2.2 Experimental strategy & data

The data used in the following analyses comprises two experiments, named D-

1-MIX and D-2-MIX, that involved tunnel scanning along the x direction (see

Fig. 2.2) with the UFT-2A (see Fig. 2.1). The collected temperature time series

were part of a bigger measurement campaign which aimed at comparing different

temperature sensors (including 2A and 2B versions) in terms of their sensitivity

and usability under changing humidity fluctuations and angle of attack between
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the flow and the sensing element.

Table 2.1: List of the LACIS-T experiments with the corresponding measurement
details. Symbol explanation: TA and TB denote temperatures of two air streams,
FA and FB are corresponding flow rates, t is the measurement time at each position
x.

Experiment TA [◦C] FA[m
3 min−1] TB [◦C] FB[m

3 min−1] x [cm] t [min]

D-1-MIX 0 6.1 25 4.5 -7 to 7 10

D-2-MIX 4 4.5 20 4.5 -7 to 7 5

The experimental strategy was straightforward and consisted of the measurement

section’s volume scans along the x-axis with a variable step and after the ther-

modynamic conditions in the tunnel had stabilized. Both selected experiments

cover only dry and clean conditions (humidifaction system was turned off and no

additional aerosol flow was injected) and 0 degree angle with respect to the flow.

All the remaining conditions are summarized in Table 2.1, along with the data

processing methodology outlined in Sec. 2.5.

Figure 2.3: Temperature sensors setup used in LACIS-T. From left: UFT-2B,
UFT-M, Pt100, cold wire (DANTEC®), and UFT-2A spaced with 2 cm from
each other. The set was then placed inside the measurement section of the tunnel,
parallel to the longer edge (along the y-axis), and moved along the shorter edge
(along the x-axis) during the measurements. Horizontal distance of the setup
center to the narrow window was 36 cm whereas the top of Pt100 was located at
z = 62 cm.
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The choice of UFT-2A comes from the fact that the sensing wire was placed

perpendicular to the flow which could reduce the potential disturbance of bended

rod of the UFT-2B. However, comparative analysis of the results obtained with

the both sensors indicated overall small differences (not presented in this work).

2.3 Π Chamber

2.3.1 Facility

There are very few convection facilities similar to the Π Chamber (see Subsec.

1.1.4), making it an exceptional apparatus among other currently operational

aerosol-cloud research chambers (see Tab. 1 in Shaw et al. (2020)). The chamber

is a turbulent RBC cell, where the lower surface is set to a higher temperature

than the upper surface, creating a temperature difference ∆T (see Fig. 2.4). This

setup promotes turbulent mixing due to the buoyancy forces generated between

the warm and cool air masses. A technical description, along with basic thermo-

dynamic characteristics, can be found in the overview by Chang et al. (2016).

 

Figure 2.4: Schematic of the Π Chamber along with the experimental setup used
during the experiments The operations center, located at the top, housed most
of the equipment and cabling, including a BNC cable (yellow), a UFT amplifier
(AMP), a digital-to-analog converter (DAC), and a PC running DAC software.
Inside the chamber, a vertical rod with a curved end (gray) supported a UFT-
2B sensor (brown), which was mounted using a DANTEC® probe support (red).
Measurements were conducted from approximately 8 cm above the bottom to
about 5 cm below the top plate. For clarity, only a cutout of the cylindrical insert
is shown, although it was present during the experiments. The left graphics is
from Michigan Tech’s website (access: Feb. 28, 2025), while the right scheme is
adapted from Grosz et al. (2024).
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The primary objective of the chamber is to study small-scale aerosol-cloud

interactions under varying environmental conditions, ranging from dry and clean

to highly polluted and moist. As a result, the chamber is used in a wide variety

of studies, including water vapor supersaturation fluctuations and their effects on

cloud droplet growth (e.g., (Prabhakaran et al., 2020a; Anderson et al., 2024)),

turbulent mixing of air masses with different properties (e.g., (Yeom et al., 2023,

2025)), and numerical research supporting the interpretation of laboratory exper-

iments (e.g., (Chandrakar et al., 2022, 2023; Salesky et al., 2024)). There is also

room for more unconventional experiments, such as exploring cloud formation

purely through ionization (Chandrakar et al., 2024a).

2.3.2 Experimental strategy & data

The measurements were conducted along the vertical axis of the chamber for

three temperature differences (10 K, 15 K, and 20 K), corresponding to a Ra of

approximately 109 and Pr of 0.7. These experiments utilized the UFT-2B (see

Fig. 2.1), which was mounted on a 1.5 m long rod with a 90 degree bend at the

end (see Fig. 2.4).

Table 2.2: List of experiments along with the corresponding Π Chamber and UFT
settings, including Rayleigh numbers. The symbol t denotes the measurement
duration at a given height h above the bottom. Experiment names follow the
convention: type of measurement („V” for vertical), ∆T , boundary type („S” for
smooth, „R” for rough), and measurement duration („L” for 19 min, or unmarked
for 3 min). An extended version of this table is available in Grosz et al. (2024).

Experiment Boundaries type ∆T [K] h [cm] t [min] Ra [×109]

V10-S-L smooth 10 irregular 19 1.1

V10-S smooth 10 8–95 3 1.1

V15-S-L smooth 15 irregular 19 1.6

V15-S smooth 15 8–95 3 1.6

V20-S-L smooth 20 irregular 19 2.1

V20-S smooth 20 8–95 3 2.1

V20-R rough 20 8–95 3 2.1

The irregular positions are: 8, 14, 26, 35, 50, 65, 74, 86, 95 [cm].

This setup allowed for manual control of the probe while ensuring minimal vertical
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disturbances, enabling temperature profiling from 8 cm above the floor to 5 cm

below the ceiling. The UFT-2B, with its sensing element aligned parallel to the

mean flow of the LSC, recorded time series of two durations: 19 min and 3 min.

While these recording lengths are shorter than those typically used in RBC ex-

periments, analysis based on the framework by Lenschow et al. (1994) confirmed

that both time series converged. The experimental conditions are summarized in

Table 2.2. For a more detailed description of the measurements, refer to Grosz

et al. (2024), along with the data processing methodology outlined in Sec. 2.5.

This study aimed to enhance the understanding of small-scale temperature

fluctuations in thermally-driven convection within the chamber, with a particular

focus on the regions near the bottom and top boundaries. It looked for valu-

able insights that could inform future experiments and contribute to the study of

microphysical processes relevant to the real atmosphere, such as supersaturation

fluctuations.

A secondary aspect of the study examined the role of surface topography.

One experimental configuration featured rough boundaries, created by placing

aluminum bars on the floor and ceiling to form longitudinal stripes. Subsequent

UFT deployments were performed after removing these bars to compare tem-

perature fluctuation properties between smooth and rough boundary conditions.

However, due to excessive battery drainage, part of the dataset was lost, leaving

only one rough boundary case available for analysis in this study.

2.4 EUREC4A

2.4.1 Campaign overview

The term EUREC4A stands for ElUcidating the RolE of Cloud–Circulation Cou-

pling in ClimAte and describes a 2020 research field campaign in the trade-wind

region of northwestern tropical Atlantic Ocean east of Barbados. This campaign

investigated the interplay between shallow comulus clouds, convection, and circu-

lation, along with other components of the Earth system, such as upper-ocean pro-

cesses and the life cycle of particulate matter. The primary focus was to assess how

these elements of the climate system would respond to warming. The extensive

scale of the study area, the large number of researchers involved, and particularly

the high degree of coordination across 59 mobile platforms were uncommon com-

pared to other similar programs. This complexity necessitated a lengthy prepa-

ration period to enhance the accuracy of cloud measurements in the trade-wind

region (Stevens et al., 2016, 2019). By developing new measurement methods to
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constrain large-scale mean motions and by deepening the understanding of cloud

patterns, the research was able to overcome limitations that had hindered previous

studies (e.g., GATE Greenfield and Fein (1979), ASTEX Albrecht et al. (1995),

and RICO Rauber et al. (2007)).

Figure 2.5: The EUREC4A campaign research field in the Lower North Atlantic
Trades with three study areas marked (A, B, and C). The Tradewind Alley (areas
A and B) extends between the Northwest Tropical Atlantic Station (NTAS) and
the Barbados Cloud Observatory (BCO, radar range marked light green). The
TO operated within the circle (marked A), sampling clouds at various altitudes.
The Boulevard des Tourbillons (area C) represents a region influenced by the
North Brazil Current, which could feature a different large-scale environment due
to large freshwater filaments advected from the South American coast. Figure
from Stevens et al. (2021).

EUREC4A addressed several key scientific objectives, including testing hypothe-

sized clouds-feedback mechanisms related to climate sensitivity, which potentially

explain discrepancies in climate modeling, establishing benchmark measurements

for a new generation of models and satellite observations (Bony et al., 2017),

studying air-sea interactions and cloud formation, and quantifying the factors

influencing the sub-cloud layer, such as mass, energy, and momentum budgets.
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The study areas of EUREC4A are illustrated in Fig. 2.5. A more comprehensive

overview of the campaign’s objectives, activities, measurement platforms, and

collected data is provided in Stevens et al. (2021).

2.4.2 Experimental strategy & data

EUREC4A focused on quantifying the diurnal variability of cloudiness and its

surrounding environment, which required the use of four heavily instrumented

aircraft: the High Altitude and Long Range Research Aircraft (HALO), the ATR,

the WP-3D Orion (P3), and the British Antarctic Survey (BAS) Twin Otter (TO).

Figure 2.6: Map of airborne operations during the EUREC4A campaign. In ad-
dition to aircraft missions, uncrewed aerial systems (UASs) were used such as
BOREAL, CU-RAAVEN, Skywalkers, and instrument boxes (MPCK-plus and
mini-MPCK) flown with CloudKites attached to research vessels. Total flight
time or number of soundings are indicated in parentheses. Figure from Stevens
et al. (2021).

The TO’s objective was to perform daily, repeated penetrations of cumulus cloud

shells and sub-cloud layers at various altitudes within the lower atmospheric
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boundary layer. As indicated in Fig. 2.6, flights were mostly conducted in the

western region of the EUREC4A-Circle. These operations totaled 85 h, reaching

altitudes of up to approximately 5 km, with most measurements concentrated

around 1.5 km. The aircraft was equipped with the UFT-2B, which was attached

to the Best Air Turbulence (BAT) probe, separated by approximately 10 cm (see

Fig. 2.7), allowing for undisturbed data collection in variable environmental con-

ditions. In addition to the UFT, the TO was equipped with the Meteorological

Airborne Science INstrumentation (MASIN) system, which provided 1 and 50 Hz

data on GPS position, pressure, temperature, H2O molar ratio, and 3D veloc-

ity components from the BAT probe. There were also two cloud spectrometers

collecting data on cloud microphysics. Both instruments were located under the

wings and separated by approximately 5 m. One was the Fast-Forward Scattering

Spectrometer Probe (FFSSP), which operated at a 50 Hz resolution, and the other

was the Cloud Droplet Probe (CDP), sampling data at 1 Hz. Unfortunately, due

to technical issues some flights were covered only by CDP resulting in lower LWC

data resolution.

Figure 2.7: UFT-2B mounted on the BAT probe on TO. Pictures taken by M.
Posyniak.

Overall, UFT-2B provided data from 7 TO flights, resulting in 150 cloud (CL)

segments (using an LWC threshold of ⩾ 10−3 gm−3 and temperature observa-

tions), 13 boundary layer (BL) segments (p ⩾ 1010 hPa), and 24 free atmosphere

(FA) segments (without cloud cover and with p < 1010 hPa). Additional criteria

required that selected segments only include horizontal flights lasting a minimum

of 1 s, which, given the typical TO speed of 65 ms−1, corresponds to a minimum
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distance of 65 m. Moreover, the velocity fluctuations were of the order of a few

m/s this is why the frozen flow hypothesis is applicable. The further data method-

ology is described in Sec. 2.5 along with the summary of the collected dataset in

Table 2.3.

Table 2.3: List of the TO flights with the corresponding measurement details.

Flight Date CL segments BL segments FA segments Spectrometer

F1 Jan. 24 13 0 1 FFSSP

F2 Jan. 24 6 0 1 FFSSP

F3 Jan. 26 0 3 3 —

F4 Jan. 28 84 5 8 CDP

F5 Jan. 28 15 0 1 CDP

F6 Jan. 30 32 4 7 CDP

F7 Feb. 2 0 1 3 —

150 13 24

For an extensive description of the atmospheric soundings from between 8 Jan-

uary and 19 February 2020, see Stephan et al. (2021). Here, I summarize only

the aspects relevant to this work, specifically, the synoptic conditions provided

by radiosondes launched from the research vessel Meteor and Barbados Cloud

Observatory (BCO) which operated closest to the TO flights. According to the

data, the lifting condensation level (LCL) was approximately constant through

the given period of time and was located at about 670 m, corresponding with

∼ 900 hPa. The depth of the trade-wind cumulus layer is characterized by the

hydrolapse, defined as the mean height where mean relative humidity on a cen-

tered running 500 m range first drops below 30%. It exhibits a moderate vari-

ability during the first three flights reaching almost 4.9 km (∼ 600 hPa) in the

BCO data but remained relatively constant in the following days yielding about

2.37 km which translates into ∼ 800 hPa. Both observations and ceilometer mea-

surements (installed on the vessel) indicated that the dominant low-level clouds

during the campaign were cumulus and stratocumulus. The reported technical

codes, specified by the World Meteorological Organization (WMO) Cloud Atlas,

were CL = 8 and CL = 21 which suggests the cumulus clouds were of „moderate

1these symbols comes from the WMO cloud classification aid (access: Feb. 28, 2025)
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or strong vertical extent, generally with protuberances in the form of domes or

towers”2 and stratocumulus bases were usually located above cumulus structures.

For more details please refer to Sec. 3.2 as well as Fig. 8 and 9 in Stephan et al.

(2021).

To date, no overview paper has been published on the results obtained with

TO instrumentation, except for Król et al. (2024). The authors, using the same

dataset, presented a novel approach for interpreting airborne turbulence measure-

ments through recurrence quantification analysis, particularly to extract informa-

tion about the dynamical boundaries of the clouds.

2.5 General data methodology

The UFT data was sampled at different frequencies depending on the research:

20 kHz for the Π Chamber and TO experiments, and 3 kHz for the LACIS-T wind

tunnel measurements. The collected time series underwent a standardized pro-

cessing procedure consisting of several steps. First, voltage fluctuations recorded

by the UFT were converted into temperature using a reference sensor and simple

linear regression. The instrumentation varied by experiment: a 1 Hz thermo-

couple for the Π Chamber, a 3 Hz Pt100 sensor for LACIS-T, and a 0.7 Hz

non-deiced Goodrich Rosemount Probe (102E4AL) for airborne TO operations.

Next, electronic artifacts were identified and removed through detailed time series

analysis(e.g. filtering out recorded pilot conversations during EUREC4A flights).

A Butterworth filter (10th order) was then applied, with cutoff frequencies set

at 2 kHz for the Π Chamber and EUREC4A data, and 1.5 kHz for LACIS-T

measurements. Finally, the data was averaged to 2 kHz and 1.5 kHz, respectively.

Temperature measurement uncertainty is neglected in this study because the

sensors have high accuracy (Haman et al., 1997; Kumala et al., 2013), and the

influence of environmental variability and flow conditions is difficult to estimate

in airborne measurements (Wendisch and Brenguier, 2013).

Further methodological details are provided in the following sections.

2citation from the WMO website (access: Feb. 28, 2025)
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CHAPTER3
Laboratory experiments

3.1 LACIS-T

3.1.1 Basic thermal characterization

As mentioned in Subsec. 2.2.1, the basic thermodynamic description of the tunnel

has been provided in Niedermeier et al. (2020) and Nowak et al. (2022). How-

ever, no high-resolution temperature measurements have been performed to study

scalar field fluctuations. Due to the facility design and the given stream settings

(see Table 2.1), large temperature differences can be expected over short time

scales, particularly at x = 0 cm, where mixing is most intense. This is why two

experiments with changing conditions have been designed as described in Subsec.

2.2.2 and in Tab. 2.1.
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Figure 3.1: One second temperature fluctuations T ′ series at x = 0 cm.

Selectively chosen one-second temperature fluctuations recorded at x = 0 cm with

the UFT-2A are presented in Fig. 3.1. The mean values have been removed for
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clarity, i.e., T ′ = T − ïT ð. The upper panel, showing the D-1-MIX case, exhibits

higher temperature variability, with peak-to-peak amplitude reaching nearly 20 ◦C

within ∼ 0.06 s, compared to the D-2-MIX case, where a change of about 10 ◦C

occur within ∼ 0.01 s.
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Figure 3.2: Standard deviation ÃT (top) and the overall T distribution in the
measurement section (bottom), both plotted as a function of x. Error bars indicate
ÃT , and the regions corresponding to the streams are marked as „A” and „B” at
the bottom of each panel.

To better understand these temperature profiles, basic statistical tools have

been employed. Top panel of Fig. 3.2 presents the standard deviation ÃT distri-

bution for both cases, confirming the previous observations: in the central region,

ÃT exceeds 4 ◦C in the D-1-MIX case, while for D-2-MIX, it reaches about 2.5 ◦C.

The magnitude of the standard deviation gradually decreases as the sensor moves
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toward the windows. Two interesting observations are worth mentioning. The first

is a slight shift in the ÃT peak for D-2-MIX toward the A stream and a steeper

right slope in the D-1-MIX ÃT distribution. The physics behind this behavior

remains unclear due to the lack of additional data (e.g., velocity profiles), but it

is presumably related to differences in the mixing dynamics of both cases. The

second observation concerns the non-flat tails of both distributions near the left

window. As mentioned in Niedermeier et al. (2020), the measurement section is

not heat-insulated, and the small influence of outside conditions can be observed

in the vicinity of the glass windows, particularly when the temperature difference

between the lab and the air streams is significant (the lab temperature typically

oscillates around 20 ◦C). For better context, the bottom panel of Fig. 3.2 presents

the general T distribution within the measurement section.
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Figure 3.3: Skewness µT distribution in x. Uncertainties were calculated using

formula ¼γT =
√

6M(M−1)
(M−2)(M+1)(M+3)

where M denotes the number of samples. At

the bottom of the graph streams’ regions are marked with „A” and „B”.

The third statistical moment, shown in Fig. 3.3, provides further insight into

the temperature profile within the tunnel. The scalar distributions are nearly

symmetrical in the central region but become increasingly skewed toward the

windows, with two maxima at x ≈ −4.5 cm and x ≈ 4.5 cm, exhibiting opposite

signs. In regions with lower stream temperatures, the positive maxima approach

µT ≈ 5, whereas for the warmer streams, the negative peaks do not overlap, reach-

ing µT ≈ −15 for D-2-MIX and µT ≈ −23 for D-1-MIX. This strong asymmetry

is not easy to explain. If external conditions were responsible, both sides of the

tunnel would likely exhibit similar behavior. These two positions are equidistant
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from both the most intense mixing region and the measurement section windows,

meaning these regions could be affected by either thermal filaments form the cen-

tral mixing or from the outside conditions. On the other hand, the magnitude of

the „B” stream skewness might indicate the presence of an obstacle (e.g. other

instrumentation) that could have slightly modified the flow near the UFT sensing

element. However, verifying this hypothesis is extremely difficult, as the mea-

surements were taken almost 6 years ago, and no such details were recorded in

the experiment notes. It remains possible that both factors contributed to the

observed measurements. The influence of external conditions is evident though

near the windows. On the left side, temperature distributions remain positively

skewed, with a constant value of µT ≈ 2.5, whereas on the right side, they become

more symmetrical as they approach the window.

3.1.2 Spectral analysis

In the next step, the signals were decomposed into discrete frequencies using

Power Spectral Density (PSD) analysis with the Welch algorithm (window length

of approximately 1/13 of the total segment and 50% overlap). Results from both

experiments are presented in Fig. 3.4. The spectra for D-1-MIX and D-2-MIX

exhibit a similar structure, with maximum PSDs characterizing the central mixing

zone and a gradual shift toward lower spectral densities as the measurements

approach the windows. While the overall PSD structure is comparable, in the

middle of the tunnel, the spectral lines for D-1-MIX are an order of magnitude

larger due to the stronger temperature difference between the two streams (25 K

versus 16 K). Moreover, Nowak et al. (2022) reported a peak in humidity spectra

at f ≈ 14 Hz in the mixing zone, which the authors attributed to wave-like

features arising from an inhomogeneous velocity profile in the central part of the

tunnel (see Sec. 4.1 in Niedermeier et al. (2020)). No such effects are observed

in the temperature spectra, most likely due to the difference between the UFT

point measurements and the path-averaged humidity data. However, for the series

corresponding to the x ≈ 0 cm measurements, P (f) maxima appear in the range

of 12 to 16 Hz.

The averaged spectra over this frequency range are shown in Fig. 3.5. As

expected, both distributions are relatively symmetrical around x = 0 cm, but this

symmetry breaks at approximately ±5 cm from the center, where local minima are

observed, followed by an increase in PSDs. This observation aligns with the results

in Fig. 3.3, suggesting that these regions experience least intensified dynamics

events. Fig. 3.5 also provides additional evidence of the influence of external
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Figure 3.4: Frequency domain spectrum for D-1-MIX (top) and D-2-MIX (bot-
tom). Color gradient represents horizontal scan along x-axis.

conditions within the measurement section, as the extrema differ by almost two

orders of magnitude.

To normalize the spectral curves across different x positions, the scaling method

proposed by Zhou and Xia (2001) was applied. This method employs the f 2P (f)

function to determine peak frequencies fp, around which the PSDs collapse into

universal functions. Fig. 3.6 presents sample graphs for selected data from Fig.

3.5. To estimate the maxima, raw spectra were averaged over equidistant logarith-

mic frequency bins, yielding twenty three bins per decade, following the method-

ology described in Siebert et al. (2006b) and Nowak et al. (2021). For D-1-MIX,

fp oscillates around two frequencies, 47 Hz and 72 Hz, whereas for D-2-MIX, most

peaks occur near 50 Hz. Notably, some f 2P (f) curves, especially near the „B”

stream window, exhibit very weak extrema.
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Figure 3.5: Spectrum from Fig. 3.4 averaged in a range of 12-16 Hz. Squares
correspond with the data used in the following analysis.

The collapsed and non-dimensionalized form of selected curves from Fig. 3.4

is presented in Fig. 3.7. The first notable observation is that noise levels in

both cases increase gradually, with lower noise magnitudes for data at x ≈ 0 cm

and significantly higher noise levels near the windows. Additionally, spectra from

positions x > 3 cm exhibit reduced magnitudes with relatively flat slopes. To

identify the corresponding spectral regimes, a linearity criterion was applied using

the log-log Pearson correlation coefficient for resampled points. The sampled

results for x = 0 cm are provided in Fig. 3.8, with the corresponding regime

boundaries in the non-dimensionalized domain: 0.2, 0.5, 1.5, 4, and either 8 or

11, depending on the experiment (see Fig. 3.8). Assuming a mean vertical flow

of w = 1.3 m, s−1 and fp = 50 Hz, these limits translate to approximate spatial

scales of 13.0, 5.2, 1.7, 0.7, and either 0.3 or 0.2 cm, respectively. All the fitted

power-law slopes are summarized in Fig. 3.9 along with the Pearson coefficients.

The first regime (13.0–5.2 cm) corresponds to tunnel dimensions and should

thus be associated with the facility-affected range, with power-law slopes osculat-

ing around −0.8 (D-1-MIX) and −0.5 (D-2-MIX). This is also the only range which

is characterized by the Pearson coefficients higher than −0.9 since the remaining

regimes are described mostly by near −1 values. Then we have relatively narrow

inertial range between 5.2 and 1.7 cm with slopes of ∼ −5/3. This observation

align with Niedermeier et al. (2020) results which also reported not fully evolved

inertial range in the TKE spectra basing on their experiments with uniform, dry

conditions. The authors related this feature with s small Taylor-Reynolds number
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Figure 3.6: Scaled spectrum of f 2P (f) with marked mean fp values for D-1-MIX
(top) and D-2-MIX (bottom).

of Reλ = 30 generated in the LACIS-T.

The dissipative regime is localized between 1.7 and 0.7 cm and is characterized

by most diverse slopes (see Fig. 3.9). In the central positions they oscillate around

-4 (D-1-MIX) and -5.5 (D-2-MIX) but the regions outside the mixing zone exhibit

different behavior. The positions within the „B” stream have relatively similar

slopes of ∼ −4.5 despite the changing conditions. However, it seems that the

region on the other side almost lacks the developed desipative range since there

are no significant differences with the inertial range slopes. Again at x = 5 cm

the minimum in observed.

The last distinguishable regime lays between 0.7 and 0.3 or 0.2 cm and occurs

merely in the mixing zone. These dimensions correspond withe the size of the
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Figure 3.7: Scaled spectrum of P (f)/P (fp) versus f/(fp) for D-1-MIX (top) and
D-2-MIX (bottom).

sensing element in the UFT which relates the observed range with instrument-

affected regime. The instrument averages signals over its length, this is why the

effect on the scales comparable to its sizes are then induced by its own action.

The corresponding slopes are about −8.5.

So far the scalar spectrum discussion focused on the power-law relations due

to the fit simplicity and close to −1 values of the Pearson correlation coefficients.

However, as noted in Pope (2000) to analytically study energy spectrum Eq. 1.4

can be supplemented with the non-dimensional functions fl and fη as follows

E(k) = CKïϵð
2/3k−5/3fS(kS)fη(k¸). (3.1)

The function fS determines the shape of energy-containing range and tends to
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Figure 3.8: Scaled spectrum at x = 0 cm from Fig. 3.7. The regimes’ limits are
0.2, 0.5, 1.5, 4, and 8 or 11 (depending on the experiment) which assuming the
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unity for large kS. S here is a lengthscale defined as K
3

2/ϵ where K is the TKE.

On the contrary, fη describes the dissipative regime of a spectrum converging to

unity for small k¸. Both functions vanishes in the inertial range reducing Eq. 3.1

to the well known form of Eq. 1.4. There are three main fη variants which can be

used to characterize small-scale part of the energy spectrum. The most general is

so-called Pope spectrum of a form

fη(k¸) = exp
(

´{[(k¸)4 + c4η]
1/4 − cη}

)

, (3.2)

where following Pope (2000) ´ = −5.2 and cη = 0.4. For cη = 0 the above reduces
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Figure 3.9: Scaled spectrum fit coefficients (left) and the Pearson correlation
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to simple exponential spectrum

fη(k¸) = exp(´k¸) (3.3)

with ´ = −2.1. An alternative version of the spectrum is the Pao spectrum

defined as

fη(k¸) = exp
(

´{k¸}4/3
)

. (3.4)

In this case literature suggests that ´ = −2.25. Recently Akinlabi et al. (2019)

showed with the DNS velocity spectra from stratocumulus cloud-top mixing layer

that Eq. 3.2 provides a better fit. A similar approach, investigating the application

of Eq. 3.2 in passive scalar spectra, was explored in the numerical study by Wang

et al. (1999), where the authors obtained coefficients very similar to those reported

in Pope (2000). However, to the best of the author’s knowledge, no experimental

verification has been conducted yet. Consequently, Eq. 1.5 transforms as follows:

Eθ(k) = COïϵθðïϵð
−1/3k−5/3fη(k¸). (3.5)

To employ this methodology the spectra need to be translated from frequency to

wavenumber domain utilizing the following transformations:
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k ≈ f̃ = 2Ãf/w,

P (k) ≈ P (f̃) = P (f)w/2Ã.

where P (f̃) and f̃ represent the scaled frequency spectrum and the scaled fre-

quency respectively. The usual way of presenting such spectra includes the Kol-

mogorov length scale, defined as ¸ = (2Ã)/kφ, with kφ being the wavenumber noise

level. Then the scaled P (k¸) spectrum was adapted to repeat the methodology

of equidistant bin separation and the procedure of Zhou and Xia (2001). Fig.

3.10 presents the estimation of kp¸, what is a direct analogy to fp in the scaled

k¸2P (k¸) spectra.
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Figure 3.10: Analogical to Fig. 3.6 scaled spectra of k¸2P (k¸) versus k¸ for D-1-
MIX (top) and D-2-MIX (bottom) cases.

Unlike the corresponding plot in the frequency domain (see Fig. 3.6), kp¸ variables

do not oscillate around one value. Here, a gradual increase in kp¸ values towards
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the windows regions is observed, spanning the k¸2P (k¸) values between ∼ 0.6 to

∼ 4. Note that the curves representing the x > 3 cm positions have relatively

flat curvature in area where the maxima are expected which corresponds with the

observations from Fig. 3.6.
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Figure 3.11: Dissipative branch of the spectra scaled in wavenumber domain for
D-1-MIX (top) and D-2-MIX (bottom) cases.

Fig. 3.11 shows P (k¸)/P (kp¸) versus k¸/kp¸ dissipative branches of the spec-

tra form Fig. 3.7 in logarithmic-linear picture. Conclusions can be made similar

to those raised before, the noise level is significantly lower in the positions near

the center where the turbulence is more developed, and the near windows regions

have very short dissipative branches which is especially evident on the „B” side.

The last step involved fitting the curves from Eq. 3.2, 3.3, and 3.4 in the

dissipative regime marked in Fig. 3.8. The results for x = 0 cm cases are presented
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in Fig. 3.12. In the given range all functions are accurate mostly overlapping

each other. However, outside the limits and further at even smaller scales the Pao

spectrum outlines the data suggesting that the Pope and exponential formulas

might be a better choice. Worth noting here is also the fact that D-2-MIX curve

has shorter scaled spectrum reaching the noise level at k¸/kp¸ ≈ 7 whereas for D-

1-MIX it happens at k¸/kp¸ ≈ 11. Similarly, the noise level itself is located lower

for the case of higher temperature difference between the streams which clearly

indicate more intensified and more developed turbulence presence in D-1-MIX

experiment.
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Figure 3.12: Dissipative branch of the spectra scaled in wavenumber domain at
x = 0 cm. The fitted curves represent Eq. 3.2, 3.3, and 3.4. Graphs show D-1-
MIX (left) and D-2-MIX (right) cases.

Fig. 3.12 shows the fittings characterizing only the central position but the

same procedure has been performed in the remaining locations along x. The

spectra exhibit no evidence of additional regime but rather gradual decrease up

to the noise level suggesting that the sensor itself had minimal effect on the spectra

shapes. Ultimately, the results are coherent proving that the Pope and exponential

equations describe the dissipative regime in the LACIS-T better. This is why

the summary graph in Fig. 3.13 provides merely the coefficients from these two

formulas along with the Pearson correlation coefficients excluding also some the

data from x > 3 cm due to the lack of developed dissipative branches in the data

from these regions.

In general, the differences between ´ coefficients among the both formulas

are minor suggesting that even the simplest exponential fit from Eq. 3.3 can

characterize the spectra with satisfactory effectiveness. The ´ coefficients are in
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a range from ∼ −1 to ∼ −2 which only approach the reported values in Pope

(2000) but it is understandable considering small Taylor-Reynolds number. The

corresponding cη coefficients span between 0 and ∼ 1.5 with most nonzero values

localized in the central area of the tunnel demonstrating that the turbulence there

is complex.

 

-1 -0.99 -0.98
Pearson coef.

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
PSD coefficients

-8

-6

-4

-2

0

2

4

6

8

Po
si

tio
n 

[c
m

]

Pope, ³
Pope, c·
exponential, ³

Figure 3.13: Fit coefficients for the scaled spectrum in wavenumber domain (left)
and the Pearson correlation coefficients (right). The lighter color shades char-
acterize D-1-MIX experiment whereas the darker color shades are assigned for
D-2-MIX series. The coefficients are accompanied by 95% confidence bounds.

The near-zero cη coefficients are accompanied by large 95% confidence bounds,

which might result from numerical calculations. On the other hand, the spec-

tra coefficients of the „A” stream show much simpler characteristics with mostly

insignificant differences between both formulas.

The dissipative branch data in the „B” stream exhibits the opposite properties

though revealing some form of a trend in the ´ coefficient leading to smaller

values with respect to x ≈ 0 cm spectra. It remains unclear whether it is directly

related with the effect discussed before. The corresponding Pearson coefficients

are close to negative unity confirming the proper dissipative range distinction.

3.2 Π Chamber

A detailed description of the experiments conducted in the Π Chamber along with

the extensive analyses can be found in the preprint Grosz et al. (2024) whereas its

accepted version is added in Appendix C. In the given section only major results

will be presented.

Small-scale temperature profiling revealed significant variations in the distribu-

tion of temperature fluctuations near the top and bottom surfaces. In particular,
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both the standard deviation (see Fig. C.5) and skewness (see Fig. C.6) showed

noticeable changes. Although measurements taken over 19 min and 3 min were

generally consistent, the shorter records exhibited higher variability in both mo-

ments. These variations were attributed to the dynamics of local thermal plumes

and their interaction with the LSC. Data analysis suggested that topographic ef-

fects did not introduce major differences, likely due to the limited length of the

time series (see last paragraph of Sec. C.3.1). However, recent numerical stud-

ies in the chamber suggest that rough boundaries can enhance thermal plumes

and amplify temperature fluctuations, while varying bar heights may cause LSC

reorientation and changes in thermal stratification (Zanganeh et al., 2024).
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Figure 3.14: Scaled spectra for V20-S-L case in wavenumber domain with three
defined regimes: inertial range (circles, 0.2 ⩽ k¸/kp¸ ⩽ 1), transition range
(triangles, 1 ⩽ k¸/kp¸ ⩽ 4), and dissipative range (squares, 4 ⩽ k¸/kp¸ ⩽ 20).
Legend includes the Pearson correlation coefficients denoted as p. Figure from
Grosz et al. (2024).

Further insights were gained through the PSD analysis, which revealed a

periodicity in the LSC that varied with the temperature difference (see Fig.

C.7). The observed periodicity was modeled by the power-law formula Ä e =

21.3 + 282.4 · ∆T−0.7, which was consistent with previous results by Anderson

et al. (2021). Three distinct dynamic regimes were identified (see Fig. 3.14): an

inertial range (slope ∼ −7/5), a transition range (slope ∼ −3), and a dissipative

range (slope ∼ −7). While it was unclear whether the spectra followed BO or

OC scaling, the slopes were too close to be easily distinguished. However, they

were slightly biased toward ∼ −7/5, which is characteristic of thermal convection

(see Subsec. 1.2.3). The scale break between the inertial and transition ranges
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was attributed to a dynamic shift from an LSC-dominated regime to a thermal

plume regime. The complementary discussion in the paper noted that a simi-

lar temperature spectra scaling of −2.7 was reported in the works of Chen and

Bhaganagar (see Subsec. 1.2.3). In the Π Chamber experiments, temperature

acted as an active scalar, potentially coupling the vector and scalar fields and

introducing nonlinear effects into the system. Additionally, variations in spectral

scaling were observed near the surface, while turbulence in the chamber’s center

resembled homogeneous, isotropic turbulence (see Fig. C.10). These differences

were also attributed to the behavior of local thermal plumes and their interaction

with the LSC (see the extended discussion in Sec. C.3.2).
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Figure 3.15: Dissipative branch of the spectra scaled in wavenumber domain at
h = 8 cm (left) and h = 50 cm (right). The fitted curves represent Eq. 3.2, 3.3,
and 3.4. Graphs made for the V20-S-L case.

To study the dissipative regime in more detail, the analysis related to Fig.

3.12 was repeated using the temperature time series from the Π Chamber. The

limits defining this regime were slightly adjusted, shifting the upper bounds to-

ward smaller values for a better fit. Ultimately, three formulas–Eq. 3.2, 3.3, and

3.4–were fitted to the data, showing good agreement. The results for two dis-

tinct vertical locations are presented in Fig. 3.15. As before, there were minor

differences between the fitted curves, with slight indications that the Pope and

exponential spectra provided better fits. A notable distinction between the graphs

is the change in noise levels, which is also observable in Fig. 3.14. When com-

paring both facilities in terms of dissipative regimes, it is worth to compare the

dimensional limits. In the case of the wind tunnel, these were 1.7 cm to 0.7 cm,

constrained by the presence of an instrument-affected regime at smaller scales.
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In the RBC chamber data, the dimensional limits ranged between 6.3 mm and

2.1 mm (assuming fp = 4 Hz and a mean flow of 0.1 ms−1), suggesting that the

regime could also be influenced by instrument properties.
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Figure 3.16: Fit coefficients for the scaled spectrum in wavenumber domain (left)
and the Pearson correlation coefficients (right). Graphs made for the V20-S-L
case. The coefficients are accompanied by 95% confidence bounds.

However, as Fig. 3.16 indicates, the ´ coefficients for both the Pope and expo-

nential spectra are uniform across the volume and resemble those observed in the

center of the wind tunnel (´ ≈ −1), arguing that the UFT itself had a mini-

mal impact on small-scale scaling in the Π Chamber study. This implies also

that events at smallest scales are independent of large-scale processes, resulting

in more universal scalar scaling in the dissipative regime. Again, the near-zero cη

coefficients are accompanied by large 95% confidence bounds, which might result

from numerical calculations.

Finally, the experimental results from the Π Chamber experiments showed

convincing agreement with the DNS conducted under similar thermodynamic con-

ditions, a rare comparative analysis in this field (see Sec. C.3.3 along with Fig.

C.11 and C.12). Velocity profiles further supported the interpretation of thermal

plume dynamics, and a method for converting spectra from the frequency to the

wavenumber domain (see Fig. 3.14).

52



CHAPTER4
Field experiments

4.1 Cloud boundaries

One of the objectives of the EUREC4A campaign was to study convective cloud

formation using four heavily instrumented research aircraft (see Subsec. 2.4.1).

Among them, the BAS Twin Otter conducted seven flights equipped with the fine-

scale temperature sensor UFT, sampling cumulus cloud shells and sub-cloud layers

at various altitudes. The atmospheric conditions and measurement strategy are

described in Subsec. 2.4.2. Figure 4.1 presents a sample temperature and pressure

time series from Flight F4, which is considered the most representative due to its

rich cloud segment statistics (84 segments in total) observed between 950 and

800 hPa.
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Figure 4.1: Temperature and pressure time series from the F4 flight, with cloud
segments (blue), boundary layer segments (red), and free atmosphere segments
(green) highlighted

This flight will be used to highlight key thermal properties in the following dis-
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cussion, while temperature time series from the remaining flights are provided in

Appendix A.

As discussed in Subsec. 1.1.3, cloud boundaries should be defined in terms of

thermodynamic and microphysical properties. The top panel in Fig. 4.2 presents

sample 8 min cloud segments from Fig. 4.1, accompanied by LWC time series.

Notably, the segments satisfying the LWC threshold (LWC⩾ 10−3 gm−3), used to

identify cloud masks, coincide with significant temperature variability. Following

this, in the present study, cloud positions are identified using LWC data, while

the edges are recognized based on strong temperature fluctuations, relying on

high-resolution UFT-2B measurements.
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Figure 4.2: Sample cloud region from Fig. 4.1 versus LWC data (top) and a
zoomed-in cloud with the Ç series (bottom).

In this example, temperature decreases by approximately 2 ◦C at the clouds
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boundaries and exhibits strong fluctuations within the cloud interiors. The bot-

tom panel of Fig. 4.2 provides a zoomed-in view of two segments. Initially,

the temperature remains stable but rises by about 2 ◦C after ∼ 2 s, fluctuating

strongly just before cloud penetration which may be associated with a detrained

air masses forming a downdraft descending along the cloud boundary. Such flow

can eventually create a subsiding shell around the cloud (see Subsec. 1.1.3). A

subsequent sharp temperature drop (∼ 2 ◦C) coincides with an increase in LWC,

indicating that the aircraft crossed the cloud’s dynamic boundary. The following

fluctuations suggest the presence of complex processes within the cloud volume,

including turbulent mixing and phase transition. After exiting the cloud, the tem-

perature rises and stabilizes for about a second before dropping again, marking

another cloud penetration.

The clouds in Fig. 4.2 observed on Jan. 28 and at approximately 850 hPa, were

penetrated by the aircraft at mid-height and exhibited lower temperatures com-

pared to their surroundings. This phenomenon may be attributed to the environ-

mental conditions during the early stage of convection, which were influenced by

the ocean (water vapor supply). The air masses likely experienced substantial pos-

itive buoyancy forcing, contributing to humidity variations (Nowak et al., 2025),

ultimately leading to the observed temperature gradient in the cloud segments

during EUREC4A.

4.2 Temperature dissipation in atmosphere

Sec. 1.3, and more precisely Eq. 1.6, gives a canonical formula to estimate

temperature dissipation rate in flows. However, for this study a normalized version

was developed in which the actual dissipation rate is divided by the norm of the

averaged dissipation estimated over a given segment. Assuming validity of Taylor

frozen hypothesis, the partial derivative can be substituted by ∂i = − 1
U
∂t (where

U represent the mean velocity U =
√

(u2 + v2 + w2) and then translated into the

discrete domain. As a result, the obtained normalized dissipation formula yields

Ç =
¶T 2

ï¶T ð2
, (4.1)

where ¶T represents here temperature differences between the consecutive time

series records. The bottom panel of Fig. 4.2 shows sample Ç series in just before

the cloud penetration began and its variability inside the cloud volume. Notably,

the highest value spikes are within approximately the cloud margins on both sides

of the horizontal passage reaching about 300 whereas the regions of significant
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temperature fluctuations within the cloud cores generally correspond with values

below 50. The Ç variability just before the cloud boundary exhibits relatively

similar characteristics which indicate some cloud related dynamic effects.

During the EUREC4A aircraft operations, not only were clouds studied, but

also the general mechanisms of convection to better address key scientific questions

(see Subsec. 2.4.1). To achieve this, the Twin Otter conducted horizontal flights

at different altitudes–below, between, and above clouds. In the first case, the

aircraft typically flew at an altitude corresponding to the nearby BCO station.

Figure 4.3 presents a 10 min sample temperature series from the lower boundary

layer, along with a zoomed-in segment and Ç fluctuations.
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Figure 4.3: Sample boundary layer region form Fig. 4.1 (top) and a zoomed-in
segment with the Ç series (bottom).

The graph illustrates a relatively weak temperature dissipation rate, with values

typically below 30, corresponding to a stable temperature level with an amplitude
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not exceeding 1 ◦C. The spikes visible in the top panel of the figure are electronic

artifacts caused by aircraft pilot conversations. These artifacts were excluded

from the analysis through selective masking, as evident in the figure.

Similarly, the top panel of Fig. 4.4 presents analogous results from a selected

free atmosphere region. It covers a 50 min segment measured at different altitudes,

with a zoomed-in fragment shown in the bottom panel. This segment corresponds

to a typical cloud height but lacks an LWC signature above the adopted threshold.
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Figure 4.4: Sample free atmosphere region form Fig. 4.1 (top) and a zoomed-in
segment with the Ç series (bottom).

The plot is accompanied by the Ç distribution, revealing interesting observations.

The region marked in green exhibited temperature variability of a comparable

magnitude to that observed in typical clouds during this experiment; however,

the timescale of these changes differs. Based on the average aircraft velocity, the

∼ 2.5 ◦C rise and drop occurred over a distance of nearly 2 km. This temperature
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change could be attributed to local warm convective air masses, for example.

Similarly, the variability observed just before the green-marked region may result

from analogous processes. Additionally, it is important to note that during this

time, the aircraft was changing its altitude, which could have further intensified

the observed variations. The cause of the large Ç events remains unclear, as they

exceed the referential maximum scalar fluctuations typically associated with the

identified clouds. These events cannot be attributed to electronic artifacts or

sensor wetting and are characterized by a timescale of less than a second.
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Figure 4.5: Temperature dissipation rate distribution statistics charts with respect
to all identified clouds segments from 5 flights. The data is presented in the order
of the flight timeline.

So far, the discussion has focused on analyzing specific flight segments to

highlight different temperature features observed during the airborne experiments.

To provide a broader perspective on temperature dissipation rates in clouds, Fig.

4.5 presents extended Ç distribution statistics. The top panel shows bin width

characteristics for each identified cloud segment. The binning method follows the

Freedman-Diaconis rule, which is less sensitive to data outliers in heavy-tailed

distributions. The resulting bin widths range from 0.3 to 5. In F4 data, bin

widths increase in the latter part of the flight, likely due to higher temperature

variability in these clouds (see Fig. 4.1). The subsequent panels display the
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distribution of the number of bins (typically between 50 and 300), the number

of samples (ranging from 103 to 105, with a logarithmic scale), and the average

number of samples per bin (between 20 and 800).

The corresponding statistics for boundary layer and free atmosphere segments

are provided in Appendix B.

It should now be determined whether significant differences exist between the

analyzed segment types and, if so, to what extent. Sample Ç histograms are shown

in Fig. 4.6, where each point represents the apex and center of a bin, normalized

through the probability density function. To facilitate visual comparison, the

distributions were further normalized by dividing the number of counts per bin

(Nb) by Nb(Ç = 6). The resulting histograms exhibit a relatively similar behavior,

with most data characterized by low temperature dissipation rates, while the

highest Ç values occur least frequently, both contributing to elongated distribution

tails. On the other hand, the mid-range values display a quasi-exponential spread

this is why simple power laws in a form Nb = A · ÇB have been fitted.
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Figure 4.6: Sample normalized Ç histograms representing the three discussed
segment types: cloud (blue), boundary layer (red), and free atmosphere (green).
Nb stands for the normalized number of counts per bin. The fitted power-law
curves refer to light-colored points.

Typically, free atmosphere segments exhibit steeper slopes compared to bound-

ary layer and cloud regions, with longer Ç tails characteristic of high dissipation

rates. This may result from a more uniform temperature structure, occasionally

disrupted by strong fluctuations, such as the previously discussed downdrafts and

detrained air masses at cloud-forming altitudes. In contrast, boundary layer and

cloud segments display a more gradual incline, suggesting that higher tempera-
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ture variability is more frequent in these structures. No clear distinctions between

these two segment types have been observed.
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Figure 4.7: Power-law slopes for all identified cloud segments (top) with the cor-
responding RMSE (bottom).

Fig. 4.7 presents the fitted B coefficients along with root mean square errors

(RMSE) for all identified cloud segments. The values are sorted in ascending

order based on the average number of samples per bin, as shown in Fig. 4.5.

The resulting slopes predominantly fall within the range of −3 to −2.5, with

no apparent trend or correlation with the sorting methodology. However, the

corresponding RMSE distribution exhibits an increase as the data volume grows.

This pattern is observed across all flights, albeit with varying magnitudes, and

its origin remains unclear. According to Stephan et al. (2021), only during the

F1 and F2 experiments was the deepening of the moist layer correlated with an

increase in both cloud-top height and trade-wind inversion height (see Subsection

2.4.2). However, no additional thermodynamic variability was reported that could

have significantly influenced the temperature structure of the selected segments.

A possible explanation for the RMSE increase with data volume could be related

to limitations in power-law applicability or more complex temperature profiles

within the segments. Nevertheless, considering the analyzed data and the average

RMSE magnitude, the applied methodology yields satisfactory results with good

efficiency.

Fig. 4.8 presents analogous statistics to Fig. 4.7, this time characterizing BL

segments. The fitted B coefficients fall within a similar range and do not exhibit

any discernible trend. The corresponding RMSE series show no clear correlation

with the average number of samples per bin, except for the F4 dataset, which
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Figure 4.8: Power-law slopes for all identified boundary layer segments (top) with
the corresponding RMSE (bottom).

reveals a systematic increase. Please note, that RMSE values for BL segments are

an order of magnitude lower than those for CL segments discussed previously.
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Figure 4.9: Power-law slopes for all identified free atmosphere segments (top) with
the corresponding RMSE (bottom).

Similarly, Fig. 4.9 presents statistics for free atmosphere (FA) segments. The

fitted B coefficients exhibit a slight shift toward steeper slopes. The figure also

includes the corresponding RMSE values, but once again, no definitive correlation

with the average number of samples per bin can be established. The RMSE limits

remain consistent with those observed in Fig. 4.8.

Given the use of a simple power-law methodology to describe the normalized
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Figure 4.10: Relation between A and B coefficients for all cloud segments from
the F4 experiment, including 95% confidence bounds and pressure dependence.
The data is presented in the order of the flight timeline.

temperature dissipation rate spectrum, the analysis was extended to examine

whether the A and B coefficients are independent or exhibit a relationship. Fig.

4.10 presents these coefficients for the F4 flight, revealing characteristic peaks and

local monotonicity in a mirrored pattern. Notably, after segment number 40, the A

factors stabilize around 30, while the corresponding B coefficients oscillate around

−2 with slightly reduced fluctuations. Since the datasets follow the flight timeline,

the chart is supplemented with a pressure time series. The observed change aligns

with an altitude shift, where the aircraft transitions from approximately 930 hPa

before segment 40 to a gradual increase up to 820 hPa afterward. However,

establishing a direct link between flight altitude and slope coefficient variability

is based on a single flight and the remaining flights do not provide sufficient data.

Therefore, this observation should be considered an exploratory finding rather

than a definitive conclusion.

The analysis of the relationship between the two power-law coefficients has

been extended to all flights and segments. The results, where coefficient B is

plotted against A, are presented in Fig. 4.11. In a lin-log representation, the

data points exhibit a quasi-linear arrangement and follow the fitted logarithmic

relationships

CL segments: B = −0.53 · log(A)− 0.21, (4.2)

BL segments: B = −0.51 · log(A)− 0.37, (4.3)

FA segments: B = −0.51 · log(A)− 0.48. (4.4)
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Figure 4.11: B versus A coefficients showed for all the identified cloud segments
(left top), boundary layer segments (right top), and free atmosphere segments
(bottom left) from 7 flights. The fitted curves ale accompanied by 95% confidence
bounds with RMSE placed in the legends. The bottom-right chart presents all
data combined, along with the three fitted curves.

The above discussion, along with the formulas from Eqs. 4.2, 4.3, and 4.4,

leads to two key conclusions. First, the temperature dissipation rate spectrum

can be effectively described by a power law, where the coefficients are related by a

logarithmic relationship. Second, this relationship appears to be universal across

the studied atmospheric flows.

4.3 Temperature dissipation in laboratory

Given the high-resolution laboratory datasets, Fig. 4.12 presents the normalized

temperature dissipation rate distributions from the D-1-MIX, D-2-MIX,
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Figure 4.12: Histograms of Ç for two LACIS-T experiments: D-1-MIX (top) and
D-2-MIX (middle), as well as three Π Chamber experiments performed at h =
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matches that in Fig. 3.6.
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and V20-S-L experiments, analogous to Fig. 4.6 for EUREC4A. The laboratory

data were processed using the same methodology as the atmospheric temperature

series.

The top and middle panels of Fig. 4.12, corresponding to LACIS-T experi-

ments, exhibit Ç distributions similar to those in atmospheric segments. The data

points form quasi-linear arrangements with elongated tails on both sides, and

most datasets overlap within the observed Ç range. However, a few outlier series

are shifted left, particularly near the tunnel edge, indicating inhomogeneities as

discussed in Sec. 3.1. The primary difference between the two panels is in the Nb

and Ç ranges: D-1-MIX shows a broader Ç spectrum due to a larger temperature

difference between the flows. Compared to D-2-MIX, its lower Nb limit shifts by

an order of magnitude, while the upper Ç limit is about four times higher.

For the Π Chamber experiments, the Ç series at h = 8 cm above the floor show

more convergent distributions than those in LACIS-T. The V20-S-L and V15-S-

L cases largely overlap, both exhibiting quasi-linear arrangements. In contrast,

the V10-S-L dataset features smaller temperature fluctuations, shifting the lower

branch of the Ç distribution left. Despite this, high scalar fluctuations persist,

and all three cases share a similar upper Ç limit. This behavior may result from

thermal plumes passing the sensor Grosz et al. (2024), where localized temperature

jumps contribute to the observed Ç tail. TheNb lower limits are comparable across

the three cases, falling between those of D-1-MIX and D-2-MIX.
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Figure 4.13: Overlapped Ç histograms for the D-1-MIX and D-2-MIX experiments
at x = 0 cm, along with the V20-S-L experiment performed at h = 8 cm above
the floor. The background datasets correspond to Fig. 4.6, which presents sample
Ç series characteristics for different atmospheric regions during EUREC4A.
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To summarize this part, Fig. 4.13 compares normalized temperature dissipation

rate distributions across different flow types. Faded background series represent

Fig. 4.6, with one series from each LACIS-T experiments at x = 0 cm and

the V20-S-L Π Chamber dataset at h = 8 cm superimposed. The latter closely

resembles atmospheric distributions, while LACIS-T results at x = 0 cm lack

comparably high Ç values. This suggests that the highest dissipation rates are

more frequent outside the tunnel center, potentially due to external influences (see

Subsec. 3.1.1).
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CHAPTER5
Summary and discussion

The presented study addresses the problem of small-scale temperature fluctua-

tions in different flow regimes. Temperature time series were collected both in

laboratory facilities, such as the LACIS-T wind tunnel and the Π Chamber under

dry and clean conditions, as well as in the real atmosphere during the airborne

branch of the EUREC4A campaign. To the best of the author’s knowledge, most

of the obtained results are among the very first of their kind. This enabled a full

thermal characterization of both facilities across the entire range of scales, which

may be crucial for future experiments in laboratory environments. It also provides

a methodology and outlines possible future directions for achieving more precise

estimates of scalar field dissipation, suggesting that certain features of turbulent

flows may be more universal and not restricted to specific flow regimes. The sig-

nificance of the performed research is discussed in detail in the following three

points.

• Basic facilities characteristics: The controlled and undisturbed condi-

tions in both facilities allowed for precise, high-resolution scans along axes

with the highest thermodynamic variability. In the wind tunnel, two ex-

periments were performed under temperature differences of 25 K and 16 K,

respectively. The second statistical moment revealed two key features of the

facility: (i) the influence of outside conditions on streams mixing,

evidenced by an increase in ÃT on the „A” side, where the temperature dif-

ference between the measurement section and the laboratory was significant,

and (ii) changes in mixing dynamics between the two experiments,

indicated by shifts in ÃT peaks and asymmetric distribution slopes. The

latter feature may be related to wave-like structures in the tunnel center, as

reported in Nowak et al. (2022). Skewness analysis supported these obser-

vations, confirming the impact of limited thermal insulation and revealing

two scalar field inhomogeneities at x ≈ {−5,5} [cm]. These could

result from overlapping from both strong mixing in the tunnel center and
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boundary-layer effects near the windows. However, the enhanced skewness

on the „B” side may also be due to the presence of an obstacle (another sen-

sor), though this cannot be confirmed at present. These were the first high-

resolution measurements conducted in the tunnel, providing deeper insights

into the thermodynamic properties of the measurement section and high-

lighting the importance of careful instrumentation placement. According to

private discussions with Dr. Dennis Niedermeier, who manages LACIS-T,

the facility has undergone modifications, including a turbulence grid re-

placement, which could slightly alter flow mixing properties. Repeating the

measurements and analyses would help better address the current research

questions. A natural continuation of this work would be to conduct experi-

ments under moist conditions with supersaturation, as temperature fluctu-

ations and statistical moments are expected to exhibit greater variability in

the presence of phase changes. Additionally, future measurements at differ-

ent heights would be beneficial, as this study focused solely on z = 62 cm.

Such experiments are crucial for understanding mixing in flows with varying

properties, such as cloud margins and entrainment/detrainment processes.

The thermal characteristics of the Π Chamber have been summarized in

Sec. C.4, the accepted version of the preprint Grosz et al. (2024). Similar

to LACIS-T, future small-scale experiments should also investigate moist

conditions and regions closer to the lateral boundaries. As suggested in Sec.

1.1.4, heat fluxes, LSC, and thermal plumes exhibit strong variability in

these areas. Moreover, the present measurements were conducted without

the horizontal traverse arm, which is typically used to mount instrumenta-

tion. This helped minimize the influence of cabling and other sensors on

the turbulent structure of the upper flow region. For comparative studies, it

would be valuable to assess the extent to which the presence of the traverse

affects small-scale events.

• Power Spectral Densities: Studies on spectra aimed to distinguish

regimes across the full range of scales, assess the applicability of

energy spectral approaches to scalar spectra, and develop a ro-

bust methodology. In the case of LACIS-T, the collected data allowed

for the observation of dynamic changes as the sensor moved along the x-

axis. As anticipated, the region with the most intense turbulence mixing

exhibited the highest PSD values, which gradually decreased toward the

windows, reaching minima at approximately x ≈ {−5, 5} [cm]. The spectra

then increased again as the UFT moved closer to the boundaries, confirm-
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ing through PSD analysis that external conditions influence events inside

the tunnel. No wave-like features were observed, likely due to the point

nature of the measurements. However, the PSD maxima appeared within

a frequency range of 12–16 Hz, aligning with the 14 Hz peak observed in

humidity spectra reported by Nowak et al. (2022). The method proposed

by Zhou and Xia (2001) enabled spectral curve collapse, facilitating a more

straightforward comparison and indicating a gradual reduction in noise lev-

els, with the lowest values observed in the central region. The adopted

methodology of equidistant logarithmic binning, inspired by Siebert et al.

(2006a) and Nowak et al. (2021), provided a clear means to distinguish dy-

namical regimes. Using the linearity criterion of the Pearson correlation co-

efficient, four spectral ranges were identified: facility-affected, iner-

tial, dissipative, and instrument-affected. The facility-affected regime

corresponded to large-scale events comparable to the measurement section

dimensions. This, along with wave-like features, should be considered in

future experiments, as such effects inevitably overlap with other physical

processes. In the inertial regime, a −5/3 scaling was observed,

though only over a narrow range, as discussed in Niedermeier et al. (2020).

The subsequent dissipative power-law scalings at x = 0 cm were −4

and −5.5, depending on the experiment, with no direct equivalents

in the literature. However, the underlying physical principles of LACIS-

T differ significantly from previously studied cases. Here, two air streams

with different properties are mechanically mixed within a relatively small

volume, potentially leading to non-canonical effects. To better understand

this regime, an analytical approach proposed by Pope (2000) was applied.

Despite originating in energy spectral analysis, this method was successfully

used to describe the dissipative regime in the scalar field. The best fit was

provided by a simple exponential spectrum, with the resulting central-region

scaling oscillating around ´ = −1. Finally, the regime associated with the

sensor’s wire dimensions, referred here as the instrument-affected range,

was characterized by slopes of approximately −8.5.

On the other hand, applying the same spectral analysis to the Π Chamber

identified three regimes: inertial, transition, and dissipative, with

respective slopes of approximately −7/5, −3, and −7. An extended

discussion of these results is provided in Sec. C.4. The corresponding anal-

ysis of the dissipative regime, not included in Grosz et al. (2024), revealed

that all resulting slopes were consistent with previous findings, oscillating

around ´ = −1. This further suggests that the exponential spectrum ef-
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fectively describes the dissipative regime. Additionally, the comparative

analysis indicates that small-scale turbulence in the scalar field

is independent of large-scale events, which can vary significantly

between different systems. While this result has been anticipated, to

the best of the author’s knowledge, this study provides the first qualitative

confirmation in experiment. For future studies, it would be beneficial to

conduct similar small-scale point measurements incorporating both temper-

ature and velocity fields. This would enable a direct comparison of regimes

and scalings, complementing the current findings and enhancing their inter-

pretation, particularly for active scalars, since temperature data alone do

not provide a complete picture.

From a technical perspective, careful spectral observations in the dissipative

range also indicated that the sensor itself did not significantly influ-

ence the measurements at scales comparable to its dimensions.

This was confirmed by the absence of noticeable differences in monotonicity

across experiments in both facilities.

• Temperature dissipation rate: The final part of the thesis explores the

problem of normalized temperature dissipation rate, which slightly deviates

from the commonly used analytical formulation. To conduct the analysis,

airborne temperature time series collected over the subtropical

Atlantic Ocean were categorized into three data groups: clouds,

the boundary layer, and the free atmosphere. Preliminary results

indicated that cloud edges could be identified through sharp temperature

fluctuations (around 2 ◦C), making this approach a valuable tool for more

precise cloud detection. The standard method relies on LWC observations,

but in turbulence studies, this can significantly reduce the available informa-

tion on cloud dynamics. Therefore, in this work, clouds were identified

using LWC data, while their edges were determined based on high-

resolution UFT records.

Histograms of the selected segments revealed that, in addition to elongated

tails on both sides of the distributions, a quasi-linear range appears in a

log-log representation, which can be described by a simple power

law. The corresponding slopes fell within the range (−5,−1), showing a

gradual increase: moderate in clouds and steepest in the free atmosphere.

When compiling statistics across all identified segments, the two resulting

power-law coefficients were found to be depended following a loga-

rithmic relation across all three groups, yielding a very consistent
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fit. This result is not straightforward to interpret, as it represents what ap-

pears to be the first observation of its kind. More broadly, it suggests that

such a temperature structure could be a more universal feature

of atmospheric flows–an insight further supported by the Π Chamber

data. On the other hand, the time series from LACIS-T displayed slightly

different monotonicity, possibly due to the mixing mechanisms at play in

the tunnel’s center. The presented results could potentially improve the

formulation of the relationship between refractive index fluctuations in the

atmosphere and temperature fluctuations, possibly contributing to better

instrumentation performance (see, e.g., Friehe et al. (1975); Wesely (1976);

Wyngaard and LeMone (1980)). Moreover, as discussed in Subsec. 1.1.3,

recent studies suggest that supersaturation fluctuations play a crucial role in

understanding cloud droplet formation processes, making small-scale tem-

perature variability one of the key parameters in more accurate subgrid

models parametrization.

Sec. 1.3 refers to recent work by Lemay et al. (2020), which presents a

methodology for estimating temperature and energy dissipation rates di-

rectly from the dissipative range of the temperature spectrum in „slightly

heated flows”. According to the authors, the method is limited to passive

scalars and Prandtl numbers close to unity. To assess its applicability to

the datasets analyzed in this thesis, I conducted a similar study using the

Π Chamber temperature spectrum for a temperature difference of 10 K at a

height of h = 50 cm. This choice was based on the corresponding ϵ and ϵT

estimates reported by Niedermeier et al. (2018) (ϵ ≈ 6.5 · 10−4 m2 s−3 and

ϵT ≈ 3.5 · 10−3 K2 s−1). A slightly modified version of the formula proposed

by Lemay et al. (2020) was used,

ET (k) = COk
−5/3 exp(−´k¸)ϵT ϵ

−3/4¿5/4, (5.1)

following the discussion in Subsec. 3.1.2, which supports the use of a sim-

plified exponential spectrum instead of its full form (see Eq. 3.2). Note that

the prefactor CO used here differs from those in Sec. 3.2 and Subsec. 3.1.2.

The analysis also incorporated the spectral collapse technique from Zhou

and Xia (2001) and equidistant logarithmic binning, as described by Siebert

et al. (2006a) and Nowak et al. (2021). As this is preliminary research,

the dissipation rates were estimated graphically, following the approach of

Lemay et al. (2020). Eq. 5.1 was first fitted in the dissipative range with

CO and ´ as free parameters, using the reference values of ϵT and ϵ from
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Niedermeier et al. (2018). Once estimates for CO and ´ were obtained, these

values were held fixed, and ϵT and ϵ were varied to fit the spectrum, follow-

ing the approach in Fig. 5 of Lemay et al. (2020). Linear arrays of eight

elements were created for both ϵT and ϵ, spanning from 0.5 to 1.5 times

the reference values. The resulting eight spectral curves, along with the one

providing the best fit, are shown in Fig. 5.1. Lemay et al. (2020) reported

expected uncertainties of ±8% for ϵT and ±12% for ϵ. The best fit in this

study was obtained for ϵT = 3.2 · 10−3 K2 s−1 and ϵ = 7.0 · 10−4 m2 s−3,

yielding errors of approximately ±7%, which aligns well with the reported

uncertainty margins.
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Figure 5.1: One-dimensional temperature spectrum of V10-L-S with the
methodology of Lemay et al. (2020) applied to graphically estimate ϵT and
ϵ. Dashed-dotted curves represent eight different combinations of ϵT and ϵ
values, with the bold line indicating the best visual fit.

The results are promising, particularly considering the simplicity of the

method and the fact that the analyzed temperature spectrum originates

from an active scalar–beyond the stated limitations of the approach. More-

over, the estimation relied solely on graphical fitting, which could be further

improved through numerical regression techniques. Future work should aim
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to refine the methodology, for instance by reducing the number of free pa-

rameters and estimating ϵT directly from its definition (see Eq. 1.6). This

could enable more accurate estimation of ϵ based solely on temperature

spectra obtained from the UFT sensors.

Two key limitations of this part of the study should be acknowledged, par-

ticularly concerning the airborne datasets. The first relates to the statistical

representation of selected segments in terms of time duration, which ranged

from a few seconds for clouds to several minutes for boundary layer and

free atmosphere segments. While this variation reflects natural atmospheric

variability, ideally, the analysis should be performed on more comparable

datasets. The second limitation arises from the study’s primary focus on

temperature profiles, which constrains the understanding of segment dynam-

ics. While the results suggest a potentially universal temperature structure

in atmospheric flows, further research is needed to deepen our understanding

of the underlying processes driving atmospheric variability.

This study offers a foundation and a compelling introduction to further research

in this area. As is often the case with exploratory studies, it raises many questions

but also sparks numerous ideas for future development, particularly concerning

scalar fields and their intricate ties–both direct and indirect–with vector fields.
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APPENDIXA
Temperature time series from

EUREC4A

The following plots illustrate the temperature and pressure time series collected

during the EUREC4A campaign, except for Flight F4, which is presented in Fig.

4.1. Sections 4.1 and 4.2 provide further interpretations of various observable

features in the data.
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Figure A.1: Temperature and pressure time series from the F1 (top) and F2
(bottom) flights, with cloud segments (blue), boundary layer segments (red), and
free atmosphere segments (green) highlighted. Arrows indicate cloud regions for
clarity.
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Figure A.2: Temperature and pressure time series from the F3 (top) and F5
(bottom) flights, with cloud segments (blue), boundary layer segments (red), and
free atmosphere segments (green) highlighted. Arrows indicate cloud regions for
clarity.
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Figure A.3: Temperature and pressure time series from the F6 (top) and F7
(bottom) flights, with cloud segments (blue), boundary layer segments (red), and
free atmosphere segments (green) highlighted. Arrows indicate cloud regions for
clarity.
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APPENDIXB
Additional Ç statistics from

EUREC4A

This section provides additional statistics on boundary layer and free atmosphere

segments, complementing the discussion in Sec. 4.2 and corresponding to the

statistics presented in Fig. 4.5.
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Figure B.1: Temperature dissipation rate distribution statistics charts with re-
spect to all identified boundary layer segments from 4 flights. The data is pre-
sented in the order of the flight timeline.
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Figure B.2: Temperature dissipation rate distribution statistics charts with re-
spect to all identified free atmosphere segments from 7 flights. The data is pre-
sented in the order of the flight timeline.
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APPENDIXC
Accepted manuscript version

At the time of this thesis submission, only a preprint is available online (see Grosz

et al. (2024)). That manuscript does not include the most recent revisions made

for the accepted version. Therefore, for the reader’s convenience, the accepted

version is provided below.

High-resolution temperature profiling in the Π Cham-

ber: variability of statistical properties of temper-

ature fluctuations

Robert Grosz1, Kamal Kant Chandrakar2, Raymond A. Shaw3, Jesse C. Anderson3,

Will Cantrell3, and Szymon P. Malinowski1

1Institute of Geophysics, Faculty of Physics, University of Warsaw, Pasteura 5, 02-293 Warsaw,

Poland

2Mesoscale & Microscale Meteorology Laboratory, NSF National Center for Atmospheric Re-

search, 3090 Center Green Drive, Boulder, CO 80301, USA

3Department of Physics, Michigan Technological University, 1400 Townsend Drive, Houghton,

MI 49931, USA

Abstract

This study delves into the small-scale temperature structure inside the turbulent

convection Π Chamber under three temperature differences (10 K, 15 K, and

20 K) at Rayleigh number Ra ∼ 109 and Prandtl number Pr ≈ 0.7. We per-

formed high frequency measurements (2 kHz) with the UltraFast Thermometer

(UFT) at selected points along the vertical axis. The miniaturized design of the

sensor featured with a resistive platinum-coated tungsten wire, 2.5 µm thick and
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3 mm long, mounted on a miniature wire probe allowed for vertically undisturbed

temperature profiling through the chamber’s depth spanning from 8 cm above

the bottom to 5 cm below the top. The collected data, consisting of 19 min

and 3 min time series, were used to investigate the variability of the temperature

field within the chamber, aiming to better address scientific questions related to

its primary objective: understanding small-scale aerosol-cloud interactions. The

analyses reveal substantial variability in both variance and skewness of tempera-

ture distributions near the top and bottom plates and in the bulk (central) region,

which were linked to local thermal plume dynamics. We also identified three spec-

tral regimes termed inertial range (slopes of ∼ −7/5), transition range (slopes of

∼ −3) and dissipative range, characterized by slopes varying ∼ −7. Furthermore,

the analysis showed a power law relationship between the periodicity of large-scale

circulation (LSC) and the temperature difference. Notably, experimental results

are in good agreement with Direct Numerical Simulations (DNS) conducted un-

der similar thermodynamic conditions, illustrating a comparative analysis of this

nature.

C.1 Introduction

The convection-cloud chamber, officially named the Π Chamber, represents one

of the most advanced facilities for controlled experiments on cloud microphysics

(Chang et al., 2016). Its design allows for reproducible and controlled measure-

ments across a wide range of temporal scales, from minutes to days, while main-

taining stationary thermodynamic forcing. It operates in two modes. The first

mode utilizes static pressure reduction to simulate updrafts in the atmosphere. In

the second mode, it induces Rayleigh-Bénard convection (RBC), where air in the

chamber is heated from below and cooled from above. In the present study we

investigate temperature fluctuations in full spectrum of scales in the chamber op-

erating in the second mode. We focus on small-scale temperature fluctuations in a

course of turbulent mixing inside the chamber, since the facility is designed for re-

search on aerosol-cloud interactions in turbulent environment (Chandrakar et al.,

2018a,b; Desai et al., 2018, 2019; Chandrakar et al., 2020c; Prabhakaran et al.,

2020b; MacMillan et al., 2022). Unlike typical RBC experiments, the chamber

includes side windows and various mounting points for microphysical instrumen-

tation, which introduce asymmetries between the upper and lower plates. Thus

the detailed (e.g. thermal) characterization of the chamber is required to evaluate

how closely the flow resembles classic RBC flows. It is important to note that this

study does not aim to extend beyond conventional RBC research, which often
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involves day-long averaging.

Atmospheric phenomena undergo non-stationary and unstable processes, mak-

ing them difficult to study in real atmosphere conditions. The RBC setup used

in this study provides more controllable environment than the real atmosphere

but we do not push to reach the level of convergence recognized in the RB com-

munity. Nonetheless, we report statistics which can be compared to previous

highly-resolved measurements within the RBC systems (du Puits et al., 2013; du

Puits, 2022; du Puits, 2024).

Our work primarily focuses on understanding the small-scale and short-term

variability of thermal conditions within the facility, emphasizing the importance

of absolute temperature. This aspect is crucial for more comprehensive studies

on aerosol interactions with water vapor and droplet growth/evaporation in a

turbulent environment. However, a few selected results are presented in a non-

dimensional form (see Appendix C.6). One recent study of particular relevance

to small-scale variability is the paper by Salesky et al. (2024) on the subgrid

scale scalar variance modeled in large eddy simulations over the range Ra ∼ 108–

109. Our approach was to collect high resolution (2 kHz) temperature time series

using the UltraFast Thermometer (UFT) at selected locations in a vertical profile

near the axis of the chamber and to perform statistical and spectral analysis

investigating small-scale structure of RBC under laboratory conditions.

UltraFast Thermometers (UFTs) have been specifically designed for airborne

in-cloud measurements. They resolve scales down to or even below 1 cm, ef-

fectively reaching the dissipation range. Successive models of the UFT family

(Haman et al., 1997, 2001; Kumala et al., 2013) have utilized similar sensing

element–a resistive platinum-coated tungsten wire, 2.5 µm thick and 5 mm long,

mounted on a small vane to adapt to local airflow. In the next sensor versions

(Nowak et al., 2018; Siebert et al., 2021), the vane has been removed, leading to

further miniaturization of the instrument’s dimensions and the implementation of

a custom-built electronic system. The current iteration (UFT-2B) has undergone

testing i.e. during the recent EUREC4A campaign (Stevens et al., 2021). The

3 mm long sensing wire is spanned on an industry-standard miniature wire probe,

allowing for easy exchange of the sensing head (see Fig. C.1).

Not only small-scale fluctuations are important in their own sake, but also for

understanding of changes in the LSC on distributions of mixing ratio, temperature,

and supersaturation inside the cell. The established LSC period in the Π Chamber

at the temperature difference of 12 K, was estimated to be Ä12 ≈ 72 s (moist

convection characterized by a mixing ratio of 7.55 g kg−1) (Anderson et al., 2021).

In this paper we investigate LSC for three temperature differences (∆T ): 10 K,
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Figure C.1: UFT-2B head sensor. A parallel to the mean flow, tungsten wire
(2.5 µm thick, 3 mm long) spanned on miniature industry-standard wire probe
by DANTEC®.

15 K, and 20 K showing a variability of periodicity which can be described by the

power law function.

To place our measurements in a broader context, we discuss the results from

canonical RBC systems that have been conducted over the years. For compre-

hensive overviews of recent advancements in RBC, see the works by Fan et al.

(2021) and Lohse and Shishkina (2024), along with their references. A more de-

tailed analyses of statistical properties of the temperature field in RBC has been

explored in recent experimental (He et al., 2018; Wang et al., 2019, 2022), theo-

retical (Shishkina et al., 2017; Olsthoorn, 2023), and numerical (Xu et al., 2021b)

studies where the authors characterized boundary layer and mixing zone of con-

vective flows. Some investigations aimed at describing buoyant thermal plumes

departing from the thermal boundary layer, contributing to the overall heat flux

through LSC in a wide range of Rayleigh numbers (Ra ranging from 107 to 1014)

(Liu and Ecke, 2011; van der Poel et al., 2015; Zhu et al., 2018; Blass et al., 2021;

Reiter et al., 2021; Vishnu et al., 2022b; Wang et al., 2022). Large-scale convec-

tive structures have been further explored through DNS, revealing relatively fewer

plumes near the sidewalls carrying large heat fluxes, contrasted with more numer-

ous plumes near the cell axis but with weaker heat fluxes, highlighting strong

intermittency in this region (Lakkaraju et al., 2012; Chillà and Schumacher, 2012;

Stevens et al., 2018; Pandey et al., 2018; Krug et al., 2020; Moller et al., 2021).
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The simulations also demonstrated the persistence of discrete thermal structures

in RBC (Sakievich et al., 2016).

The studies also examined the effects of cell dimensions, revealing the variable

nature of the LSC depending on the cell’s aspect ratio (Γ = width/height) (Shishk-

ina, 2021). The aspect ratio characterizing the facility (width = 2 m, height =

1 m, Γ = 2) corresponds to a single roll with a fixed orientation and pronounced

oscillations about the mean position, a result of asymmetries inside the chamber

(Anderson et al., 2021) (see Fig. C.2). In cases where Γ ≳ 4, a three-dimensional,

multi-roll structure has been observed (Bailon-Cuba et al., 2010; Ahlers et al.,

2022). Another aspect is the stability of the LSC as numerous analysis have

proved its random reorientation and reversal in both cylindrical setups (Brown

and Ahlers, 2007; Mishra et al., 2011; Wei, 2021; Xu et al., 2021a) and rectangular

cells (Vasiliev et al., 2016; Foroozani et al., 2017; Wang et al., 2018; Vishnu et al.,

2020), without clearly indicating a superior choice.

Natural convection plays a crucial role in heat and mass transfer within the

atmosphere. Despite its fundamental importance, several aspects of this phe-

nomenon remain poorly understood even on a simplified level of controlled RBC

conditions and require further investigation. One such example is the scaling of

scalar fields, recently discussed by Kumar and Verma (2018). The authors exam-

ined the validity of the Taylor frozen hypothesis in the context of thermally driven

turbulence in RBC systems, concluding that the hypothesis holds true only when a

steady LSC is present in the flow. They also raised doubts about the suitability of

the temperature field for determining whether the Bolgiano-Obukhov (BO, −7/5)

or Obukhov-Corrsin (OC, −5/3) scaling applies to turbulent convection. This un-

certainty stems from the ambiguous power law behavior of temperature spectra

and the challenges in comparing the associated scaling factors. Similar concerns

are highlighted in Lohse and Xia (2010), where the authors reviewed structure

functions in RBC and suggested that the limited scale separation between the

Bolgiano and outer length scales could be the main problem in obtaining BO scal-

ing. In RBC systems, temperature serves as the primary driver of the convective

mechanism rather than behaving as a passive scalar, leading to temperature spec-

tra that may deviate from predictions based on passive scalar theories which are

often applied in atmospheric analyses. Additionally, He and Xia (2019) demon-

strated that a single RBC system can exhibit distinct local dynamics due to the

coexistence of different types of force balances. Consequently, applying a single

physical mechanism to describe the entire convection cell may oversimplify its

complex dynamics.

From a microphysical perspective, which is the primary application of the
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(a) (b) 

Figure C.2: Schematic of the Π Chamber (a) and its plan view (b) with the
marked LSC. (a) The arrows represent the mean direction of the warm updraft
(red) and the cool downdraft (blue). (b). The dotted and white arrows show the
azimuthal oscillations in the circulation. Figure from Anderson et al. (2021).

chamber, understanding the spatial variability of scalar fluctuations within the

chamber, including the properties of the LSC, is crucial. This understanding

impacts not only the positioning of instruments inside the chamber but also the

strategies for measurements, such as the lengths of measurement time series. Only

with insight into the physics involved can different phenomena be effectively linked

together. This is why analyses aimed at addressing the full spectrum of scales are

the focus of the present study.

C.2 Methods

C.2.1 Setup and experimental strategy

In our measurements, we utilized the most recent version of the UFT, namely

UFT-2B, as outlined in Section C.1. The schematic representation of the com-

plete UFT setup can be observed in Fig. C.3. The sensor head was affixed to

a 1 m probe support and linked to a specially designed 1 mA bridge/amplifier

(AMP) using an approximately 1 m standard BNC cable. This amplifier was

powered by four AA batteries. Subsequently, the analog signal was acquired by a

16-bit resolution digital-to-analog converter (DAC) from Measurement Comput-

ing Corporation (MCC). The DAC had a sampling rate of up to 100 kS s−1 (S

stands for samples) and utilized the dedicated MCC software DAQami. Despite

the time constant allowing for about 10 kHz data collection, we opted for an over-

sampling rate of 20 kHz to facilitate post-processing and filter out artifacts from

other lab systems. Using two head sensors during this study, each possessing an

approximate resistance of 30 Ω, we attained a UFT sensitivity of approximately
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75 mVK−1 after calibrating with a standard thermocouple.

For vertical profiling, the UFT was attached to a 6 mm diameter, 1.5 m long

rod with a 90 degree bend at the end. The rod was marked in 3 cm increments to

facilitate easy UFT positioning. A sturdy metal stand with two adjustable clamps

was used to secure the rod in a stable, vertical position while allowing for the user

to manually move the UFT to the desired location (see Fig. C.3). To minimize

potential movements of the UFT cabling and sensor head, both were affixed to

the rod using simple adhesive, maintaining the wire in an upward and parallel

orientation to the floor.

87 cm

8 cm

5 cm

UFT

AMP

DAC

Figure C.3: Schematic of the setup used during the measurements (diagram not
to scale). At the top there was an operations center housing with most of the
devices and cabling, including a BNC cable (yellow), an UFT amplifier (AMP),
digital-to-analog converter (DAC), and a PC with a DAC software. Inside the
Π Chamber, a vertical rod with a curved end (gray) and a UFT sensor (brown)
with DANTEC® probe support (red) attached to that end was deployed. The
profiling limits were about 8 cm above the bottom and around 5 cm below the
top layer. Note that, for clarity, the schematic does not include the cylindrical
thermal panel which was installed during the measurements.

We studied the small-scale temperature structure within the convection en-

vironment across three temperature differences between the chamber’s floor and

ceiling: 10 K, 15 K, and 20 K, as detailed in Table C.1. The measurement setup

included the cylindrical thermal panel (1 m high, 2 m diameter), which is not
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shown in Fig. C.3. For a more detailed schematic, please refer to Chang et al.

(2016).The Rayleigh number was on the order of ∼ 109 for the set boundary con-

ditions and the chamber height of 1 m. We performed our calculations based on

the formula suggested by Niedermeier et al. (2018), assuming dry convection with

an estimated Prandtl number of 0.72.

Our primary focus was on examining scalar fluctuations throughout the entire

vertical dimension, with a particular emphasis on regions near the floor and the

ceiling. To achieve this, the UFT deployments featured irregular measurement

positions (see Table C.1) increasing slightly the spatial resolution of measure-

ments near the both plates. Another consideration was the variable measurement

time t, ranging from 3 min to 19 min. Such choice was dictated by the cham-

ber’s operational schedule, which constrained both the number of sampled points

and the range of explored conditions.To quantify whether the measurements are

converged, we employed the framework provided by Lenschow et al. (1994). Ac-

cording to the results presented by the authors, when the ratio of the measurement

time t to the large eddy correlation time tc ratio gives t/tc ≈ 10, the data is within

approximately 10% of the true value. Considering the turbulent properties, we

link tc with the large eddy correlation time for the turbulence flow, which is esti-

mated to be on the order of several seconds, 10 s in calculations, assuming a mean

flow velocity of tens of centimeters per second. In this case, the averaging time of

3 min corresponds to approximately 18tc, whereas for 19 min time series it gives

114tc indicating satisfactory convergence for atmospheric applications.

A less emphasized aspect was the surface topography. One configuration in-

volved the presence of rough boundaries, consisting of aluminum bars (4 cm wide

and 1.4 cm high) positioned on the floor and ceiling forming longitudinal stripes

separated by 17 cm intervals. The bars themselves were at a slightly different tem-

perature compared to the rest of both panels (approximately 0.4 K). Subsequent

UFT deployments were conducted after removing the bars, aiming to compare

temperature fluctuation properties between the two cases. Unfortunately, a por-

tion of the dataset is invalid due to high battery drainage, resulting in coverage

of only one rough boundary case in this study.

As the surfaces inside the chamber reached steady temperatures (refer to

Tab. C.1), the UFT sensor was initially positioned 8 cm above the floor, near

the axis of the cell. Due to the rod’s length inside the chamber corresponding to

its height, we had to wait for some time to allow the vibrations of the head sensor

to dampen. This was really important after each position (h) change but played a

crucial role especially in profiling the lower half of the measurement volume. The

chamber’s flange was covered with a thick foam layer, effectively reducing most
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mixing events near the opening. Although not an ideal solution, it seemed the

most reasonable choice considering the ease of checking the UFT position, as well

as the insulating and damping properties of the foam (when coating the rod).

After completing the measurements, the dataset underwent several basic prepa-

rations. These included the removal of electronic artifacts, signal despiking, But-

terworth filtering (10th order, 2 kHz cuttoff frequency), 2 kHz averaging, and the

translation of values from voltage to temperature units. Additionally, each time

series was consequently normalized by subtracting mean temperature value in the

given position (see e.g., Fig. C.4).

C.2.2 DNS methodology

Cloud Model 1 (CM1) (Bryan and Fritsch, 2002) in DNS configuration is used for

these simulations. The model and setup are described in detail in Chandrakar

et al. (2022, 2023). The computational domain size for DNS is 960 × 960 × 500

grid cells with a homogeneously 2.083 mm grid spacing in horizontal and stretched

grid in vertical (finer near the top and bottom boundaries). Note the computation

domain represents a rectangular parallelepiped system rather than a cylindrical

setup used during the experiments. CM1 solves the conservation equation set with

the Boussinesq approximation and a prognostic pressure equation using a three-

step Runge–Kutta time integration method with a fifth-order advection scheme.

The Klemp-Wilhelmson time-split steps are used for the acoustic terms in the

compressible solver. The time integration of the governing equations uses an

adaptive time step with a maximum Courant–Friedrichs–Lewy (CFL) number of

0.8. A no-slip boundary condition for all walls is applied, and the temperature

boundary conditions (constant temperatures) are the same as the experimental

setup. The simulations use molecular viscosity and thermal diffusivity values at

the mean temperature (Prandtl number = 0.72). DNS is performed for the three

experimental cases, V20-S, V15-S, and V10-S, listed in Tab. C.1. Outputs from

a steady-state period after the initial spin-up are used for the analysis. Consis-

tent with the experiments, the Eulerian temperature time series are outputted at

0.0012–0.0015 s intervals from a region near the center of the domain (95–105 cm

from sidewalls) at multiple heights from the bottom surface.
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C.3 Results

C.3.1 Determination of basic characteristics of temperature

profile

The top panel of Fig. C.4 provides a sample of temperature fluctuations T ′ (T ′ =

Th − T h, where Th represents the temperature series at a given height h, and

overline denotes the mean) from the vertical scan of the measurement volume

near the axis of the chamber. The skewed fluctuations observed in the closest

proximity to the plates serve as expected temperature evidence of thermal plumes

characteristic for RBC. We can observe a smooth transition involving gradual

suppression of fluctuations or rather gradual decrease in occurring thermal plumes

as the sensor moved towards the mid-height plane. The reverse symmetry is

present in the upper half of the cell. The nature of these fluctuations aligns with

the numerical results of heat fluxes in the bulk region obtained by Lakkaraju et al.

(2012), temperature time series reported in He and Xia (2019) and Wang et al.

(2022), and experimental data provided by Anderson et al. (2021). However, it is

noteworthy that all these works primarily focused on specific regions of the cells,

lacking a more detailed insight into the temperature characteristics, especially

considering the limited temporal resolution of the used instrumentation.

The most substantial temperature fluctuations are observed near the floor

region. In cases with a flat surface (experiments summary in Tab. C.1), peaks

oscillate around 4 K, while rough boundaries scan exhibit fluctuations exceeding

5 K. As the sensor approaches the mid-high plane, the differences between ∆T =

20 K cases become negligible. Similarly, no distinctions are apparent near the

upper plate, with a maximal amplitude at the level of −4 K for both V20-S and

V20-R.

In the bottom panel of Fig. C.4, two vertical layouts are presented, each illus-

trating 10 min series near both plates positions and segregating T ′ based on the

given ∆T . The evident reverse symmetry is notable; however, it is important to

highlight that there are varying amplitudes of fluctuations in each corresponding

pair of graphs (same ∆T but distinct h). This variation may result from weaker

thermal plumes departing from the top plate, as well as from the not perfectly in-

sulated chamber’s flange (mentioned in C.2.1), which could lead to minor mixing

in the vicinity of the sensor deployment spot. For a more in-depth examination

of the temperature fluctuations near both plates, refer to Appendix C.5.

The temperature fluctuations also manifest oscillations, particularly noticeable

in the case of ∆T = 20 K near the plates. However, these oscillations gradually
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Figure C.4: Temperature fluctuations T ′ time series corresponding to different ∆T
that are described in Tab. C.1. Top panel (a) shows time series collected during
full vertical scans with the consecutive changes of the sensor positions across the
chamber. The horizontal row of numbers denote the heights in centimeters above
the lower plate. The chart includes 3 min series. Lower panels (b) represents
10 min measurements near the floor (h = 8 cm), and just below the ceiling (h =
95 cm, 5 cm below the top plate).

diminish as the temperature difference decreases and as the sensor moves toward

the center of the cell. Analyzing V20-S-L at both heights, the periodicity appears

irregular but is of a same order of magnitude as observed by Anderson et al. (2021)

and therefore corresponds to the LSC. Previous studies have highlighted that the
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LSC can exhibit various modes around its mean position, leading to phenomena

such as out-of-phase oscillations at the top and bottom of the chamber (torsional

mode, see Funfschilling et al. (2008)), as well as side-to-side oscillations (sloshing

mode, see Xi et al. (2009); Brown and Ahlers (2009)). Cells with very high

symmetry might be also characterized by spontaneously cease and reorientation

of the LSC to different angular position (Brown and Ahlers, 2009). All these

effects are beyond the scope of this investigation but the raw measurements give

clear evidence of temperature oscillations near both plates.
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Figure C.5: Standard deviation ÃT ′ with respect to the position of the sensor.
Short time series (3 min) are denoted by circles, squares represent longer mea-
surements (19 min). Decreasing ∆T shifts left ÃT ′ values reducing the temperature
fluctuations at all positions.

In Fig. C.5, the standard deviation ÃT ′ is presented in relation to the sensor

position within the chamber and illustrates the dependence of the fluctuation level,

corresponding to the top panel of Fig. C.4. The highest ÃT ′ values are observed

near both plates with the maximum at the bottom. This asymmetry diminishes

as ∆T decreases, starting with an approximate 0.4 K disparity in V20-R and

concluding with about a 0.1 K shift in V10-S-L. It’s noteworthy that extended

measurements yield slightly different values, reflecting a more robust convergence

as opposed to 3 min cases. The bulk region exhibits relatively constant values with

comparatively small deviations. Additionally, this region experiences the smallest

differences between corresponding ∆T values. Decreasing ∆T shifts left ÃT ′ values

and damps T ′ in the whole volume. In Fig. C.15a we provide non-dimensionalized

form of standard deviation.

The surface topography contributes to slightly higher ÃT ′ values, primarily in

the closest vicinity of the plates. This effect may be attributed to the elevated
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surface level, potentially leading to varied stages of thermal plume development

at the same measurement position. However, these thermal structures are getting

mixed with the surroundings, producing approximately equivalent results just a

few centimeters higher. As previously mentioned, He and Xia (2019) emphasized

that each region of the RBC can exhibit its local dynamics, a consequence of

overlapping mechanisms that act as drivers for each other. In this specific case,

the LSC induces mixing of all thermal structures originating from the surface.

It can also turbulently propel thermal plumes due to irregular topography. The

resulting mixing and stronger turbulence in this region might be responsible for

the thermal peaks observed in the top panel of Fig. C.4.
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Figure C.6: Skewness µT ′ with respect to the position of the sensor. Short time
series (3 min) are denoted by circles, squares represent longer measurements

(19 min). Uncertainties were calculated using formula ¶γ
T ′

=
√

6N(N−1)
(N−2)(N+1)(N+3)

where N denotes the number of samples.

In Fig. C.6, the skewness of T ′, denoted as µT ′ , is analyzed with respect to

the vertical positions within the chamber. We use adjusted Fisher–Pearson stan-

dardized third moment, expressed as µT ′ = N2

(N−1)(N−2)
T ′

3

σ′3

T

, where N represents the

number of samples. The findings confirm previous observations, showing positive

skewness (associated with warm plumes) near the floor and negative skewness

(indicative of cold plumes) just below the ceiling. The third moment is notably

influenced by rare events, leading to significant fluctuations in the 3 min dataset

but mostly averaged out in longer segments, resulting in more consistent curves.

The regions near both plates demonstrate data convergence of µT ′ values with

minimal deviations. An interesting observation is noted at a distance of 8 cm

above the floor, where the 3 min records initially exhibit a skewness of about
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1.4. This area likely experiences a higher frequency of intense thermal plumes,

resulting in a broader range of temperature fluctuations (refer to Fig. C.5). It

has been shown in previous studies that thermal plume detachment introduces

large fluctuations in temperature and velocity boundary layer thickness (Wagner

et al., 2012; Shi et al., 2012; De et al., 2018; Shevkar et al., 2022). Similar effects

might be responsible for what we observe. As the plume structures develop, µT ′

increases to approximately 2. Then, at the 20 cm level, there is a subtle indication

of possible change in the thermal dynamics of the system. This change may be

associated with specific transitions in convective flow patterns and more intense

interaction of thermal plumes with the LSC in the ring layer around the walls

and plates (see Fig. C.2a). Moving further away from the heated floor, the LSC

is likely dominating the existing structures, increasing the dissipation of thermal

energy and leading to a decrease in skewness. This results in thermal structures

becoming more dispersed, leading to a narrower and less extreme distribution of

temperature fluctuations.

However, not all thermal plumes could be fully averaged out, especially as the

flow around the cell decreases towards more central regions. This might allow

some remaining plume structures to reach the central region between 40–70 cm

and mix which could result in positive skewness (bottom plumes carry higher

energy). Similar behavior might be also observed in longer records, manifesting

as fluctuations in µT ′ within the 50–70 cm segment. Importantly, the positions of

these shifts do not appear to be directly dependent on ∆T .

A comprehensive understanding of the thermal dynamics requires additional

information on the small-scale temperature field around the axis, its velocity field,

and a detailed description of the LSC time evolution. From the perspective of mi-

crophysical processes in future moist experiments, the Lagrangian histories of

droplets or aerosols carried by thermal plumes–or alternatively located in the vol-

umes between them–can theoretically lead to different droplet sizes (Chandrakar

et al., 2018b, 2023). The local variability of ÃT ′ and µT ′ indicates that, over

short timescales, droplets present in a given volume of the chamber may develop

differing growth habits.

Upon comparing the topographic effect, we did not observe any major differ-

ences and concluded that 3 min records might be insufficient to investigate the

impact caused by the presence of roughness. However, recent numerical work by

Zhang et al. (2018) (for 107 ⩽ Ra ⩽ 1011 and fixed Pr = 0.7) indicates that there

is a critical roughness height hc below which the presence of roughness reduces

heat transfer in RBC. The authors link this phenomenon with fluid being trapped

and accumulated inside the cavity regions between the rough boundaries. Our ap-
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proximate calculations for the Π Chamber setup indicate the hc of approximately

7 mm, compared to the 1.4 cm height of the tiles.

C.3.2 Power Spectral Densities

Power Spectral Density (PSD) of T ′ was computed using the Welch algorithm.

Initial analyses were primarily directed towards estimating the LSC periods Ä for

the given ∆T and with respect to the measurement position (see Fig. C.7a). This

involved utilizing 19 min datasets with window lengths approximately equal to

the size of the collected segments. Employing a 50% overlap between segments

and incorporating a high number of discrete Fourier transforms (eight times the

window length), we derived estimates of the LSC periods along with their associ-

ated standard deviations. For ∆T = 10 K a modest convergence of data points is

observed, particularly notable within the 60–80 cm region. This resulted in rela-

tively elevated standard deviation (grey areas denote +/- 1Ãτ ), yielding a period

of approximately Ä10 ≈ 79 s. Subsequent ∆T demonstrated a more uniform dis-

tribution across all levels, accompanied by a gradual reduction in the LSC period

to approximately Ä15 ≈ 65 s and Ä20 ≈ 57 s.

The relationship between Ä and ∆T , modeled by the power law function Ä e,

is illustrated in Fig. C.7b. The fit exhibits narrow 95% prediction bounds in the

fitted region but significantly large bounds outside. The model was constructed

using a sparse dataset consisting of only four data points, including the result ob-

tained by Anderson et al. (2021) at ∆T = 12 K. Consequently, this limited dataset

may not fully capture the true relationship, particularly at lower (∆T < 10 K) and

higher (∆T > 20 K) temperature differences. The potential discrepancies could be

attributed to a stronger diffusion dominance over convection at lower ∆T or more

pronounced overlapping thermal plumes at higher temperatures, respectively.

In subsequent PSD analyses, we continued using only 19 min records, as shorter

measurements exhibit too much variability in spectra due to their duration be-

ing comparable with the LSC periods. This time-modified window length, ap-

proximately 1/9 of the total segment with windows overlapping by half of their

length, resulted in 17 individual PSDs that were averaged. This approach en-

hances chart readability while maintaining fidelity to the spectral slopes. To

collapse the curves representing measurements from different positions, we fol-

lowed the scaling method proposed by Zhou and Xia (2001). Fig. C.8a plots the

scaled f 2P (f) spectrum for the V20-S-L case, enabling determination of the peak

frequency fp, around which the PSDs become universal functions. In this case, fp

oscillates around f = 4 Hz, exhibiting high convergence across all curves.
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Figure C.7: Measured LSC periods with respect to ∆T and vertical position of the
sensor. (a) Grey regions describe +/- 1Ãτ and the black dashed line denotes the
result obtained by Anderson et al. (2021) for ∆T = 12 K. (b) The relationship
between Ä and ∆T modeled by the power law (Ä e) function. The plot includes
95% simultaneous functional bounds, fitted equation, and root mean squared error
(RMSE).

In Fig. C.8b, we provide a sample of scaled PSD P (f)/P (fp) versus f/fp in

the lower half of the chamber and define three spectrum regimes. Based on the

scaling method proposed by Kumar and Verma (2018) and Zhou and Xia (2001),

we conducted also a similar analysis in the wavenumber domain. For more details,

please refer to Appendix C.7. To estimate the slopes, we employed a methodology

outlined in Siebert et al. (2006b) and Nowak et al. (2021), averaging raw spectra
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Figure C.8: Scaled V20-S-L PSD with respect to the UFT positions (color gradi-
ents) in the chamber. (a) Scaled spectrum of f 2P (f) across the chamber volume
and with marked mean fp value, fp ≈ 4 Hz. (b) PSD P (f)/P (fp) versus f/(fp)
with three defined regimes: inertial range (circles, 0.2 ⩽ f/fp ⩽ 1), transition
range (triangles, 1 ⩽ f/fp ⩽ 4), and dissipative range (squares, 4 ⩽ f/fp ⩽ 20).
Each regime is denoted by different markers with an approximate slope value
added above curves. The Pearson correlation coefficients p have upper indices to
indicate the regimes. Please note that the results presented in the bottom panel
cover positions from the lower half of the chamber as well as the top position.

over equidistant logarithmic frequency bins (twenty bins per decade in our case)

and then fitting power law functions. To obtain the best possibly fit we selected

spectra regions based on the highest log-log linearity criteria using the Pearson

correlation coefficient p for the resampled points.
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Figure C.9: Schematic of passive scalar spectrum depending of Pr regime. Figure
based on the graph from Gotoh and Yeung (2012) with minor modifications.

Extended discussions on passive scalar spectra scaling can be found in works

such as Gotoh and Yeung (2012) and Sreenivasan (2019). We adapted the graph

from the former study for Fig. C.9, which illustrates possible spectral slopes as

a function of the Pr number. For our experimental conditions, the results are

expected to align with the scaling for Pr ≈ 1. In the following paragraphs, we

aim to contextualize our findings within the broader scope of the literature and

address potential explanations for observations that have not yet been described.

In Fig. C.10a, the regime 0.2 ⩽ f/fp ⩽ 1, marked by circles, in the literature is

referred to as the inertial-convective regime which is associated with OC scaling,

where the temperature field (acting as a passive scalar) does not influence the

flow dynamics (Castaing, 1990; Cioni et al., 1995; He et al., 2014a). However, in

thermally-driven convection, the flow is actively driven by temperature-induced

buoyancy differences. This range is therefore redefined as the inertial-buoyancy

range, where the temperature spectrum follows BO scaling (Chillá et al., 1993;

Ashkenazi and Steinberg, 1999; Zhou and Xia, 2001). Our analysis provides no

definitive answer, as the slopes oscillate between OC and BO scaling, with a slight

bias toward −7/5. However, as previously noted, the two slopes are too close to

be easily distinguished (see Fig. C.8b). Thus, we classify this range simply as

the inertial range without committing to a specific scaling profile. Interestingly,

Niemela et al. (2000) (106 ⩽ Ra ⩽ 107) and Pawar and Arakeri (2016) (axially

homogeneous buoyancy-driven turbulent flow, 104 ⩽ Ra ⩽ 109) observed both

scaling behaviors in their experiments. The latter study raised the question of

whether these results indicate dual scaling or a gradual steepening of the spectrum.
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Figure C.10: Panel of fitted slopes. (a) corresponds to transition and inertial
ranges respectively whereas (b) describes dissipative regime. The slopes are ac-
companied by 95% confidence bounds except in a few cases where the slopes were
manually fixed due to fitting difficulties.

No direct references in the literature address the subsequent regime scalings (∼

−3 and ∼ −7) or the roll-off region of the scalar spectrum (see Fig. C.9). Recent

investigations of the dissipation range in the energy spectrum only began exploring

this regime suggesting a superposition of two exponential forms (Khurshid et al.,

2018; Buaria and Sreenivasan, 2020). Therefore, our further discussion will explore

potential connections between our and other results in convective flow research.

The −3 scaling might simply represent a crossover into the following dissipative

range but the mid-range scales in the system could also be subjected to more

subtle phenomena. RBC dynamics span a wide range of scales, including thermal

plumes, vortices, and the LSC, with complex interactions between these structures

(Fernando and Smith IV, 2001; Xi et al., 2004; Zhou et al., 2016b; Guo et al.,

2017; Chen et al., 2018; Pandey et al., 2018; De et al., 2018; Dabbagh et al., 2020;

Wang et al., 2022; Yano, 2023; Yano and Morrison, 2024). These overlapping

processes likely influence the observed spectra. Recent LES studies on thermal

plumes have revealed additional insights into scalar spectral scaling (Chen and

Bhaganagar, 2021, 2023, 2024). Using a heated surface experiment, the authors

reported density and temperature spectra scaling as −2.7, strongly correlated with

the velocity spectrum. Furthermore, vertical heat and mass fluxes exhibited a −3

scaling, matching the vertical component of the turbulent kinetic energy (TKE)

spectrum. This corresponds with the regime 1 ⩽ f/fp ⩽ 4 marked by triangles in

Fig. C.10a, which is characterized by slopes oscillating around −3, with slightly

greater variability observed for the V10-S-L case.

Moreover, in the papers by Chen and Bhaganagar both spectra of 2D TKE,

horizontal structures of 3D TKE, as well as helicity, consistently exhibited slopes
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of −5/3 and −3 respectively. Their flux analysis revealed inverse TKE and helic-

ity cascades toward large structures and forward cascades of these invariants for

the small scales. Further studies on velocity-based longitudinal structure func-

tions (2nd, 3rd, and 4th moments) showed that the scaling exponents fell between

theoretical predictions for 2D and 3D systems. For example, strong vertical con-

finement or anisotropic Fourier mode distributions can mimic 2D dynamics in cer-

tain ranges (Musacchio and Boffetta, 2019; de Wit et al., 2022; Alexakis, 2023).

Consequently, energy cascades and their directions are highly scale-dependent,

influenced by invariants such as enstrophy and helicity, potentially resulting in

the coexistence of multiple cascades and the superposition of power law spectra.

Detailed discussions on cascades and transitions in turbulence are provided by

Alexakis and Biferale (2018). However, in the Π Chamber we do not recognize

strong anisotropy and only regions near the top and bottom plates could poten-

tially exhibit such quasi 2D, effects whereas similar spectra slopes are observed in

the whole volume of the chamber. On the other hand, in 3D turbulence, large-scale

stirring can introduce helicity, modifying cascade directions and contributing sub-

leading corrections depending on the helicity’s sign (Eidelman et al., 2014; Yan

et al., 2020; Plunian et al., 2020). The exact role of helicity in energy transfer

mechanisms remains unclear and is an active area of research (Yao and Hussain,

2022).

Given this complexity, it is reasonable to question whether theoretical assump-

tions such as isotropy, homogeneity, stationarity, and self-similarity are sufficient

to capture the full physical reality. Anisotropy and non-stationary coherent struc-

tures likely play significant roles, potentially causing deviations from predicted

spectral scaling. In the RBC, temperature forcing drives both large- and small-

scale structures, complicating the universality of passive and active scalar theories.

Alexakis and Biferale (2018) emphasize that strong assumptions about cascades

and their directions are not feasible for active scalars, particularly when velocity

and scalar fields are strongly coupled. This leaves open questions about preferen-

tial sampling effects of forcing along Lagrangian trajectories of the active scalar

field. In the given full spectrum analysis, the nature of the spectral break observed

near f/fp ≈ 1 may be linked to a transition between LSC-dominated scales, char-

acterized by large coherent structures, and smaller-scale thermal plumes and vor-

tices. These overlapping power laws could ultimately shape the observed spectra.

Consequently, we interpret the −3 regime as a transition range between buoyancy-

scale processes and molecular dissipative scales. Additional analysis presented in

Appendix C.8 estimates the dominance of thermal plumes near the chamber cen-

ter. Following He and Xia (2019), we demonstrate a logarithmic dependence of
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ÃT ′ on chamber height, reflecting a balance between buoyancy and inertial forces.

Finally, our high-frequency measurements indicate that the dissipative regime

slopes are approximately −7 (see Fig. C.10b). The slope distribution with respect

to chamber height is symmetrical, reaching the steepest values near the plates

(∼ −8) and the smallest in the bulk region (∼ −7). According to Sreenivasan

(2019), no scalar spectrum description exists for the dissipative regime. While

the energy spectrum in this range can be represented by an exponential form,

our findings suggest that for the scalar field, even a single power law is sufficient.

Corresponding characteristics are visible in Niemela et al. (2000) and Zhou and

Xia (2001), although these studies provide limited discussion on the observed

slopes.

Worth noting is also the variability of the noise level (starting around f/fp ≈

12) with respect to the chamber height, with its highest values linked to the bulk

region and the lowest (10 times magnitude difference) representing regions near

the plates (see Fig. C.16 in Appendix C.7). This phenomenon is attributed to the

mean velocity field and its strong reduction in the central areas of the cell causing

the noise to rise.

C.3.3 DNS versus experimental data

Another goal of the presented study was to compare the experimental results

obtained with the UFT and the corresponding DNS data. The essential details

on the DNS methodology and properties of the series can be found in Sec. C.2.2.

Our approach was to repeat the analysis and to retrieve both basic characteristics

of temperature profile and information on PSD at different cell’s levels. Sample

series can be seen in Fig. C.13 and Fig. C.14.

Fig. C.11 present analogous to Fig. C.5 study but with the DNS data covering

exactly same thermodynamic conditions in the cell. Since the vertical grid size

spans from about 1 mm near the plates to about 2.3 mm at the center, the

available range significantly improves comprehensiveness of boundary layers. The

limit regions exhibit maximum deviation of ÃT ′ ≈ 2 K with a bias in the vicinity

of the upper plate. Also the shape of the curves is more bumped up in the center

and slightly shifted left what might be an analogy to 3 min records in the Fig. C.5.

The numerical data provide more stable monotonicity but represents equivalent

periods of time. In Fig. C.15b there is non-dimensionalized form of this figure.

Similar conclusions can be made in terms of skewness profiles in Fig C.12a.

The DNS data exhibits much smaller fluctuations than corresponding 3 min UFT

segments but preserve the general tendency near the floor and in the central region.
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Figure C.11: Standard deviation ÃT ′ with respect to the height of the chamber.
The chart analogical to Fig. C.5 but including only 19 min segments (squares)
and the DNS (triangles).

The characteristic jump in µT ′ is observed not around 20 cm but in half way. On

the other side, a symmetrical jump is also observed near the ceiling what was not

revealed in the UFT measurements likely due to a very shallow layer of thermal

plume regime (the UFT measurements ended about 5 cm below the ceiling). Also

the mixing region between 40–70 cm is reestablished resulting in higher deviations

for lower ∆T . The skewness distribution contributes to the mean vertical profile

in the cell (see Fig. C.12b). The presence of both positive (∼40 cm) and negative

(∼80 cm) velocity jumps drives dynamics in the bulk region, facilitating the mixing

of cold and warm plumes. The horizontal components of the flow follow the LSC

directions giving mean values of 15 cm/s near the plates. A more comprehensive

discussion on the dynamics of the thermal plumes can be found in Sec. C.3.1.

Note that the plots in Fig. C.11 and C.12 represent single-column data (not the

horizontal average), meaning perfect symmetry is not expected, in particular for

the period of the LSC circulation.

C.4 Summary

We conducted a small-scale study on the temperature structure of RBC in the

Π Chamber using three temperature differences (10 K, 15 K, and 20 K) at Ra

of approximately 109 and Pr of 0.7. The objective was to improve our under-

standing of thermally-driven convection by analyzing small-scale variations along

the chamber’s axis. Measurements were performed using a miniaturized Ultra-
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Figure C.12: (a) Skewness, µT ′ , as a function of height within the chamber sup-
ported by the 3 min DNS data. The chart analogical to Fig. C.6 but including
only 19 min segments (squares) and the numerical time series (triangles). (b)
Mean vertical flow profile provided by the DNS.

Fast Thermometer operating at 2 kHz, enabling undisturbed vertical temperature

profiling from 8 cm above the floor to 5 cm below the ceiling. Unlike classical

RBC studies, this research is characterized by relatively short measurement du-

rations of 19 min and 3 min, which fall below the typical record lengths for such

experiments. Nevertheless, the primary goal was to link this work with other

experiments conducted in the Π Chamber. Its main objective is to investigate

microphysical processes relevant to the real atmosphere, such as supersaturation

fluctuations crucial for cloud formation and development. Small-scale temper-
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ature profiling under varying conditions, as typically observed in the chamber,

provides valuable insights that could inform future experiments and address re-

lated scientific questions. The key findings of this study are summarized below.

• Basic Characteristics: We observed significant changes in the standard

deviation and skewness of the distribution of temperature fluctuations near

the top and bottom surfaces. Additionally, we see variations in the spectra

scaling in these near-surface regions. The turbulence in the center of the

chamber exhibited characteristics more akin to homogeneous, isotropic tur-

bulence. These observed variations were attributed to the dynamics of local

thermal plumes and their interaction with the large-scale circulation (LSC).

Both 19 min and 3 min measurements were consistent, although the shorter

records showed higher variability in standard deviation and skewness distri-

bution. The statistical properties of the temperature field obtained in the Π

Chamber may offer insights into thermal structures development in the at-

mospheric surface layer, thereby enhancing our understanding of surface-air

temperature fluctuations characteristics with respect to the thermal con-

ditions (Kukharets and Nalbandyan, 2006). Furthermore, the analysis of

large-scale coherent structures in RBC provides a framework for broader

perspective on thermal circulations, as well as the distribution of tempera-

ture and moisture, both in cloud chambers (Anderson et al., 2021) and by

analogy in the lower atmosphere (Zhou and Xia, 2013; Moller et al., 2021).

The chamber is not designed for idealized RBC experiments. Its structure

solutions (e.g. windows on sides, atypical side-wall boundary conditions)

aimed at cloud microphysics research is revealed in asymmetries of the pro-

files of temperature fluctuations statistics.

• Topographic Effects: No major differences were observed corresponding

to topographic effects, likely due to insufficient time series. However, nu-

merical work by Zhang et al. (2018) shed light on the necessary roughness

height for robust heat transfer in RBC. Below the critical point, the authors

observed trapped and accumulated heat inside the cavity regions between

the rough boundaries.

• Dynamic Regimes: PSD analysis revealed periodicity of LSC with respect

to the temperature differences, characterized by the power law formula con-

sistent with previous findings (Anderson et al., 2021). We identified three

distinct dynamic regimes: an inertial range (with slopes of ∼ −7/5), a tran-

sition range (slopes of ∼ −3), and a dissipative range (slopes of ∼ −7). The
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scale break between the inertial and transition ranges was attributed to a

dynamic transition from the LSC-dominated regime to the thermal plume

regime. Appendix C.8 demonstrated that this transition is also observ-

able in the spatial domain. Our findings are consistent with other studies

not directly related to RBC though. For example, a similar scale break

between inertial and transition ranges was observed in temperature fluc-

tuation measurements near the surface of Jezero Crater on Mars (de la

Torre Juárez et al., 2023), whereas slopes of −17/3 and −3 have been re-

ported in power spectra of solar surface intensity variance field, attributed to

buoyancy-driven turbulent dynamics in a strongly thermally diffusive regime

(Rieutord et al., 2010).

• Experiment Versus DNS: Experimental findings showed convincing agree-

ment with DNS conducted under similar thermodynamic conditions, mark-

ing a rare comparative analysis in this field. Velocity profiles supported the

argument for the nature of thermal plumes, and a method to convert spec-

tra from the frequency domain to the wavenumber domain was detailed (see

Appendix C.7). Despite the presence of imperfect boundaries such as win-

dow flanges, sampling ports, and instrumentation, idealized DNS provided

a reasonable representation of the actual Π Chamber flow, indicating that

DNS adequately resolves surface layer fluxes. These results are valuable for

improving and validating numerical research, such as sub-grid Large-Eddy

Simulation models (Salesky et al., 2024), as well as heat transport models

(Goluskin, 2015).

C.5 Quicklooks of temperature fluctuations

The figures illustrate two realizations of temperature fluctuations at the sensor’s

position under similar conditions (from the experiment and DNS). The presence

of filaments or coherent structures, with temperatures close to that of the nearby

plate, is clearly visible. It is important to note that this is not a one-to-one compar-

ison of the same flow but rather an illustration of the maximal scalar fluctuations

observed in both the simulation and the experiment. Despite differences in time

resolution, both curves in each case exhibit similar magnitudes. The subsequent

zoomed-in segments further emphasize the variability within these realizations.
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Figure C.13: Experimental versus DNS T ′ series ∼8 cm above the floor showed in
the following zoomed in time segments: 600 s, 60 s, 10 s, and 1 s. The used dataset
covers ∆T = 20 K case. Please note that the time series from the experiment and
the DNS simulation do not correspond to each other.
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Figure C.14: Experimental versus DNS T ′ series ∼5 cm below the ceiling showed in
the following zoomed in time segments: 600 s, 60 s, 10 s, and 1 s. The used dataset
covers ∆T = 20 K case. Please note that the time series from the experiment and
the DNS simulation do not correspond to each other.
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C.6 Non-dimensional representation of standard

deviations

Non-dimensionalized profiles of the standard deviation show stronger convergence

in longer records compared to their dimensional representation.
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Figure C.15: Non-dimensionalized standard deviation scaled by corresponding
∆T . In the figure z/H represents vertical distance z measured from the bottom
plate being normalized by the cell height H = 1 m. (a) Analogy of Fig. C.5. (b)
Analogy of Fig. C.11.
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C.7 Power Spectral Density in wavenumber space

In the atmospheric community, PSD is typically presented in either the frequency

or wavenumber domain, depending on preferences or scientific goals. As demon-

strated in Section C.3.2, the collapsed spectral curves in the frequency domain

exhibit three dynamic regimes that characterize thermal convection in the Π

Chamber. However, by following the scaling method proposed by Kumar and

Verma (2018) and the generalized approach of Zhou and Xia (2001), one can

obtain analogous PSD in the wavenumber domain.

The first step of the scaling procedure involves the following transformations:

k ≈ f̃ = f(2Ã)/U,

P (k) ≈ P (f̃) = P (f)U/2Ã.

where P (f̃) and f̃ represent the scaled frequency spectrum and scaled fre-

quency, respectively. The DNS data revealed a symmetrical profile of the mean

velocity U near the axis (see Fig. C.16). It gradually decreases towards the bulk

region, reaching about 0.02 m/s, and maintains approximately equal values near

both plates. The resulting wavenumber spectral curves are rescaled with U and

shifted accordingly. To collapse them, we found the Kolmogorov length scale,

defined as ¸ = (2Ã)/kn, where kn is the wavenumber noise level, and performed

another scaling to obtain the P (k¸) spectrum. The last step follows the adopted

procedure of Zhou and Xia (2001).
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Figure C.16: Magnitude of the mean velocity U profile near the axis of the chamber
with respect to its height. Each curve represent different ∆T .

In Fig. C.17a, we present the estimation of kp¸, what is a direct analogy to
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Figure C.17: Analogical to Fig. C.8 spectra of V20-S-L case but in wavenumber
domain. (a) Scaled spectrum of k¸2P (k¸). (b) PSD P (k¸)/P (kp¸) versus k¸/kp¸
with three defined regimes: inertial range (circles, 0.2 ⩽ k¸/kp¸ ⩽ 1), transition
range (triangles, 1 ⩽ k¸/kp¸ ⩽ 4), and dissipative range (squares, 4 ⩽ k¸/kp¸ ⩽

20). Legend includes the Pearson correlation coefficients p.

fp in Subsection C.3.2, for the V20-S-L case in the scaled k¸2P (k¸) spectrum.

Unlike the corresponding plot in the frequency domain (see Fig. C.8a), kp¸ does

not oscillate around one value. Here, we observe a gradual increase in kp¸ values

towards the bulk region, with the k¸2P (k¸) maximum occurring around kp¸ ≈ 0.5.

Fig. C.17b provides the final result of the frequency to wavenumber scaling. Both

the slopes and dynamic ranges are conserved, providing a clear analogy to Fig. C.8.
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C.8 Standard deviation scaling

To verify if and where we can observe thermal plume dominance in the chamber,

we followed the methodology outlined by He and Xia (2019).
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Figure C.18: Standard deviation ÃT ′ distribution of both 19 min, 3 min and
DNS dataset in semi-log domain near the floor (a) and close to the ceiling (b).
Both legends include Pearson correlation coefficients. Note that the fitted curves
correspond only with 19 min measurements.

They demonstrated a strong connection between plumes and the logarithmic

root mean square temperature profile using a different setup, which consisted of

water as a working fluid (Pr = 4.34), a rectangular-shaped container with Γ = 4.2,

and Ra varied from 3.2× 107 to 2× 108. For our purposes, we analyzed the stan-

dard deviation ÃT ′ distribution of both the 19 min, 3 min, and DNS datasets.
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Fig. C.18 presents the results for two regions in the semi-log domain–∼ 15–35 cm

near the floor (Fig. C.18a) and ∼ 65–95 cm near the ceiling (Fig. C.18b). In the

both regimes we provided the respective Pearson correlation coefficients and fitted

the curves for 19 min time series. Each profile in the lower half of the chamber

exhibits significant linearity correlation in the given region, including the 3 min

experimental dataset. Only the V10-S case notably differs from the remaining

results, dropping down to p = −0.59. The corresponding area in the upper half

gives similarly high indications of the p values, excluding shorter measurements,

providing evidence of weaker thermal plume response. This observation is reason-

able considering the previous discussion in Sec. C.3.1 on differences between both

regions of the cell.

It is worth mentioning that the zones outside the selected profiles are clearly

dominated by different types of forces, resulting in very local dynamics in the

RBC.
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List of Symbols

This following lists provide definitions of the symbols used throughout this thesis,

categorized into Latin and Greek letters. Each symbol is accompanied by its

description.

Latin

A power-law prefactor

B power-law slope

CB Batchelor constant

CK Kolmogorov constant

Cn n-th constant in structure functions

CO scalar spectrum constant

D diameter of a cylindrical system in RBC

E energy spectrum

Eθ scalar spectrum

E<q
in

energy injection rate inside a sphere of radius q

FA „A”-stream flow rate

FB „B”-stream flow rate

H height of a system in RBC

K turbulent kinetic energy (TKE)

L characteristic length

M number of samples
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N Brunt–Väisälä frequency

Nb number of counts per bin

Nu Nusselt number

P power spectrum density

Pr Prandtl number

Ra Rayleigh number

Re Reynolds number

Reλ Taylor-Reynolds number

S lengthscale (K
3

2/ϵ)

Sn n-th order vector structure function

Sθ
n n-th order scalar structure function

Sc Schmidt number

T temperature

T0 ambient temperature

TA „A”-stream temperature

TB „B”-stream temperature

T ′ temperature fluctuations, i.e. T ′ = T − ïT ð

U mean velocity, i.e. U =
√

(u2 + v2 + w2)

cη coefficient in fη

f frequency

f̃ scaled frequency

fp peak frequency

fη non-dimensional function determining dissipative range

fl non-dimensional function determining energy-containing range

g gravitational acceleration
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h measurement height

k wavenumber

kl energy dissipation wavenumber due to drag

kin energy injection wavenumber

kB Batchelor wavenumber, i.e. 1/¸B

kη Kolmogorov wavenumber, i.e. 1/¸

kφ wavenumber noise level

kθ scalar spectrum wavenumber limit for low Sc

kp peak wavenumber

l integral scale

lθ integral scale for scalar

p pressure

q sphere radius

r separation distance

t time

u′
rms

root mean square of velocity fluctuations

U 3D velocity vector U = (u, v, w)

f abstract forcing vector

r 3D displacement vector r = (x, y, z)

Greek

∆ large-scale variability, e.g. temperature contrasts between air streams

Γ aspect ratio in RBC

Πθ mean scalar flux
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ΠE mean energy flux

³ molecular diffusivity

´ coefficient in fη

µT skewness in temperature series

¶ small-scale variability, e.g. temperature fluctuations between consecutive data record

ϵ turbulent kinetic energy dissipation rate

ϵθ turbulent scalar dissipation rate

ϵ<q
η energy dissipation due to viscosity

ϵ<q
l energy dissipation due to drag

¸ Kolmogorov length scale

¸B Batchelor length

¸T temperature dissipation rate

¸θ scalar spectrum length scale limit for extremely low Sc

¹ generic scalar field in advection/diffusion equation

¹′ generic scalar fluctuations rate

» thermal diffusivity

¼ Taylor microscale

¿ kinematic viscosity

À generic coefficient in advection/diffusion equation

È thermal expansion coefficient

Ä density

Ã stratification parameter

ÃT standard deviation in temperature series

ÄB Bolgiano timescale

Ä e LSC periodicity formula
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Ç normalized temperature dissipation rate
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