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Abstract

Hybrid systems of magnetic molecules and two-dimensional layered materials -
theoretical and computational studies of stability, electronic, and magnetic

properties

The magnetic tetrapyrrole molecules (such as porphyrins and phthalocyanines)
with an active transition metal atom in their centre are currently intensively stud-
ied as prosperous potential elements of devices for high-density information stor-
age and processing, It has been recently proved that by means of external factors
one could induce two stable fully controllable molecular states. Therefore, hybrid
systems consisting of such magnetic molecules and suitable carriers from family of
two-dimensional materials are often considered as promising highly scalable spin-
tronic systems that could in the near future lead to novel industrial applications.

The main goal of this dissertation is to provide understanding of physical mech-
anisms that determine the stability of such hybrid systems and shed light on their
electronic and magnetic properties, on one hand, and deliver reliable quantitative
predictions that could facilitate the design of devices, on the other hand. To reach
this goal, the methodology based on the first-principles theory is necessary. The
computations in the frameworks of the density functional theory (DFT) have been
employed for issues of the hybrid systems’ stability and morphology, and the multi-
reference method going beyond the standard DFT has been used to study the mag-
netism in the hybrid systems. Two hybrid systems have been chosen as the case
studies: iron phthalocyanine (FePc) on graphene, FePc/Graphene, and FePc on tita-
nium carbide (Ti2C) MXene magnetic 2D system, FePc/Ti2C.

The FePc/Graphene hybrid system has been studied in the first part of the thesis.
In these studies the adsorption of the FePc to pristine and defected graphene layer is
investigated. We consider typical defects in graphene, such as Stone-Wales (SW) de-
fect, substitutional impurities, of boron, nitrogen, and sulphur, and also complex de-
fects involving SW defect and B, N, and S impurities in its interior. We determine first
the stability and geometry of these defects in graphene, and then we study whether
these defects can facilitate the adsorption of FePc, and finally the defect induced
modifications of the electronic and magnetic properties of the hybrid systems.

The DFT studies of the FePc/Graphene hybrid systems have been carried out
within two types of boundary conditions: (i) superlattice geometry with periodic
boundary conditions, and (ii) cluster geometry, where the carbon dangling bonds
at the edges of the graphene layer are saturated with hydrogen atoms. In the case
of superlattice and cluster geometries, the numerical packages Quantum Espresso
and ORCA have been employed, respectively. We observe fairly good agreement
between geometries of the studied systems as obtained with two kinds of bound-
ary conditions. This allows us to use the results obtained with the DFT calculation
involving the cluster boundary conditions as a starting point for studies of excited
states employing multireference methods, which is a prerequisite of the correct de-
scription of the magnetic states of the FePc/Graphene hybrid system.
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For the multireference calculations, the graphene layer has been mimicked by
pyrene molecule consisting of four carbon hexagons. This concept makes it possible
for the first time to go beyond the one-determinant approximation in studies of such
complex system as the FePc/Graphene hybrid structures, even with very restricted
computer resources available. As it turns out, in systems with B and N impurities,
only multi-reference method leads to reliable results.

In the second part of the thesis, we perform the spin polarised DFT studies of
FePc/Ti2C hybrid system. The most relevant issue in this part is the interaction be-
tween magnetic atoms: Ti from MXene substrate and Fe from phthalocyanine. Four
various magnetic configurations of FePc/Ti2C have been considered. The signifi-
cant ferromagnetic interaction between the iron atom and the upper titanium layer
plays important role in the reorientation of the iron atom magnetic moment. We also
analyse a model of the system in which the FePc molecule is in a quintet state (the
ground state of an isolated molecule is a triplet). To get a better understanding of
the physics of the FePc/Ti2C hybrid system, we also study the hybrid systems with
single iron atom and non-magnetic H2 phthalocyanine on the Ti2C layer, Fe/Ti2C
and H2Pc/Ti2C, respectively, which nicely explains the role of the Pc ligand in the
FePc/Ti2C hybrid system.
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Streszczenie

Układy hybrydowe molekuł magnetycznych i materiałów dwuwymiarowych -
badania teoretyczne i obliczeniowe stabilności właściwości elektronowych i

magnetycznych

Magnetyczne cząsteczki tetrapirolu (takie jak porfiryny i ftalocyjaniny) z akty-
wnym atomem metalu przejściowego w centrum są obecnie intensywnie badane
jako potencjalne elementy urządzeń do przechowywania i przetwarzania informacji
o dużej gęstości. Ostatnio pokazano, że w takich molekułach można indukować dwa
stabilne, kontrolowane czynnikiem zewnętrznym stany magnetyczne. Układy hy-
brydowe składające się z takich cząsteczek magnetycznych i odpowiedniego podłoża
na bazie dwuwymiarowych materiałów są powszechnie uważane za obiecujące,
wysoce skalowalne układy spintroniczne, które mogą w niedalekiej przyszłości do-
prowadzić do nowych zastosowań.

Celem niniejszej pracy doktorskiej jest zrozumienie mechanizmów fizycznych
determinujących stabilność oraz własności elektronowe i magnetyczne takich uk-
ładów hybrydowych oraz dostarczenie wiarygodnych ilościowych przewidywań
teoretycznych, które mogłyby pomóc w projektowaniu urządzeń na bazie takich
układów hybrydowych. Osiągnięcie postawionego w dysertacji celu wymaga zas-
tosowania metod z pierwszych zasad. Obliczenia na bazie teorii funkcjonału gęs-
tości (DFT) zastosowano do zbadania stabilności, morfologii , oraz własności ukła-
dów hybrydowych. Dodatkowo do zbadania własności magnetycznych układów
hybrydowych zastosowano metodę wielokonfiguracyjną, wychodzącą poza stan-
dardowe obliczenia w ramach teorii DFT. W pracy doktorskiej rozważano dwa pro-
totypowe układy hybrydowe, które ilustrują ważne dla tych układów zagadnienia
fizyczne. Jako pierwszy układ wybrano ftalocyjaninę z centralnym atomem żelaza
(FePc) na niemagnetycznym podłożu grafenu (FePc/Grafen), a drugim badanym
układem hybrydowym była molekuła FePc na podłożu trójwarstwowego karbidka
tytanu (Ti2C) MXenes - FePc/Ti2C.

Układ hybrydowy FePc/Grafen badano w pierwszej części pracy, gdzie rozwa-
żano adsorpcję molekuły FePc na grafenie idealnym i grafenie z typowymi defek-
tami. Przeprowadzono obliczenia dla defektu Stone-Wales (SW), podstawieniowych
domieszek boru, azotu, i siarki, oraz defektów złożonych, gdzie w rdzeniu defektu
SW podstawiono dodatkowo domieszkę B, N, lub S w miejsce atomu węgla. Na-
jpierw przeanalizowano stabilność defektów w grafenie, a następnie stabilność uk-
ładów hybrydowych z czystym grafenem oraz grafenem z defektami. Sprawdzono
czy adsorpcja FePc w okolicach defektu jest silniejsza oraz jak obecność defektów w
grafenie wpływa na własności elektronowe i magnetyczne układów hybrydowych.

Obliczenia DFT dla układów hybrydowych FePc/Grafen zostały przeprowad-
zone stosując dwa rodzaje warunków brzegowych: (i) geometria supersieci z pe-
riodycznymi warunkami brzegowymi, oraz (ii) geometria klastra, gdzie zerwane
wiązania w węglach na brzegu klastra zostały wysycone atomami wodoru. W przy-
padku obliczeń w geometrii supersieci zastosowano pakiet numeryczny Quantum
Espresso, a w przypadku obliczeń klastrowych pakiet ORCA. Obliczenia z zasto-
sowaniem obu typów warunków brzegowych prowadzą do dobrej zgodności w
przewidywanej geometrii układów hybrydowych. Pozwala to na wykorzystanie
wyników uzyskanych w warunkach brzegowych typu klaster jako punktu wyjścia
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do badań stanów wzbudzonych metodami wieloreferencyjnymi, co, jak się okazuje,
jest warunkiem prawidłowego opisu stanów magnetycznych układu hybrydowego
FePc/Grafen.

W obliczeniach wieloreferencyjnych układów hybrydowych podłoże grafenowe
było reprezentowane przez molekułę pirenu składającą się z czterech sześciokątów
węglowych. Zastosowanie takiego uproszczonego modelu podłoża pozwala po raz
pierwszy na wykonanie obliczeń wielokonfiguracyjnych dla hybrydowego sytemu
FePc/Grafen i wyjście poza przybliżenie stanu wieloelektronowego jednym wyz-
nacznikiem Slatera, nawet dysponując bardzo ograniczonymi zasobami komput-
erowymi. W układów hybrydowych zawierających domieszki B i N, tylko obliczenia
wieloreferencyjne prowadzą do poprawnych wyników.

W drugiej części pracy, wykonano spinowe spolaryzowane obliczenia DFT dla
układu hybrydowego FePc/Ti2C. Tutaj najważniejszym zagadnieniem jest oddzi-
aływanie między magnetycznymi atomami Ti z warstwy podłoża oraz atomem Fe
z ftalocyjaniny. Rozważono struktury z czterema różnymi konfiguracjami momen-
tów magnetycznych atomu Fe i dwóch warstw tytanowych. Oddziaływanie ferro-
magnetyczne między atomem żelaza a górną warstwą tytanu odgrywa ważną rolę
w reorientacji momentu magnetycznego atomu żelaza. Przeanalizowano również
model układu, w którym cząsteczka FePc jest w stanie kwintetowym (podczas gdy
stanem podstawowym wyizolowanej cząsteczki jest tryplet). Dla lepszego zrozu-
mienia fizyki układu hybrydowego FePc/Ti2C, przeprowadzono również obliczenia
dla układów hybrydowych złożonych z pojedynczego atomu żelaza oraz niemag-
netycznej molekuły H2Pc na podłożu Ti2C, odpowiednio Fe/Ti2C oraz H2Pc/Ti2C,
stwierdzając dominującą rolę Pc w stabilizacji FePc/Ti2C.
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Chapter 1

Introduction

The modern technology industry is hard at work developing and fabrication
ever-smaller storage devices. The pace of this miniaturisation has already led to
modern semiconductor memory devices with a unit cell size of about 10 nm.[1]
However, such size is not considered as a limit, and systems for smaller cells are
pursued intensively.

In general, the operation of the memory device can be based on any physi-
cal effect that brings the system to two or more stable states. For example, single-
molecule magnets exhibit magnetic hysteresis below a certain temperature.[2] These
molecules are approximately 1 to 2 nm in size, which makes the ordered structure of
such elements incredibly attractive as systems for the computer memory.

A substrate for planting such organometallic molecules is important, since upon
contact the magnetic properties of molecules can change for better or worse. The na-
ture of the adhesion and the change of molecules morphology also depend on the
properties of the substrate. In thiss thesis, we will study the interaction of a mag-
netic organometallic FePc molecule on two-dimensional surfaces. Such structures
are quite compact; their thickness is especially attractive; so they are actively stud-
ied for use in modern spintronic devices.

1.1 Background

1.1.1 Transition Metal Phthalocyanines

Transition metal phthalocyanines (TMPc’s) (Fig. 1.1) are widely known class of
tetrapyrrole organometallic compounds that have been well known since the 1930s.[3]
They consist of isoindole rings interconnected via an sp2-hybridized nitrogen atom
and a transition metal atom in the centre. The first commercial implementation of
these compounds was as a blue pigment. Over the years, this type of molecule has
attracted attention of researchers in the field of molecular electronics. The ease of
preparation, the simple molecular structure, and the possibility of functionalisation
have made TMPc’s one of the leading species for applications in the modern fields
of spintronics and optoelectronics.[4, 5, 6] Such molecules can also act as a part of an
organic photodetector,[7] and as a hole injection layer in OLED displays.[8]

1.1.2 2D materials

In the first half of the 20th century, it was thought that two-dimensional (2D)
crystal structures [9] are thermodynamically unstable and cannot exist. However,
theoretical discoveries in the field of solid state physics cast doubt on this point of
view, and in the 21st century, the first 2D material was experimentally obtained.[10]
The discovery and synthesis of dozens of new 2D materials have followed quickly.[prasad2021introduction]
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FIGURE 1.1: TMPc molecule.

The family of these planar materials includes systems being just a single atomic layer
(e.g. graphene, silicene, black phosphorus) or structures consisting of a few atomic
layers (e.g. MXenes, TM-dichalcogenides). Aditionally, it has been possible to obtain
lateral and vertical heterostructures consisting of several 2D materials.[wang2014two]
The vastness of this topic does not allow us to include a broader discussion of 2D-
materials issues into this thesis. Therefore, we limit ourselves to description of the
materials studied as substrates in the thesis.

Graphene

Graphene (Fig. 1.2) is a layer of one carbon atom thick, consisting of condensed
six-membered rings, constituing a honeycomb lattice. Carbon atoms in graphene
are linked by sp2-bonds in a hexagonal two-dimensional (2D) lattice. The first de-
scription of the production of graphene was published in 2004.[10] A separate layer
of graphene was obtained by mechanical peeling a graphite rod on a silicon diox-
ide surface. Graphite is a multilayer structure of graphene layers interconnected by
weak van der Waals forces. Graphene flakes chipped off from graphite remain on the
SiO2 surface. The thickness of the atomic layers of graphene can be checked by the
interference pattern of an optical microscope. In turn, the SiO2 surface mechanically
stabilises the monatomic layers of graphene.

Currently, there exist several sophisticated methods to obtain graphene. The most
common are:

• Exfoliated graphene.[11] The same technique by which the first graphene was
obtained. The undoubted advantage of this technique today is to obtain the
highest quality graphene monolayer. Such samples are ideally suited for per-
foming experiments on electronic properties of graphene, for measuring its
conductivity, or creating prototypes of graphene-based devices, for example,
a quantum transistor. The only and very significant drawback of this method
is the lack of the possibility of use for large-scale production of graphene, be-
cause of the specific feature of the method, namely, the need for manual work.

• Chemical graphene.[12] This method implies several possible options for the
preparation of suspensions containing graphene. The earliest chemical method
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FIGURE 1.2: Graphene.

is considered to be the production of graphene by the reduction of graphite
oxide. Another type of chemical method for producing graphene is the liquid
phase separation of graphite.

• Epitaxial graphene on metals[13] or SiC.[14] At temperatures greater than 1000 °C,
in the presence of any carbon source as a result of the chemical precipitation
of carbon from the gas phase, the metal is saturated. Furthermore, in high or
ultra-high vacuum, at pressure of the order of the 10-10 mbar, lowering of the
substrate’s temperature causes the solubility of carbon in the metal to drop
significantly. The carbon atoms reach the surface and form graphene domains
of a large area.

• Chemical vapour deposition (CVD) graphene.[15] In this process, vapours of one
or more substances react in the chamber, decompose and then form a layer
of the required substance on the substrate. This method makes it possible to
synthesise the largest layers of graphene.[16]

Graphene is famous for its extraordinary physical properties.[17] The valence
and the conduction bands touch in one k-point, making graphene a semimetal with
unusual electronic properties. Charge transport in graphene can be ballistic over
long distances. Graphene conducts heat and electricity very efficiently along its plane.
The material strongly absorbs light of all visible wavelengths; however, a single
sheet of graphene is almost transparent due to its extreme thinness. Graphene is
also many times stronger than other materials of similar thickness.

MXenes Family and its Generic Representative Ti2C

MXene is a class of 2D compounds obtained from MAX phases (layered hexago-
nal carbides or nitrides with a formula Mn+1AXn, where n=1-3, M indicates a transi-
tional metal, A - elements mostly from groups 13 and 14, and Xs are C or N atoms) by
etching A elements. Firstly discovered experimentally in 2011,[18] this class of com-
pounds has been developed rapidly. A lot of new species and their functionalised
derivatives have been synthesised. Soon potential applications in thermoelectricity,
catalysis, and energy storage have been found.[19, 20] Here, we are interested in the
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(A)

(B) (C)

FIGURE 1.3: The Ti2C 2D-three-layered system: (a) view from above;
and side views of (b) ferromagnetic and (c) antiferromagnetic con-
figurations. Red arrows indicate the internal magnetic moment of Ti

atoms.

magnetic properties of MXenes and especially of the Ti2C (Fig. 1.3). It was shown [21]
that this layer exhibits several magnetic configurations where the most stable are the
configurations with co-directional (ferromagnetic, Fig. 1.3B) and counter-directional
(antiferromagnetic, 1.3C) magnetic moments of the Ti sublayers. The energy of the
antiferromagnetic configuration is predicted to be lower just by 10 meV per primi-
tive cell.

1.1.3 TMPc on 2D materials

Recent studies have shown the possibility of changing the magnetisation of a
single metal-organic molecule. The control of the magnetic moment of the MnPc
molecule lying on the BiAg2 nanostructure using an external electric field was demon-
strated.[22] It was theoretically predicted that control of the spin state of a struc-
turally similar iron porphyrin molecule by stretching and compressing a graphene
substrate would be also possible.[23] In both studies, the central metal atom has
two adaptive states with different magnetic moments. Computational predictions
[24] also indicate that ZrPc or HfPc deposited on the graphene/Ni(111) substrate
have two different structural conformations, for which the molecules attain differ-
ent magnetic states depending on the position of the centre metallic ion, either above
the Pc or between the Pc and the substrate. Such bistability lets us to represent these
molecules as elementary keepers of a bit of information. Creating a controlled array
of such molecules will bring us closer to creating a storage device based on single-
molecular excitations, which in turn will lead to a significant increase in the density
of information.



1.1. Background 5

Recently, the TMPc/2D-material hybrid structures have also been actively inves-
tigated as catalysts for redox reactions. The emerging field of hydrogen energetics
needs cheaper catalysts for fuel cells to reduce the cost of commercial production.
Currently, the most popular catalysts are based on platinum group metals,[25] and
the cost of producing such cells is quite high. Recent laboratory studies already show
that the use of the FePc/2D materials hybrid structures shows a higher specific activ-
ity of redox reactions. In such catalysts, the iron atom is used as a centre for trapping
oxygen. Then, this atomic oxygen attaches to itself two protons (the result of the
splitting of a hydrogen molecule) and forms water. Among 2D materials, the best
results were obtained using Ti3C2T2 [26] (where T are functional groups adsorbed
to MXene from the atmosphere), but there are also many studies with graphene as a
substrate for FePc molecules.[27, 28]

Also, FePc/Graphene hybrid structures can be tuned in various ways. The use of
substituents on the periphery of the phthalocyanine isoindole rings helps to change
the electron density around the central iron atom.[29] Si-FePc-Graphene sandwich
structures [30] can also serve as catalysts, with the outer graphene layer protecting
the device from external poisons. Axial Fe-O coordination improves oxygen adsorp-
tion and thus increases redox productivity.[31] The use of defects in the graphene
layer increases the catalytic efficiency of the elements. For example, FePc/Graphene
systems with nitrogen impurities on the surface demonstrated [32] better specific
activity than platinum catalysts, while such systems were characterised by a higher
current density.

The interaction between graphene and TMPc molecules is fairly well under-
stood. The results show that phthalocyanine molecules are attracted to the surface
by van der Waals forces, and the electronic configuration of metal atoms in the centre
does not change significantly. The presence of the TMPc molecule does not open the
graphene band gap.[33] FePc and CoPc molecules on the top of MoS2 and graphene
2D layers were studied theoretically [34] and it was found that while the adsorp-
tion energy of a molecule to a surface in the MoS2 cases is about 2.5 eV higher than
in the graphene cases, both layers do not significantly change magnetic anisotropy
parameters and metallic d-orbitals distributions. When using graphene as a layer be-
tween the FePc molecule and a metal surface, graphene weakens their ferromagnetic
interaction.[35]

In experiments, FePc molecules found on pure graphene tend to form self-con-
necting structures based on the attraction of molecules to each other by van der
Waals forces.[36] For artificial isolation of a single molecule from the film, injection
of defects on graphene can be used. Theoretical calculations of the FePc molecule
adsorped to the defected graphene were carried out for single vacancy, double va-
cancy,[37] and (B, N, S)-dopings,[38] whereas the N-doping was also experimentally
studied.[36] The above studies show a little bit higher adsorption energy of FePc to
defected graphene compared to pristine graphene. Scanning tunnelling microscopy
images clearly show the FePc molecule adsorped on top of a defect. Moreover, it
turns out that the magnetic moment of the system depends on the type of defect. In
particular, B-dopants induce the increase of the magnetic moment, N-doping leads
to decrease of the magnetic moment, whereas introducing of S impurities causes the
quenching the magnetic moment.

In the literature, a similar interaction of TMPc molecules with a Stone-Wales de-
fect [39] in graphene was considered. This defect (Fig. 1.4), which consists of two
pairs of five and seven carbon polygons, occurs due to the rotation of two adjacent
carbon atoms relative to their centre by 90 degrees. Thus, when a defect is formed,
there is no change in the chemical composition of the material. This fact may lead to
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FIGURE 1.4: The Stone-Wales defect in graphene.

the idea of maintaining the magnetic moment of the TMPc - defected graphene sys-
tem. The adsorption energy of TMPc to graphene with the Stone-Wales defect was
calculated [40] to be 6% higher for Zn as TM in TMPc and 10% higher for Cu. Stud-
ies of the iron porphyrin/graphene/Ni(111) revealed [41] that when the Stone-Wales
defect is formed the graphene layer is not flat anymore, just exhibiting a wavelike
shape.

1.1.4 Metals on MXenes

Because MXenes are relatively new materials, there are not many quantum-chem-
ical studies of the adsorption of molecules on a MXene’s surface. Experimental stud-
ies of such systems are hampered by the fact that the outer layers of the material
adsorb substances from the atmosphere, changing their chemical structure. Exper-
imental studies of TMPc/MXene hybrid systems were carried out taking into ac-
count that the surface is saturated by atmospheric functional groups. In these cases,
MXenes lose their magnetic properties. Nonetheless, the FePc/Ti3C2T2 system was
found to be a good catalyst for redox reactions.[26] In addition, the same complex
works well in determining miRNAs and diagnosis of cancer biomarkers.[42] Com-
putational studies of MXenes have gone further than experimental ones. Quantum-
chemical methods make it possible to investigate compounds that are still difficult
to obtain experimentally.

Theoretical studies of organometallic molecules on MXene surfaces were not
found in the literature, but there are several theoretical studies devoted to the ad-
sorption of atoms on the surface of Ti2C and Ti3C2 2D MXene layers. It was found
[43] that the adsorption energies of 3d, 4d, and 5d transition metal atoms on Ti3C2
are in the range of -7.98 to -1.05 eV. 3d-transition metals on M2C layers (M = Ti, V,
Cr, Zr, Nb, Mo, Hf, Ta, and W) were studied [44] as single-atom catalysts to find an
alternative to Pt-based catalysts. Also, there are studies about metal atoms on func-
tionalised layers for single-atom catalysts [45, 46] and Li-ion storage.[47] It should be
noted that these studies did not take into account the spin polarisation of surfaces.
The results of the studies are presented in Table 1.1. The calculation parameters given
in parentheses will be explained in the next chapter.

1.1.5 Metals on Surfaces

Determination of the magnetic moment of each atom in a system is possible using
spin-polarised scanning tunnelling microscopy.[48, 49, 50] In these works, the Fe
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Adsorption Energy, eV Fe height from the layer, Å µ(Fe)

Fe on Ti3C2 (PBE)[43]
Hcp: -3.849
Fcc: -3.847

Hcp: 2.373
Fcc: 2.360

—
—

Fe on Ti2C (PBE+D3)[44]
Hcp: -4.093
Fcc: -3.897

Hcp: 1.708
Fcc: 1.644

Hcp: -2.03
Fcc: -2.28

TABLE 1.1: Energetic, geometric and magnetic characteristics of
TM/MXene hybrid systems Fe/Ti2C and Fe/Ti3C2. The sources of
the data are indicated. Adsorption sites for Ti3C2: Hcp - on the higher
C-atom, Fcc - on the middle Ti; for Ti2C: Hcp and Fcc - on the bottom

Ti, but with different symmetry surrounding.

atom was studied in the interaction with InSb(110) surface. In this study, the iron
atom falls into the surface due to the large lattice constant. In the case of the iron atom
on top of the Cu(001) surface, it was shown [51] that the electronic and magnetic
properties of adatoms are strongly affected by the tip-surface distance.

In the purely theoretical study of iron chains on Cu(001) and Cu(111) surfaces
[52] a single iron atom acts as a donor of spin momentum. It retains most of the
spin momentum when it is in the so-called "ontop" position and loses it when the
atom is in or inside the surface. The Bader charge transfer analysis for 3d TM atoms
on graphene and graphene/Ni(111) surfaces [53] indicates that for all elements in
the series electrons are transferred from the adatom to the graphene layer, leaving
the net charge on the adatom positive. Magnetic atoms on the surface were also
studied. Cobalt and iron atoms were placed onto the Pt(111) surface [54] and also on
Pt(111) and Ir(111) surfaces.[55] There was shown that adatoms induce polarisation
on nearby surface atoms. The magnetic anisotropy parameters also were calculated
and they are in agreement with the experimentally determined ones, where inelastic
tunnelling spectroscopy was implemented.[56]

The ability of an atom on a surface to have two stable states was studied in sev-
eral articles. TM atoms on the graphene/Ni(111) surface can be ferromagnetic and
antiferromagnetic toward the surface magnetisation.[53] It was found that for Ti, V
and Cr antiferromagnetic alignment is preferable while for Mn, Fe and Co it is ferro-
magnetic (exchange energy for Fe, in this case, is 10 meV). By utilizing a combination
of scanning tunnelling spectroscopy and DFT methods, it was shown that a Co atom
on semiconducting black phosphorus [57] has two states: low-spin and high-spin. It
was shown experimentally that the state of the atom can be switched electrically. A
holmium atom on the MgO surface exhibits bistability property with up and down
spin states.[58] It was shown that it is possible to read the states using a tunnel mag-
netoresistance and induce particular magnetic state of the iron atom (just to "write"
it) with current pulses using a scanning tunnelling microscope.

1.2 Research Concept

TMPc molecules on 2D materials are extremely thin hybrid structures which pos-
sess magnetic moments. Understanding the nature of magnetism, as well as the abil-
ity to control magnetic properties, will help in creating super-thin magnetic devices.
In this work, we contribute to the study of such structures using modern ab initio
quantum chemistry methods.

In this thesis, we focus on two particular cases of hybrid systems consisting of the
TMPc molecule grafted to the 2D material with the aim to understand the energetics
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of these hybrid systems as well as magnetism of them paying particular attention to
the influence of the substrate on magnetic states of the TM and the whole system.

It turns out that to get reliable predictions of the magnetism in these hybrid
systems it is necessary to go beyond the standard DFT theory and develop a suit-
able multiconfigurational methodology, generally required for degenerated ground
states of the systems.

The iron atom was chosen as a transition metal in TMPc because it was found that
FePc possesses the biggest exchange energy among all TMPc molecules.[59] Other
transition metals are also of interest and could be treated using the proposed tech-
niques.

The research has two logical parts:

• first one is dedicated to the FePc/Graphene hybrid system and the influence
of graphene defects on geometrical, energetic and magnetic properties of the
system

• the second part is about magnetic interaction between the FePc molecule and
the Ti2C layer in the FePc/Ti2C complex.

These two chosen systems can be treated as case studies to explore relevant
physico-chemistry of the important class of hybrid systems consisting of magnetic
molecules and 2D materials functioning as substrates.

In the next two paragraphs, we are going to summarise, first, the state-of-the-
art of the research of these two systems, and, second, the theory and computational
methodology required to study such systems.

1.2.1 FePc/Graphene

Most of the studies of systems consisting of a two-dimensional surface and a
metal-organic molecule were carried out using the Kohn-Sham realisation of the
density functional theory (DFT), and employing plane-waves as the basis set. This
method reproduces well the geometry of a two-dimensional surface due to the fact
that periodic conditions are used but does not allow one to study not completely
filled shells of the d, f - orbitals of metal atoms, which are of direct interest for such
structures.

Nowadays, the computational capabilities allow us to carry out studies of 2D-
surface - metal-organic molecule complexes using multireference methods. For ex-
ample, the iron porphyrin molecule and a graphene ribbon were treated separately
with very high-level accuracy.[60] Porphyrin without a central metal on the graphene
oxide was studied using multireference methods with 8 orbitals as active ones.[61]
To employ multireference methods, the problem has to be reformulated in terms of
finite, non-periodic systems, commonly used in quantum molecular chemistry. This
problem can be easily solved in the case of graphene. A limited piece of the graphene
layer, hereafter referred to as a cluster, can be limited by functionalising the extreme
carbon atoms with hydrogen. With a sufficiently large graphene layer in the area, it
is possible to create a structure very similar in physical and chemical properties to
pure graphene.

In addition to the interaction of the FePc molecule on the pure sheet of graphene,
the interaction of FePc with defects in graphene is also of interest. One of the main
defect selection factors was the compliance of geometric parameters between the
system with boundary conditions and the cluster. For example, it was found that
graphene clusters, in the centre of which one (single valence) or two (double valence)
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atoms are missing, do not repeat the flat structure of analogous periodic systems;
stable states obtained after optimisation have strong curvatures. Therefore, further
comparison of periodic and cluster systems with these defects is not possible.

Stone-Wales defects and various types of dopings are of particular interest for
studying. The interaction of the Stone-Wales graphene defect with the FePc molecule
has not been studied thoroughly enough, limiting itself to describing similar struc-
tures.[40, 41] Doping of atoms in the case of a graphene cluster requires special con-
sideration, because, in contrast to a doped periodic structure, in which there may
be no magnetic moment, the cluster must have an initial multiplicity in the case of
adding an atom with an odd number of electrons. When a molecule with an intrin-
sic spin moment is added to a doped cluster, several options for choosing the spin
moment arise. To study this situation, boron, nitrogen, and sulfur atoms were con-
sidered. Systems with the same doped atoms were studied previously [38] using
density functional theory and these results could be compared with results obtained
from cluster representation and multireference analysis.

The combined effects formed by replacing one of the atoms in the Stone-Wales
defect were also studied. A theoretical study of such a multilevel defect using den-
sity functional theory predicts a slight broadening of the band gap, as well as an
improvement in the accumulation of surface charge.[62] Also boron, nitrogen and
sulfur were considered as dopants.

1.2.2 FePc/Ti2C Study

As described earlier, the Ti2C layer can be either ferromagnetic or antiferromag-
netic, albeit the second option is slightly energetically favourable. By placing the
FePc molecule, the magnetic moment of which is oriented in the same axis as the
magnetic moments of the titanium layers, on the Ti2C surface, we obtain a system
that has several different magnetic configurations. Such systems have not been stud-
ied yet both theoretically and experimentally. And while experimental is compli-
cated by the fact that the MXene layer comes into interaction with the atmosphere,
theoretical predictions can describe such a system. A study of the single iron atom
without the Pc ligand on Ti2C was also carried out to understand the spin interac-
tion of the iron atom with the MXene layer in more detail. Such a system does not
have distortions caused by ligand fields. The study of FePc, Fe, and H2Pc on Ti2C
provides understanding of the role of the flat Pc ligand in FePc and the benefit of its
usage in comparison with a pure Fe atom.

Having presented the general background, the concept of the research, and two
chosen case studies of hybrid systems involving magnetic molecules or 2D materials,
we finish this chapter by introducing the outline of the thesis.

1.3 Outline of the Dissertation

• Chapter 2 is devoted to the description of ab initio theoretical methods which
are applied in the research. The general concept of the Hartree-Fock (HF) method
is shown. Then, there is an explanation of how to go beyond one Slater-determinant
wave function to describe the excited states of a system and what modern
methods are used for it. The main idea of the density functional theory (DFT) is
shown, and general approximations to take into account self-interaction error
and dispersion forces are presented.
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• Computational details for each used quantum chemical approach are presented
in Chapter 3.

• In Chapter 4 the description of the computations performed begins. Here, the
results for the free FePc molecule are shown. The molecule was treated using
multiple ab initio approaches, and differences in geometry and energetic prop-
erties are discussed.

• In Chapter 5 the FePc/Graphene hybrid system is studied using the DFT meth-
od. The graphene layer is represented as a periodic material and as a restricted
cluster with functionalised hydrogen atoms on boundaries. The geometric and
energetic properties obtained by these two approaches are compared. Besides
the system with a pure graphene layer, complexes with graphene defects (such
as the Stone-Wales defect, B-doping, N-doping, and S-doping and combined
B(N, S)-doped Stone-Wales defects) are studied. In addition, the possibility
of reducing a graphene cluster to a simple pyrene molecule is studied. This
FePc/Pyrene model will be explored in the next chapter.

• Chapter 6 contains the description of the multiconfigurational analysis of the
FePc/Pyrene complex. The defects considered in the previous chapter are also
studied in the case of this hybrid system. We emphasise the study of transitions
within the iron d shell and its interaction with pyrene defects. Excited states of
systems are investigated.

• The study of the FePc molecule on the Ti2C MXene layer is presented in Chap-
ter 7. Here, we mostly focus on the magnetic properties of the formed sys-
tem. Different magnetic configurations are modelled and compared. A single
Fe atom on the top of Ti2C is considered. It allows one to understand the role
of the phthalocyanine ligand in the complex.

• In Chapter 8, we summarise the research and discuss future prospects.
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Chapter 2

Theoretical background

2.1 Schrödinger Equation

The basic equation for molecular and solid state quantum chemistry is time-
independent non-relativistic Schrödinger equation:[63]

Ĥ |Ψ⟩ = E|Ψ⟩, (2.1)

where Ĥ is the Hamiltonian of a system, Ψ is the wave function, E is the total energy.
The simplified non-relativistic Hamiltonian in the atomic units (m = 1, e = 1, h̄ =

1) has the following form:

Ĥ = T̂n(R) + T̂e(r) + V̂ee(r) + V̂ne(R) + V̂nn(R) =

= −∑
a

1
2Ma

∇2
a − ∑

i

1
2
∇2

i − ∑
i,a

Za

ria
+ ∑

i>j

1
rij

+ ∑
b>a

ZaZb

Rab
, (2.2)

where R = {R1, · · · , RM} are positions of M nuclei and r = {r1, · · · , rN} are posi-
tions of N electrons; Tn(R), Te(r), Vee(r), Vne(R), Vnn(R) are kinetic energy operators
of nuclei and electrons, and potential energy operator of Coulomb electron-electron,
electron-nuclear, and internuclear interaction, respectively; Ma are masses of nuclei;
i relates to electrons; a,b relate to nuclei, Za, Zb are atomic numbers, rij, Rab, ria are
distances between electrons, nuclei, and an electron i and a nucleus a, respectively.

Since the translational motion of a system as a whole is not considered, the part
of it that describes the translational motion is excluded from the exact wave func-
tion. Also, it can be assumed that slowly moving nuclei form an electrostatic field
in which electrons move at a much higher speed, having time to instantly adjust to
any change in the coordinates of the nuclei. Formally it means that one can rep-
resent wave function as a product of nuclear and electron functions: Ψ(r, R) =
Ψe(r, R)Ψn(R). This approximation, essential for quantum chemistry, is called the
Born-Oppenheimer approximation.[64] Assuming this, the total energy of a system
is the sum of the electron energy calculated for a fixed configuration of the nuclei
and the vibrational-rotational energy of the nuclei E = Ee + En. The quantum me-
chanical problem of N electrons in the field of nuclei at positions R reduces to the
following Schrödinger equation

(T̂e(r) + V̂ne(R) + V̂ee(r))Ψe(r, R) = EeΨe(r, R), (2.3)

which results from Eq. (2.2), but where only electronic components are left.
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2.2 Basis Sets

The many-electron wavefunction Ψe(r, R) is extremely complicated, the whole
Universe is not able to provide resources to store Ψe for systems consisting of even
only few dozens of electrons.

Therefore, in all practical computational schemes, Ψe is approximated through
objects based on one-electron states, which in turn are assumed to be built out of
the suitably chosen basis functions sets, typically either localised orbitals or plane-
waves.

For example, molecular orbitals ϕi describing one-electron states could be repre-
sented as a linear combination of atomic orbitals χµ (LCAO)

ϕi(r) = ∑
µ

ciµχµ(r). (2.4)

Most computational codes use Gaussian type orbitals

g(α, n, l, m, r, θ, ϕ) = Nrn−1exp(−αr2)Yl,m(θ, ϕ), (2.5)

where N is a normalization factor; n, l, m are principal, angular and magnetic quan-
tum numbers; Yl,m(θ, ϕ) are spherical harmonics. Atomic orbitals could be repre-
sented as a set of such primitives χi = ∑i cigi. The benefit of such orbitals is ease of
multiplication and integration of them. They are usually used for spatially restricted
systems such as molecules or clusters.

To describe materials in a periodic cell the wave function should also be periodic.
It means that |ψ(r − Rj)|2 = |ψ(r)|2, where Ri is a lattice vector. Bloch’s theorem
states that in periodic potential the wave function takes the next form

ϕk(r) = exp(ikr)uk(r). (2.6)

The periodic part of the Bloch function uk (2.6) could be expanded in the plane
waves

uj,k(r) = ∑
|G|≤Gmax

eiGrCG;j,k, (2.7)

where G = n1b1 + n2b2 + n3b3 are reciprocal lattice vectors (b1, b2, b3 are primitive
reciprocal lattice vectors), Gmax is a maximum length of wave vectors G, that are
included into the expansion (2.7).

In practical calculations Gmax is restricted by the energy cutoff parameter

Ecuto f f =
G2

max
2

.

2.3 Hartree-Fock

To construct the wave function for solving the Schrödinger equation, one-election
atomic orbitals (AO) wave functions ϕi(xi) = ϕi(r)η(si) can be used. Here, ϕi(r) is
the spatial part, and η(si) is the spin part. In the simplest case, the N-electron wave
function of the system is approximated by a single Slater determinant,[65] which is
composed of atomic spin-orbitals occupied by electrons:
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Ψ =
1√
N!

∣∣∣∣∣∣∣∣∣
ϕ1(x1) ϕ2(x1) . . . ϕN(x1)
ϕ1(x2) ϕ2(x2) . . . ϕN(x2)

...
...

...
ϕ1(xN) ϕ2(xN) . . . ϕN(xN)

∣∣∣∣∣∣∣∣∣ (2.8)

=
1√
N!

N!

∑
n=1

(−1)pn Pn {ϕ1(1)ϕ2(2) . . . ϕN(N)} (2.9)

This approximation leads to the Hartree-Fock method.[66, 67] The Hartree-Fock
equations for optimal atomic orbitals ϕi consisting the Slater determinant read

F̂iϕi(xi) = ϵiϕi(xi) (i = 1, ..., N), (2.10)

where F̂i is the Fock operator:

Fi = −1
2
∇2

i − ∑
a

Za

rai
+

N

∑
j=1

∫
|ϕj(xj)|2

1
rij

dxj −
∫

ϕ∗
j (xj)

1
rij

ϕi(xj)dxj. (2.11)

Each spin-orbital ϕi(xi) has its Fock operator eigenvalue ϵi. The total energy of
the system is:

Etot = 2
N/2

∑
i

ϵi −
N/2

∑
i ̸=j

N/2

∑
j
(2Jij − Kij) + ∑

a ̸=b

ZaZb

Rab
, (2.12)

where one-electron AO orbitals energies ϵi are:

ϵi = hii +
N

∑
i ̸=j

(2Jij − Kij), (2.13)

and one-electron integral hii is the average value of one-electron operator ĥi:

ĥi = −1
2
∇2

i − ∑
a

Za

rai
, (2.14)

hii =
∫

ϕ∗
j (xj)hiϕi(xj)dxj. (2.15)

Two-electron integrals Jij (the Coulomb integral which describes the electron-
electron repulsion energy) and Kij (the exchange integral, which defines the decrease
in the interaction energy of electrons with parallel spins in accordance with the Pauli
principle) read:

Jij =
∫

ϕ∗
i (xi)ϕ

∗
i (xi)

1
rij

ϕj(xj)ϕj(xj)dxidxj (2.16)

Kij =
∫

ϕ∗
i (xi)ϕ

∗
j (xi)

1
rij

ϕi(xj)ϕj(xj)dxidxj (2.17)

The HF method has different versions, depending on whether the one-determi-
nant wave function is an eigenfunction of the total spin square operator Ŝ2 or not.
If it is, the wave function is constructed from spacial orbitals occupied by a pair
of electrons with opposite spins, the method is called the restricted Hartree-Fock
method (RHF). If there is no such requirement, then each spin-orbital corresponds
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to a certain spin state, electrons with opposite spins occupy different spin orbitals.
This method is applied to systems with unpaired high-orbital electrons and is called
the unrestricted Hartree-Fock method (UHF).

2.4 Multireference Methods

2.4.1 Configuration Interaction

A disadvantage of the HF method is the treatment of the system of interacting
electrons as independent particles and describing them by a one-determinant wave
function; under these conditions, the interelectronic interaction is taken into account
as the sum of the interaction of each electron with the average electron density of the
remaining electrons. In fact, electron motion is correlated, there is an instantaneous
Coulomb repulsion between particles that is missed in the HF approximation. There
are dynamic correlation, correlation of electron motions, and static correlation, con-
nected with the impossibility to describe the degenerated ground state with the help
of one Slater determinant.

The expansion of the N-electron wave function in terms of a set of one-one-deter-
minant wave functions describing various electronic configurations is a simple ap-
proach to account for electron correlation. Each electron configuration corresponds
to a well-defined set of orbitals, and in the process of self-consistent solution of
equations, the interelectronic interaction averaged over configurations covers var-
ious variants of the distribution of electrons at different distances between them.

In the configuration interaction (CI) method[68], the multielectron wave func-
tion is decomposed into a series of Slater determinants, each of which describes the
system in a certain electronic state. Excited states are described by electronic con-
figurations that take into account possible transitions of electrons from occupied
molecular orbitals to various unoccupied orbitals. This means that each determi-
nant is built from spin orbitals corresponding to the ground or one of the excited
one-electron states of the molecule. The occupied and virtual molecular orbitals are
orthonormal, the substituted determinants are orthogonal to the ground state deter-
minant. For systems with open shells, the many-electron wave function is expanded
into a series in linear combinations of Slater determinants, which are eigenfunctions
of the operators Sz and S2.

The total CI wave function ΨCI includes all possible electronic configurations

ΨCI =
∞

∑
k=0

akΨk. (2.18)

For practical implementation of the CI methods, the number of configurations in
(2.18) should be restricted. The term "full CI" means taking into account all config-
urations of electrons on the molecular orbitals of the system. This approach could
be implemented for small atomic systems but it is too costly for medium and large
systems.
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2.4.2 Complete Active Space Self-Consistent Field

The multiconfigurational self-consistent field method (MCSCF) is a variational
approach in which both the HF molecular orbitals in the determinants and the co-
efficients ak (2.18) are self-consistently optimised. The number of electronic config-
urations can be reduced to those that make the most significant relative contribu-
tion to the total energy. In the complete active space self-consistent field method
(CASSCF) [69, 70, 71] among all molecular “active” orbitals, the highest occupied
and the lowest unoccupied, are selected (fig. 2.1). Active orbitals are calculated us-
ing the CI method. Core orbitals, which are doubly occupied and have lower energy,
and virtual orbitals, which are valence and have higher energy, are not used in the
CI calculations and only active orbitals change is taken into account in Slater deter-
minants Ψk (Eq. 2.18).

FIGURE 2.1: A scheme of the CASSCF approach. Inactive core and
virtual orbitals are doubly occupied and not occupied, respectively.
For active space, a set of Slater determinants with different electron

configurations is used in CI calculations.

2.4.3 n-electron Valence State Perturbation Theory

As well as for the HF method, perturbation theory can be applied in the context
of the CASSCF method.

The zero-order wave function |Ψ(0)
m ⟩ in the multi-reference configurational theory

is

|Ψ(0)
m ⟩ = ∑

I∈CAS
CI,m |I⟩ , (2.19)
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where the summation runs over molecular orbitals I from the active space. It is
rather obvious that the following relation holds:

P̂CASĤP̂CAS

∣∣∣Ψ(0)
m

〉
= E(0)

m

∣∣∣Ψ(0)
m

〉
, (2.20)

where P̂ is the projector onto the CAS-CI space.
It is possible to represent the |Ψ(0)

m ⟩ wavefunction as a multiplication of core Φc
(with nc inactive electrons) and valence Ψv

m parts (with nv active electrons),∣∣∣Ψ(0)
m

〉
= |ΦcΨv

m⟩ . (2.21)

The perturbed wavefunction with k electrons moved from inactive orbitals to
active ones is ∣∣∣Ψk

l,µ

〉
=

∣∣∣Φ−k
l Ψv+k

µ

〉
, (2.22)

where k is the order of perturbation. This method is called n-electron valence state
perturbation theory (NEVPT) or NEVPT2 (where the last number 2 means the order
of perturbation, −2 ≤ k ≤ 2).[72]

For NEVPT2, there are several possibilities of excitations:

• two electrons from core orbitals to virtual orbitals (the active space remains the
same, k = 0),

• one electron from a core orbital to a virtual orbital, and one electron from a
core orbital to an active orbital (the active space has one less electron, k = +1),

• one electron from a core orbital to a virtual orbital, and one electron from an
active orbital to a virtual orbital (the active space has one more electron, k =
−1),

• two electrons from core orbitals to active orbitals (the active space has two
more electrons, k = +2),

• two electrons from active orbitals to virtual orbitals (the active space has two
fewer electrons, k = −2),

• one electron from a core orbital to a virtual orbital, and an internal active-active
excitation (k = 0),

• one electron from a core orbital to an active orbital, and an internal active-
active excitation (k = +1),

• one electron from an active orbital to a virtual orbital, and an internal active-
active excitation (k = −1).

2.5 Density Functional Theory

2.5.1 Hohenberg-Kohn Theorem

One-electron density, the probability of the presence of an electron in an infinitely
small area around a point r in space, can be calculated as

ρ(r) = N ∑
σ

∫
dx2 · · ·

∫
dxN |Ψ(r, σ, x2, ..., xN)|2, (2.23)
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where N is the number of electrons, and x ≡ (r, σ) defines both spacial r and spin σ
coordinates.

Using this quantity as the basis for determination of the total energy of multi-
electron systems instead of the multielectron wave functions Ψ would reduce the
number of dependent variables from 3N to N, and would be extremely attractive
from computational point of view.

Excluding purely nuclear components from the full Hamiltonian (2.2), in accor-
dance with the Born-Oppenheimer approximation, the Hamiltonian of the system of
N electrons in the external potential of the all nuclei

Ĥ = T̂e + V̂ne + V̂ee =

= −∑
i

1
2
∇2

i + ∑
i

vext(ri) + ∑
i>j

1
rij

. (2.24)

where vext = −∑a
Za

|r−Ra| . The Hohenberg-Kohn theorem [73] states that there exists
an electron density ρ and a functional F[ρ], such that

E0 = minρ{
∫

d3rvext(r)ρ(r) + F[ρ]} =
∫

d3rv(r)ρ0(r) + F[ρ0], (2.25)

where E0 and ρ0 are the ground-state energy and ground-state density of the sys-
tem characterised by the external potential vext(r). This method of finding the total
ground state energy of the system of N interacting electrons in terms of the one-
electron charge density and functional formulation is called density functional the-
ory (DFT).[74]

The DFT formulation provided by Hohenberg and Kohn, and later on in the so-
called "constrained search" formulation proposed by Mel Levy [74] states only the
existence of universal functional of the one-electron density F[ρ], but unfortunately
does not give it explicit form.

Instead, one can define solely the contributions to F[ρ] corresponding to kinetic
energy of the interactions electrons T[ρ] and electron-electron interaction U[ρ], so
F[ρ] = T[ρ] +U[ρ]. The attempts to approximate T[ρ] and U[ρ] on the basis of known
expressions for homogeneous electron gas have not provided reliable quantitative
results for inhomogeneous systems such as atoms, molecules, and solids.

However, very soon after the appearance of the Hohenberg and Kohn paper,
Kohn and Sham published the practical realisation of the DFT that has been the
basis of all practical DFT computational tools developed since then.

2.5.2 Kohn-Sham Theory

W. Kohn and L.J. Sham showed [75] that the system of N-interacting electrons,
characterised by the one-electron density ρ(r) can be mapped on virtual system of
non-interacting electrons with one-electron density ρs(r) equal to ρ(r), ρs(r) = ρ(r).

It is well known that the many electron wave function of non-interacting Fermions
is a Slater determinant Φ(x1, ..., xN) defined through N one-electron spin-orbitals
ϕi(x). Then the one-electron density

ρ(r) = ρs(r) =
N

∑
i
|ϕi(r)|2. (2.26)
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The second advantage of employing the virtual system of non-interacting elec-
trons is easiness to define and compute the kinetic energy functional for such case
Ts[ρ].

The well known is also classical Coulomb repulsion energy of the charge distri-
bution described by ρ(r)

UH [ρ] =
1
2

∫ ∫
ρ(r)ρ(r′)
|r − r′| drdr′, (2.27)

and also the exchange energy EX[ρ] for the system described by the Slater determi-
nant Φ.

The only unknown component of the electron-electron interaction energy func-
tional U[ρ] remains, therefore, the correlation energy EC[ρ],

U[ρ] = UH [ρ] + EX[ρ] + EC[ρ]. (2.28)

One can write then the functional F[ρ] in the following form

F[ρ] = Ts[ρ] + UH [ρ] + EX[ρ] + EC[ρ] + T[ρ]− TS[ρ]. (2.29)

Customarily the last four terms of the functional F[ρ] (2.29) are named exchange-
correlaion functional

EXC[ρ] := EX[ρ] + EC[ρ] + T[ρ]− TS[ρ], (2.30)

and this functional is approximated in various practical applications of the Kohn-
Sham realisation of DFT. Nowadays, in computations there are used around 200
approximated versions of EXC[ρ].

The only question one needs to answer is how to determine the one-particle
Kohn-Sham orbitals ϕi instead of minimising E[ρ] with respect to ρ as in the orig-
inal DFT.

The minimisation of the functional (2.29) with respect to one-electron wave func-
tions leads to the Kohn-Sham (KS) equations for one-electron orbitals ϕi:

ĥKS
i ϕi(r) = ϵiϕi(r) (i = 1, ..., N), (2.31)

where the one-electron Kohn-Sham operator ĥ is defined as:

ĥKS
i = −1

2
∇2

i + vext(ri) +
∫

ρ(r′)
|ri − r′|dr′ + υXC(ri), (2.32)

with the exchange-correlation potential υXC = δEXC[ρ]/δρ. The KS equations (2.31),
together with the equation defining ρ in terms of ϕi (2.26), have to be solved in a
self-consistent manner.

By the analogy with the Hartree-Fock approach, the restricted Kohn-Sham (RKS)
and unrestricted Kohn-Sham (UKS) methods also exist, just to treat spin unpolarised
and spin polarised systems, respectively.

2.5.3 Approximations

The crucial issue in the KS realisation procedure is the choice of the approxima-
tion for exchange-correlation energy functional EXC[ρ].
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The simplest approximation for EXC[ρ] is based on a model of a homogeneous
non-degenerate gas of non-interacting electrons located in the external field of nu-
clei. It is called the local density approximation (LDA). It is assumed that the density
of non-homogeneous system at point r, ρ(r), is equal "locally" to the density of ho-
mogeneous electron gas is the same at any point in the system. For each point r,
the value of the electron density of the real system at this point is substituted into
the formulas valid for a homogeneous electron gas. This can be done if the electron
density of non-homogeneous system is a slowly varying function of the coordinates.

The LDA approximation for the exchange-correlation functional is

ELDA
XC [ρ] =

∫
ϵ(ρ(r))ρ(r)dr, (2.33)

where ϵ(ρ(r)) = ϵx(ρ(r)) + ϵc(ρ(r)) is the exchange-correlation energy per particle,
known for homogeneous electron gas.

The LDA approximation played important role in the development of reliable
computational tools for quantum mechanical description of atomic, molecular, and
solid state systems. However, the LDA approximation could be unsatisfactory for
systems in which the electron density distribution is very inhomogeneous. To take
into account the inhomogeneity, the generalized gradient approximation (GGA) is
used where the dependence of the exchange-correlation energy on the density gra-
dient is also taken into account. The general expression for the exchange-correlation
energy in this approximation is

EGGA
XC [ρ] =

∫
fXC(ρ(r),∇ρ)ρ(r)dr, (2.34)

A unified expression for the integrand fXC does not exist but there are various
approximate forms. These forms were found in a standard way: an ab initio calcu-
lation of noble atoms in the orbital approximation was carried out with the fullest
accounting for exchange and correlation (for example, by methods of coupled clus-
ters or configuration interaction in a wide basis), then the terms associated with the
exchange and correlation energies, and approximate expressions for ϵx(ρ(r)) and
ϵc(ρ(r)) were fitted to them.

2.5.4 Hubbard Correction

The standard DFT method described above has a disadvantage in that one elec-
tron interacts with its own contribution to the mean-field (self-interaction error).
And, as in the HF method, when electrons are strongly localised their motion is
correlated. In principle, the multiple Slater determinant wave function (2.18) solves
this problem however for a big periodic system that method is bulky and difficult to
apply. To correct the result it is possible to use the Hubbard +U correction where the
standard DFT energy functional F[ρ(r)] (2.29) changes by adding the correction

FDFT+U [ρ(r)] = F[ρ(r)] + FHub[{nIσ
mm′}]− FDC[{nIσ}]. (2.35)

Occupation numbers nIσ
mm′ (projections of occupied Kohn-Sham orbitals (ψσ

kv) on
the states of a localized basis set (ϕI

m)) are defined as

nIσ
mm′ = ∑

k,v
f σ
kv⟨ψσ

kv|ϕI
m′⟩⟨ϕI

m|ψσ
kv⟩, (2.36)
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where f σ
kv are the Fermi-Dirac occupations of the KS states (k is the k-point index, v

is the band index), I means the site, n the main quantum number, m the magnetic
number, and σ the spin index.

In the approach by Liechtenstein et al.[76] the local screen Coulomb correlation
term FHub is taken as:

FHub[{nσ}] = 1
2 ∑

{m},σ
{⟨m, m

′′ |Vee|m
′
, m

′′′⟩nσ
mm′ n−σ

m′′m′′′+

+ (⟨m, m
′′ |Vee|m

′
, m

′′′⟩−
− ⟨m, m

′′ |Vee|m
′′′

, m
′⟩)nσ

mm′ nσ
m′′m′′′},

(2.37)

and the DFT-double counting term FDC is

FDC[{nσ}] = 1
2

Un(n − 1)− 1
2

J[n↑(n↑ − 1) + n↓(n↓ − 1)], (2.38)

where nσ = Tr(nσ
mm′ ) and n = n↑ + n↓. U and J are screened Coulomb and exchange

parameters.
Cococcioni et al.[77] proposed a simplified correction assuming J = 0,

FHub[{nI
m,m′}]− FDC[{nI}] =

=
U
2 ∑

I
∑
m,σ

{nIσ
mm − ∑

m′
nIσ

mm′nIσ
m′m}

=
U
2 ∑

I,σ
Tr[nIσ(1 − nIσ)],

(2.39)

where the U parameter can be calculated using the linear response method.

2.5.5 Pseudopotentials

The occupied electron shells in atoms can be divided into two categories: core,
the lowest orbitals, which do not participate in the interaction within the system, and
valence, which have the highest energy and actively participate in the formation of
bonds and affect the physical and chemical characteristics of the system. All electron
methods take into account both core and valence orbitals on an equal footing. But
if electron transitions from deep energy levels are not so important for investigated
properties of the systems studied, it is possible to describe core electrons using a
nonlocal pseudopotential function. In this case, only valence electrons are taken ex-
plicitly into account. This approximation is widely used for all atoms in periodic
systems and for heavy atoms (usually if Z ≥ 37) in non-periodic LCAO calculations.

The special class of pseusopotentials constitute the so-called norm-conserving
pseudopotentials,[78] where the norm of the atomic orbital is conserved, and ψ⋆

ps =
ψ⋆

AE for |r| > rc: ∫ rc

0
ψ⋆

AE(r)ψAE(r)dr =
∫ rc

0
ψ⋆

ps(r)ψps(r)dr (2.40)

In this case, all electron ψ⋆
AE and pseudo ψ⋆

ps wavefunctions are fitted out of a chosen
cutoff radius rc (each shell has its own radius). Often such pseudopotentials lead
to accurate results with medium size plane-wave basis set (Ecuto f f = 10 − 20Ry).
However, for atoms with oscillating wave function (first-row elements, elements
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with 3d and 4 f valence electrons) norm-concerning pseudopotential construction
gives corresponding pseudo-functions that are nearly equal to all-electron states.
The condition of conservation of the norm means that in some cases it is impossi-
ble to construct a pseudo-wave function that is much smoother than the all-electron
wave function. Thus, employment of the norm-conserving pseudopotentials could
require large plane-wave basis sets (Ecuto f f > 70Ry).

Ultrasoft pseudopotentials (USPP), introduced by Vanderbilt,[79] were designed
to solve this problem. There, the pseudo-wave function norm (2.40) differs from the
all-electron one. The benefit of ultrasoft pseudopotentials is that they need fewer
plane waves which improve the accuracy of calculations with the same available
processing power.

Projected augmented waves (PAW) pseudopotentials[80] can be considered as
all-electron pseudopotentials with frozen states of the core electrons such as those in
free atoms. There is a linear transformation that relates the all-electron orbitals of the
wave function to the pseudo-orbitals and it is possible to recover all-electron orbitals
from pseudo-orbitals.

2.5.6 van der Waals Correction

The standard DFT method described above does not take into account dispersive
van der Waals forces which are weaker than covalent forces but play important role
in intramolecular interactions and molecular adsorption to a surface. The dispersion
part of the van der Waals forces, forces of electrostatic attraction of instantaneous
and induced dipoles of electrically neutral atoms or molecules, contributes a lot to a
molecular-surface interaction and ignoring it yields very often to a wrong adsorption
structure.

There are several approaches to include van der Waals interactions in DFT calcu-
lations. In principle, all of them add a correction Enon−local

XC to the exchange-correlation
functional EXC. Performances of all methods are tested using comparison with high-
quality post-HF methods such as the coupled-cluster.[81] Non-local functionals, like
vdW-DF-04 and vdW-DF-10 by Langreth and Lundqvist,[82, 83] represent the ex-
change-correlation potential as

vn−l
XC (r) =

∫
f (r, r′)dr′. (2.41)

Such functionals can describe the interaction of one atom at the point r with an
atom at the point r′ which could be far removed. This approach leads to a double
integration in exchange-correlation energy calculation

En−l
XC =

∫
vn−l

XC (r)dr =
∫ ∫

f (r, r′)drdr′. (2.42)

Although methods of integration of such potentials are well developed, they still
make the use of non-local functionals for large systems quite expensive.

Meta-GGA functionals (like M06 [84]) are advanced GGA-type functionals (2.34)
where not only the density and its first derivative but also its second derivative are
included. Meta-GGA functionals can describe short-range interactions whenever a
density overlap still exists. But these functionals do not include the correct descrip-
tion of van der Waals interaction and they show unsatisfactory results if long-range
interactions play an important role.

Probably the computationally cheapest methods are interatomic van der Waals
correction methods.[85, 86, 87] Usually, in these methods, a dispersion correction to
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the exchange-correlation functional is given in a form of two-body energy

Edisp
AB (R) = −( f6(R)

CAB
6

R6
AB

+ f8(R)
CAB

8

R8
AB

+ f10(R)
CAB

10

R10
AB

+ · · · ), (2.43)

where f6, f8, f10, · · · are previously chosen damping functions; interaction coeffi-
cients CAB

6 , CAB
8 , CAB

10 , · · · and vdW radii RAB are parameters which are unique for
each atomic pair and were found based on fitting to higher quality quantum chem-
ical computations. The popular Grimme DFT-D3 correction [85] includes into the
dispersion correction also the three-body energy term

Edisp
ABC(R) =

CABC
9 (3cosθacosθbcosθc + 1)

(rABrBCrAC)3 , (2.44)

where θa, θb,and θc are the internal angles of the triangle formed by rAB, rBC, and rAC,
and CABC

9 is the triple-dipole constant.
In comparison with non-local and meta-GGA functionals, interatomic van der

Waals correction methods include highly parametrized forms of dispersion interac-
tion. The interatomic dispersion parameters are provided which highly reduces the
cost of employing these corrections. Such methods are mostly used for relatively big
systems where the van der Waals interaction plays an important role and the size of
a system requires simplification of computational methods.
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Chapter 3

Computational Details

In the thesis, the FePc/Graphene and FePc/Ti2C hybrid systems were studied
employing the DFT computational scheme in the framework of DFT theory. Also,
multiconfigurational methods were employed to investigate magnetic properties of
the FePc/Graphene hybrid system. Here, we present the computational details of
these calculations.

3.1 FePc/Graphene

3.1.1 Periodic System

The periodic DFT calculations were performed employing the Quantum Espresso
6.5 package[88] on the level of the generalized gradient approximation (GGA),[89]
using the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional.[90] The
Van der Waals interaction between a molecule and a layer was included using the
Grimme DFT-D3 methodology.[85] To treat the strong on-site Coulomb interaction
of TM d-electrons, we used DFT+U approach within the Hubbard model.[91] The
U parameter value for the iron atom was taken from the results of linear response
calculations for TMPc molecules.[92] The kinetic energy cutoff for wavefunctions
was taken to be 45 Ry, and a corresponding parameter for charge density and po-
tential was 450 Ry. Preliminary estimations, optimisation, and calculation of energy
parameters were performed at the Γ point. Calculations of densities of states were
performed using the 2 × 2 × 1 Monkhorst–Pack k-point mesh. Optimisation was car-
ried out until a force value of less than 0.001 Ry/a.u on every atom and in each carte-
sian direction was achieved, and simultaneously stress tensor components reached
values smaller than 0.5 kbar.

3.1.2 Cluster System

The calculations of cluster systems were performed using the ORCA package,[93,
94] where the GGA-PBE functional and the D3 correction were used as in computa-
tions with periodic boundary conditions. The triple-ζ polarised def2-TZVP basis set
[95] was implemented and a semi-empirical counterpoise-type correction [96] was
used to decrease the basis set superposition error (BSSE).

The following equation was used to estimate the adsorption energy Ea:

Ea = EFePc+Gr − EFePc − EGr, (3.1)

where EFePc+Gr denotes the total energy of the FePc/graphene hybrid system, whereas
EFePc, and EGr are energies of the free molecule, and the surface, respectively.
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Cohesive energies for defected graphene clusters and pyrene were calculated
using the formula

Ecoh =
Edoped gr − ∑N

i Ei

N
(3.2)

where Edoped gr is the total energy of the doped system, Ei is the total energy of the
individual elements i (i = C, B, N, S, H), and N is the total number of atoms in the
cluster. Cohesive energy shows the energy difference between the energy of atoms
in the molecular state and in the gas state with all atoms separated from each other.
This parameter allows for comparing the stability of defected structures. Similar cal-
culations have also been done before.[97]

3.1.3 Multireference Calculations

The multireference calculations of cluster systems were performed using the
ORCA package.[93, 94] Optimisation of systems geometry was performed using
DFT methods. Multireference calculations were done using different basis sets for
different types of atoms: polarised valence double-zeta basis set def2-SVP for hy-
drogen and carbon atoms, diffuse polarised triple-zeta basis set def2-TZVPD for ni-
trogen, boron and sulfur atoms and diffuse doubly polarised triple-zeta basis set
def2-TZVPPD for the iron atom. This choice of basis sets is a compromise between
the demand for random access memory (RAM) necessary to perform calculations
and the accuracy that can be reached to satisfactorily describe the charge density in
the region of the iron atom. Also, the RIJCOSX [98] algorithm that treats the Coulomb
term via RI (repulsion integrals) and the exchange term via seminumerical integra-
tion was implemented. Corrected energetic states of the hybrid systems were found
using strongly contracted NEVPT2 [99] perturbation theory.

3.2 FePc/Ti2C

The DFT calculations for the studied hybrid FePc/Ti2C system with periodic
boundary conditions were performed employing the Quantum Espresso 6.5 numer-
ical package [88] with the generalised gradient approximation (GGA) [89] realised
through the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional.[90] The
van der Waals interaction between the molecule and the Ti2C layer was accounted
for within the Grimme DFT-D3 ad-hoc scheme.[85] Rappe-Rabe-Kaxiras-Joannopo-
ulos (RRKJ) ultrasoft pseudopotentials from pslibrary [100] were implemented. To
treat the strong on-site Coulomb interaction of TM d-electrons, we used the DFT+U
approach within the Hubbard model.[91] The U parameter value for the Fe atom
(U = 4 eV) was taken from the previous results of linear response calculations for
TMPc molecules.[92] To simulate the excited state with S = 2, the Hubbard parame-
ter U was changed from 4 to 6 eV. The kinetic energy cutoff for wavefunctions was
set to 45 Ry and the corresponding parameter for charge density and potential to
650 Ry. Preliminary estimations, optimisation, and calculation of energy parameters
were performed at the Γ point. The chosen supercell for the FePc/Ti2C hybrid sys-
tem consisted of 7x7 Ti2C primitive cells. Such size of the supercell makes it possible
to place FePc molecules at a distance of 6.36 Å from each other, which practically
excludes their spurious interaction. For the test case of a single Fe atom on the Ti2C
surface (Fe/Ti2C), preliminary estimations, optimisation, and calculation of energy
parameters were performed at the Γ point for 7x7 and 4x4 Ti2C supercells. For the
case with the primitive Ti2C cell, a denser grid of 5x5 k-points was used.



3.2. FePc/Ti2C 25

The adsorption energy Ea was determined according to the formula

Ea = EFe(Pc)+Ti2C − EFe(Pc) − ETi2C, (3.3)

where Fe(Pc) indicates either a single iron atom (Fe) or iron phthalocyanine (FePc);
Ti2C - the substrate, and Fe(Pc) + Ti2C the whole system. To guarantee suitable ac-
curacy of Ea, the energies of these three systems are calculated in the same supercell.

To investigate electron transfer, we performed an analysis of the laterally aver-
aged electronic charge density ρcharge = ρ↑ + ρ↓ and spin density ρspin = ρ↑ − ρ↓,
where ρ↑ and ρ↓ are spin up and spin down electron charge densities, respectively.
The methodology of charge transfer evaluation was inspired by the Bader charge
analysis[101], where the borders between the charge densities of two atoms are de-
termined along the local minimum of the charge densities. Here, we consider the
charge transfer between the Ti2C surface and the flat FePc molecule or the iron atom.
For this purpose, the charge density ρ is integrated over xy-planes in each point
along the z-axis, which gives laterally averaged charge density ρ̄(z)

ρ̄(z) =
1
S

∫∫
S

ρ(x, y, z) dx dy, (3.4)

where S is the area of the unit cell. A similar approach has been previously im-
plemented to study charge distribution in the hybrid system of VPc on gold sur-
face.[102] The minimum of the laterally averaged charge density ρ̄(z) between the
surface and the molecule could be then considered as a surface (or line) dividing the
regions of the substrate and the molecule. The accurate minimum was found using
the polynomial approximation in the vicinity of the boundary.

It is worth noting that the charge density analysis was performed only for va-
lence electrons qualified as such in the employed pseudopotential. The chosen pseu-
dopotentials have the following valence configurations: Ti(3s24s23p63d2), C(2s22p2),
Fe(4s13d7), N(2s22p3), H(1s1).
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Chapter 4

FePc: Geometry and Electronic
Structure

Before we present results for studied hybrid structures, let us analyse the mor-
phology, electronic structure, and magnetic properties of free standing iron phthalo-
cyanine.

An isolated iron phthalocyanine molecule (Fig. 4.1) has a tetragonal D4h symme-
try. The central iron atom is in the square planar ligand field which is created by
nitrogen atoms. The strong ligand field makes the iron dx2−y2 orbital unfavourable,
and, therefore, the ground state of the molecule is triplet. The exact ground state is a
topic to study due to the energetic proximity of the two states. While it seems to be
commonly accepted that the ground state of FePc is Eg with the iron 3d-shell config-
uration d2

xyd2
xzd1

yzd1
z2 d0

x2−y2 (Fig. 4.2C), there exist computations predicting A2g state

(with the d2
xyd1

xzd1
yzd2

z2 d0
x2−y2 iron 3d-shell configuration) as the ground state.[103]

The excited quintet and singlet states can be modelled using one-Slater-determi-
nant DFT methods. Using LCAO basis sets for the free FePc molecule, it was found
that quintet and singlet states are higher by 1.24 and 1.43 eV, respectively, in compar-
ison to the ground state energy. The Fe-N distances in the molecule are similar for
all states and are about 1.935 Å. Plane-wave methods with the molecule in the cu-
bic cell with the 20 Å face show that the Fe-N bond lengths are 1.95 Å in the ground
state, 2.01 Å in the quintet and 1.92 Å in the singlet. This elongation of the bonds was
previously found for molecules with the Fe-N4 centre.[23] The Fe-N bonds length-
ening weakens the ligand field created by nitrogen atoms of tetragonal symmetry.
Thus, the electrons of the d-shell of the iron atom occupy the higher energy orbitals.
The quintet excited state is 0.44 eV higher than the triplet state and the singlet state
is 2.68 eV higher. The precise multideterminant NeVPT2 method (Table 4.1) gives
lower values of the transition energies than DFT. A more detailed discussion of the
results will be made below in the part about multireference calculation analysis.

Triplet-Quintet, eV Triplet-Singlet, eV
DFT, LCAO 1.24 1.43

DFT, Plane Wave 0.44 2.68
NeVPT2(6,5) 0.41 1.28
NeVPT2(10,9) 0.4 0.85

TABLE 4.1: Energy differences between the FePc ground triplet state
and excited quintet and singlet states calculated by different quantum

chemistry methods.

The FePc symmetry is represented well in the cubic cell. Below, FePc will be
studied on the hexagonal lattice structure surfaces. Therefore, the point symmetry of
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FIGURE 4.1: The FePc molecule.

the hybrid system consisting of FePc attached to a substrate is relatively low, the C2
one. For that reason, optimisation of the geometries of the hybrid systems could lead
to FePc geometry slightly distorted from the ideal one. The difference is seen in iron
d-shell projected densities of states for FePc in cubic (Fig. 4.2B) and hexagonal (Fig.
4.2A) lattices. While in the cubic cell the FePc ground state is Eg, in the hexagonal
cell it is A2g. These results shed light on the previously mentioned discrepancies of
theoretically predicted state of the FePc free standing molecule.
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FIGURE 4.2: Spin-polarised PDOS of the 3d orbitals of the FePc iron
atom in (a) hexagonal and (b) cubic cells; (c) iron 3d shell configura-

tion in the Eg FePc ground state.
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Chapter 5

FePc/Graphene: DFT studies

5.1 Graphene

5.1.1 Graphene Cell Choice for the Calculations with Periodic Boundary
Conditions

The choice of the graphene surface size was dictated by a compromise between
computational time and accuracy of calculations. In the case of the periodic sys-
tems, we wanted to get rid of the eventually possible spurious interaction between
FePc molecules, both in lateral plane and the vertical direction, in order to study the
interaction of strictly single molecule with the graphene layer. Such spurious inter-
actions between the FePc molecule and its images in the neighbouring cell can be in-
duced by periodic boundary conditions imposed on the system, if the dimensions of
the employed supercell are not sufficiently large. The estimations of the effect men-
tioned above (Table 5.1) were performed using different graphene supersells, from
the smallest possible supercell where FePc molecules can lie on the surface without
overlapping each other up to considerably larger supercells. For purpose of such
estimations, only the molecule was relaxed, while the graphene layer was frozen.
That is why the estimations presented here slightly differ from the results presented
in following chapters below. Gradually increasing the lattice size, it was found that
when using a cell consisting of 9x9 unit cells of graphene, the intermolecular inter-
action is practically absent and does not affect the geometry and energy parameters
of the complex. This supercell was chosen for further studies.

Supercell Size Adsorption Energy, eV Distance between FePc’s, Å
6x6 -6.73 1.60
7x7 -4.72 2.27
8x8 -3.73 4.62
9x9 -3.01 7.07
10x10 -3.03 9.53
15x15 -3.33 21.68

TABLE 5.1: Adsorption energies and distances between FePc
molecules (defined as the distance between the two closest hydro-
gen atoms of different molecules) for FePc/Gr systems as a function

of supercell size.
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5.1.2 Graphene Cluster Choice

In the case of the cluster calculations, the main test parameters were, like in
the case of supercell calculations, geometry and physisorption energy. The struc-
ture with a cluster of 25 (5x5) rings (Fig. 5.1D) shows the similar physisorption en-
ergy (Table 5.2) and also completely covers the surface under the molecule. An en-
largement of the graphene surface significantly increases the computational burden.
The FePc/Gr 5x5 model is good for comparing the possibility of representing the
FePc/Gr system as a cluster but too big to perform multireference NeVPT2 calcula-
tions. Even in the small def2-SVP basis set more than 2 TB of RAM is needed, and
our avaliable at the University of Warsaw computer resources do not allow us to per-
form such calculations with sufficient accuracy. Therefore, we have also performed
the DFT calculations with the smaller sizes of graphene flakes consisting of 16 (4x4),
9 (3x3), and 4 (2x2) carbon rings. These systems are depicted in Fig. 5.1C, 5.1B, and
5.1A, respectively. The smallest flake (the 2x2 graphene cluster) is just the pyrene
molecule. The values of adsorption energy and geometrical parameters of hybrid
systems are shown in Table 5.2. It is clearly seen that adsorption energy decreases
with the cluster size, which means that the adhesion of the FePc molecule to the
graphene flake gets stronger with flake’s size. We ascribe this effect to the vdW inter-
action between carbon rings ("petals") in the molecule and the flakes. FePc-graphene
and Fe-graphene distances differ for different complexes but the differences do not
exceed standard deviations of FePc and clusters from the xy-plane. Both energet-
ics and geometric parameters show that the van der Waals interaction determines
the adsorption in all cases. These results strongly suggests that the system of FePc
molecule on the smaller graphene flake can be taken for extremely costly computa-
tions with multiconfigutational approach, particularly, in the case when one focuses
on iron atom and its closest surrounding.

Adsorbtion Energy, eV FePc-Gr dist, Å Fe-Gr dist, Å
FePc/Gr5x5 -2.03 3.44±0.14 3.41±0.09
FePc/Gr4x4 -1.44 3.36±0.26 3.43±0.14
FePc/Gr3x3 -1.37 3.39±0.38 3.46±0.21
FePc/Pyrene -1.00 3.28±0.19 3.36±0.07

TABLE 5.2: Adsorption energies and geometrical parameters of
FePc/Graphene hybrid structures with various sizes of graphene
flakes. The averaged distances between the graphene layer and FePc
molecule are given in the third column, whereas the averaged dis-
tance between Fe atom and C atoms belonging to the graphene flake
are depicted in the forth column. Absolute error values have been cal-
culated as a standard deviation from a mean z-coordinate of the layer

and the molecule.

5.1.3 Pyrene

Pyrene (C16H10, Fig. 5.2A) consists of four tight aromatic rings. It is the small-
est carbon structure that can contain studied defects. Some of these defects have
already been studied. The DFT study of the Stone-Wales defect in pyrene (Fig. 5.2B)
shows[104] that the 8.26 eV energy barrier should be overcome to form a bond while
the energy difference between pyrene and Stone-Wales pyrene is 2.35 eV. It has also
been shown that the additional hydrogen atom on one of the central pyrene carbon
atoms lowers the energy barrier to 6.6 eV. The substitution of two central carbon
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(A) (B)

(C) (D)

FIGURE 5.1: Structures of FePc/Graphene hybrid systems with
various sizes of graphene flakes: different graphene areas:
(A) FePc/Graphene2x2(Pyrene), (B) FePc/Graphene3x3, (C)

FePc/Graphene4x4, (D) FePc/Graphene5x5.

atoms into boron and nitrogen atoms has been done experimentally[105, 106] and
this system exhibits excellent stability.

(A) (B)

FIGURE 5.2: Structures of (A) pyrene and (B) pyrene with a Stone-
Wales defect

5.1.4 Defects in Graphene

Let us now analyse various defects in graphene. First, we consider Stone-Wales
5-7 defect (hereafter indicated as graphene-SW), and substitutional impurities B,N,
and S on carbon site. Further on, we consider more complex defects where B, N,
or S substitute the carbon atom in the Stone-Wales defect area. These defects are
indicated as B-SW, N-SW, and S-SW. The simple substitutional defects, as well as
X-SW defects are depicted in Fig. 5.3A and 5.3B, respectively.

As the host of these defects we consider three systems: (i) graphene supercell
with periodic boundary conditions, (ii) the graphene cluster with edge carbon atoms
saturated by hydrogen, and (iii) pyrene molecule. For pristine graphene, the DFT cal-
culations, for all three systems listed above, predict the carbon-carbon bond length
to be 1.42 Å. The optimised geometry of all 7 types of defects in three host types
is summerised in Tables 5.3 and 5.4. It should be noted that all defected structures
have a flat geometry. Calculations using cluster and periodic conditions, as well as
the pyrene molecule generally show similar results. In the case of a doping atom, the
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bonds of the added atom with neighbouring carbon atoms are lengthened, whereas
the bonds closest to the C-C defect are shortened. The Stone-Wales defect forms
a bridge between pentagons and this bond is shorter than the standard bond in
graphene. With the addition of a boron, nitrogen, or sulphur atom, this bridge bond
increases, but remains shorter than the bonds of the doped atom with the rest of the
carbon atoms. These effects are most visible in the case of sulphur doping, whereas
for boron and nitrogen atoms these changes are rather tiny.

(A) (B)

FIGURE 5.3: Structures of studied graphene defects; (A) doped
graphene, (B) graphene with the Stone-Wales graphene and doping.

C-X bond length, Å C-C bond length, Å
Periodic Cluster Pyrene Periodic Cluster Pyrene

Gr-B 1.49 1.49 1.53 1.41 1.41 1.41
Gr-N 1.41 1.4 1.43 1.42 1.42 1.42
Gr-S 1.6 1.6 1.76 1.4 1.4 1.39

TABLE 5.3: Geometric parameters of substitutional impurities of
boron, nitrogen, and sulphur atom. "C-X" bond length is an average
length between the impurity atom and adjacent carbon atoms; "C-C"
bond length is the average length of the closest to the defect carbon

bonds.

It has been already recognised that the formation of the Stone-Wales defect in
graphene leads to the displacement of atoms in the transverse direction.[107, 108,
39] Transverse bends can occur in the sinusoidal (sinlike) and cosinusoidal (coslike)
phases. The first configuration corresponds to the energy minimum, however, a
small barrier height between two positions leads to rapid transitions between the
two configurations. Our calculations show that potential energies differ from the flat
structure by 0.2 and 0.1 eV for sinlike and coslike configurations, respectively. The
formation energy of the flat Stone-Wales defect (the difference between the energies
of cells with and without the defect) is 4.34 eV. In particular, the out-of-plane effect
is difficult to detect experimentally using STM methods, since the two structures are
layered on top of each other and, as a result, the defect appears flat. The above effects
were taken into account when optimising the FePc/Gr structure. As a result of opti-
misation, in both sinlike and coslike cases, the graphene layer was flattened, and the
energy and geometric characteristics differ insignificantly from the optimised struc-
tural parameters of the FePc/Gr system with flat graphene. Therefore, in the future,
the energy of graphene in the adsorption equation (Eq. 3.3) will be understood as
the energy of flat graphene and all further optimisations will be carried out with the
flat graphene structure as the initial one.
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Periodic Cluster Pyrene
C-X Bridge bond length, Å

Gr-SW 1.33 1.35 1.38
Gr-B-SW 1.4 1.43 1.48
Gr-N-SW 1.33 1.36 1.4
Gr-S-SW 1.56 1.6 1.71

C-X Near Bridge bond length, Å
Gr-B-SW 1.52 1.53 1.55
Gr-N-SW 1.42 1.42 1.42
Gr-S-SW 1.63 1.65 1.70

C-C Near Bridge bond length, Å
Gr-SW 1.46 1.47 1.47
Gr-B-SW 1.43 1.44 1.44
Gr-N-SW 1.44 1.45 1.45
Gr-S-SW 1.41 1.42 1.40

TABLE 5.4: Geometric parameters of the Stone-Wales defect, as well
as combined Stone-Wales defects with doped boron, nitrogen, and
sulphur atom. "C-X Bridge" bond length is a length between the
pentagons; "C-X Near Bridge" bond length is an average length of
a doped atom with neighbouring carbon atoms; "C-C Near Bridge"
bond length is an average length between a carbon atom located on

the bridge with other carbon atoms.

To assess the stability of the studied defects, cohesion energies (Eq. 3.2) were cal-
culated for cluster and pyrene models; the results of how much the energies of these
models are higher than the energy of the cluster (pyrene) without defects are shown
in Table 5.5. It can be seen from the results that the formation of defects leads to a de-
crease in the stability; nevertheless, the Stone-Wales defect and the implantation of a
boron atom lead to minor decreases. Doping with a sulphur atom somewhat lowers
the stability of the surface. Nevertheless, it has been shown that a formation with a
doped sulphur atom is thermodynamically more favourable than a vacancy.[109]

Cluster cohesive energy, eV Pyrene cohesive energy, eV
Gr-SW 0.035 0.08
Gr-B 0.029 0.13
Gr-SW-B 0.059 0.17
Gr-N 0.037 0.20
Gr-SW-N 0.069 0.16
Gr-S 0.111 0.40
Gr-SW-S 0.132 0.39

TABLE 5.5: Cohesive energies relative to pristine graphene for the
cluster and pyrene with studied defects.

5.2 FePc/Graphene

5.2.1 FePc on Graphene and Graphene-SW

The hybrid system FePc/Gr with the FePc molecule placed over the graphene
layer has been studied theoretically.[37] One of the important issues is the molecule
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position relative to the graphene layer. Typically, one considers the location of the
iron atom above the centre of the carbon ring (Hex), above the carbon atom (Top),
and between the carbon atoms at the hexagon’s edge (Bridge). It turned out that the
Top and Bridge positions are more favourable and have extremely similar physisorp-
tion energies. Optimisation performed in our QE computations does not allow us to
really accurately point out the energetically most favourable structure, but the ge-
ometries of the Top and Bridge structures are nearly identical.

Since the interaction of TMPc’s with Stone-Wales defected graphene (hereafter
referenced to as graphene-SW) has not been experimentally studied with STM, the
question of the molecule location is not obvious. When studying the location of dif-
ferent metal atoms on the Stone-wales defect, the most stable configurations were
achieved at the centres of pentagons and heptagons, as well as at the rotated C-C
bond.[110] Taking this into account, we calculated the two-dimensional potential
energy surfaces of the system with a shift of the molecule by 2.25 Å along the verti-
cal and horizontal axes from the centre of the defect with a step of 0.25 Å. The results
obtained indicate that the most favourable position for all cases is where the metal
atom of the TMPc molecule is located above the C-C defect-forming bond (Fig. 5.4A).
A more accurate calculation with a step of 0.2 Å in the vicinity of the defect specifies
the position of the molecule (Fig. 5.4B). Before optimising the system, the prelimi-
nary calculations were performed and the approximate distance between graphene
and FePc was found. Also, the molecule’s rotarions around its own axis were ex-
amined to find the preliminary molecule position relative to graphene layer, which
is then used as the starting point for complete optimisation of the hybrid system’s
geometry performed automatically in the QE numerical code. Such two-step proce-
dure of the geometry optimisation sheds light on the dependence of the system’s
energy on a particular geometric parameter.

(A) (B)

FIGURE 5.4: Potential energy surfaces of FePc/Gr-SW. The shifts of
the molecule on graphene in horizontal directions are marked along
the axes. The position (0,0) corresponds to the location of the metal
atom between two defect-forming carbon atoms. The step is (A) 0.25

Å, and (B) 0.2 Å.

The geometrically optimised structure of the FePc/Graphene-SW system (see
Fig. 5.5B, and 5.6B) similar to the geometry for a structure without the defect (Fig.
5.5A, 5.6A) i.e. FePc/Graphene. The FePc molecule is flat and parallel to the graphene
layer. The distances between the molecule and the surface are shown in Table 5.6.
The cluster and periodic models give similar results. A decrease in the cluster size
down to the pyrene molecule leads to a reduction in the distance between the molecule
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and the cluster. The Stone-Wales defect does not significantly change the distance be-
tween the molecule and the layer. The FePc iron atom is slightly higher than the FePc
middle plane in the FePc/Pyrene case. This is explained by the fact that the pyrene
area is smaller than the area of FePc, the van der Waals forces do not act on the entire
FePc molecule, and because of this, FePc bends slightly.

Energetic characteristics (Table 5.7) between the structures with and without the
Stone-Wales defect also do not differ much. This allows us to predict that in exper-
imental studies this defect will not play an important role in the localization of the
molecule on the graphene’s surface. Of course, this analysis does not take into ac-
count the influence of a possible material that is used to support the graphene layer.

Periodic Cluster Pyrene
FePc - Graphene distance, Å

FePcGr 3.45±0.01 3.44±0.13 3.28±0.19
FePcGr-SW 3.49±0.01 3.44±0.1 3.3±0.1
FePcGr-B 3.49±0.01 3.43±0.15 3.23±0.21
FePcGr-SW-B 3.49±0.03 3.38±0.42 3.26±0.32
FePcGr-N 3.49±0.02 3.41±0.2 3.04±0.28
FePcGr-SW-N 3.50±0.02 3.39±0.44 3.23±0.23
FePcGr-S 3.49±0.01 3.50±0.25 3.35±0.42
FePcGr57-SW-S 3.44±0.51 3.33±0.88 3.36±0.46

Fe - Graphene distance, Å
FePcGr 3.50±0.01 3.41±0.09 3.37±0.07
FePcGr-SW 3.48±0.01 3.38±0.07 3.40±0.02
FePcGr-B 3.46±0.01 3.29±0.9 3.14±0.13
FePcGr-SW-B 3.45±0.02 3.19±0.26 3.28±0.25
FePcGr-N 3.5±0.01 3.38±0.14 3.21±0.08
FePcGr-SW-N 3.5±0.01 3.32±0.23 3.27±0.11
FePcGr-S 3.44±0.01 3.29±0.2 3.11±0.31
FePcGr57-SW-S 3.66±0.28 3.09±0.50 3.08±0.34

TABLE 5.6: Distances between the graphene layer and the FePc
molecule and the Fe atom in FePc/Gr hybrid systems. The absolute
error value was calculated as a standard deviation from a mean z-

coordinate of the layer and the molecule.

Periodic Cluster Pyrene
FePc/Gr -2.1 -2.03 -1.00
FePc/Gr-SW -2.25 -2.02 -0.98
FePc/Gr-B -2.46 -2.05 -1.14
FePc/Gr-SW-B -2.09 -2.13 -1.06
FePc/Gr-N -2.75 -2.01 -1.80
FePc/Gr-SW-N -1.56 -2.00 -1.09
FePc/Gr-S -3.52 -4.70 -4.07
FePc/Gr-SW-S -4.02 -4.40 -2.71

TABLE 5.7: Computed adsorptio energies (in eV) of the FePc molecule
to graphene and different types of defected graphene.
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(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE 5.5: Views of FePc/Graphene cluster complexes with vari-
ous types of defects in the graphene layer: A) pristine graphene; and
graphene with B) the Stone-Wales defect, ) B-doping, D) B-doping +
the Stone-Wales defect, E) N-doping, F) N-doping + the Stone-Wales

defect, G) S-doping, H) S-doping + the Stone-Wales defect.

5.2.2 FePc on Doped Graphene and Doped Graphene-SW

Doping of graphene with the boron atom also does not distort the flat geome-
try of the structure (Fig. 5.5C, 5.6C). The geometry of the system generally has the
same form; the molecule remains bound to the graphene surface only by van der
Waals forces. The same applies to the case of doping a boron atom into the Stone-
Wales defect (Fig. 5.5D, 5.6D). The position of the FePc molecule over the defects is
also retained in both cases. Adsorption energies are comparable to the cases without
defects for all studied graphene representations.

FePc/Graphene hybrid structures with nitrogen doping (Fig. 5.5E, 5.5F, 5.6E,
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(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE 5.6: Periodic cell views of FePc/Graphene complexes with
various types of graphene layer: A) pristine graphene; and graphene
with B) the Stone-Wales defect, C) B-doping, D) B-doping + the Stone-
Wales defect, E) N-doping, F) N-doping + the Stone-Wales defect, G)

S-doping, H) S-doping + the Stone-Wales defect.

5.6F) also remain flat but the geometric and energetic parameters change more sig-
nificantly. For the periodic FePc/Gr-N structure the adsorption energy is about 30%
higher, while for FePc/Gr-SW-N it is 26% lower. The increase of adsorption energy
for FePc/Pyrene-N is about 80%, while there is no energy decrease for FePc/Pyrene-
SW-N case. In comparison with periodic and pyrene models, adsorption energies of
B- and N- defected FePc/Graphene cluster models do not really differ from non-
defected FePc/Graphene.

Doping the graphene layer with of the sulphur atom, in turn, leads to serious
changes in the geometry of the hybrid system. The sulphur atom moves out of the
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graphene plane and forms a bond with the iron atom. Figures 5.5G, 5.5H, 5.6G, 5.6H

show side projections, which show the geometric transformations of these systems.
In the case of the system with simple sulphur doping, the graphene layer retains
a flat view, while the graphene with the sulphur atom doped into the Stone-Wales
defect has a wavy shape. Due to the formation of the Fe-S bond the adsorption en-
ergy of the molecule onto the substrate increases substantially. It is observed for all
substrate representations and the value of adsorption energies is similar are compa-
rable.

5.2.3 The Density of States Analysis

Impurities and defects influence the conductive properties of graphene and make
it possible to create devices with a controlled small band gap. Thus, the replace-
ment of one of the carbon atoms with a boron or nitrogen atom leads to p- and
n-type conductivity, respectively.[111, 112] According to theoretical studies, the for-
mation of the SW defect leads to the appearance of a small band gap (0.08 eV), while
the material is still characterized by high conductivity, and the graphene-SW-B and
graphene-SW-S systems show conductive properties.[62] According to the calcula-
tions performed in this thesis (Fig. 5.7), the band gap for graphene with the SW
defect is 0.16 eV. Doping the SW defect with boron and sulphur atoms (i.e., creating
SW-B and SW-S defects) reduces the band gap to 0.1 eV in both cases. The band gaps
slightly differ from the values cited in the literature but these results depend on the
concentration of defects on the surface.

The density of states of the periodic FePc/Gr systems (Fig. 5.8) and the projected
density of states of the iron atom d-orbital in the FePc molecule (Fig. 5.9) indicate that
the presence of the molecule does not change the band gap of graphene. The van der
Waals interaction between FePc and graphene does not fundamentally disturb the
electronic structure of pristine and defected graphene layers. In turn, various defects
in graphene lead to redistributions of the density of states of the iron atom d-orbitals
in the FePc, while not changing the total magnetic moment. It should be noted that in
the case of the systems with boron doping in the pure graphene and in the graphene
with the Stone-Wales defect, the contributions to the density of states originating
from the d-orbital of the iron atom is observed near the Fermi energy. In such cases,
a charge transfer occurs from the graphene layer to the FePc molecule. The d-orbital
acts as an impurity state that is inside the band gap.
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FIGURE 5.7: Densities of states for studied pristine and defected
graphene layers. The type of defect is listed above the frame in each

panel.
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FIGURE 5.8: Densities of states for studied hybrid systems consisting
of FePc molecule adsorbed to pristine and defected graphene layers.

The type of defect is listed above the frame in each panel.
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FIGURE 5.9: Projected densities of states for the iron atom d-orbitals
in studied FePc/Graphene layers listed above the frame in each panel
(yellow - dxy, blue - dxz, green - dyz, red - dz2 , black - dx2−y2 ). For clarity
of the pictures, the gaussian broadening parameter of the order of the

energy grid step (0.005 eV) has been chosen.
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5.2.4 Spin Distribution in Clusters

In the case of the cluster approach, it is possible to track changes occurring in
the distribution of atomic orbitals, since the wave functions are represented in the
LCAO form. As a result, the d-shell of the iron atom in FePc retains its configuration
dxy

2dxz
2dyz

1dz2
1dx2−y2

0 in the cases of the presence of the molecule on pure graphene,
graphene with the Stone-Wales defect, and also in both cases of doping with boron
and nitrogen atoms.

The case with a doped sulphur atom deserves a separate consideration. These
systems were considered in singlet, triplet, and quintet states. Moreover, in each of
these systems, there is no spin moment on the sulphur and iron atoms. As the multi-
plicity of the system increases, the spin moment is distributed on the graphene sur-
face, and the total energy of the system increases. These results are inconsistent with
the results we obtained with the periodic approach, but on the other hand similar
results were obtained in another study.[38]

Also, existing studies of the solid-state structures of iron sulfide[113, 114, 115,
116, 117, 118] show that such compounds do not exhibit magnetic properties. In turn,
the magnetic order of iron boride[113, 119] is ferromagnetic. These results suggest
that the nature of the interaction of the FePc molecule with S-doped graphene is
rather nonmagnetic, but this requires experimental studies and calculations based
on the multiconfigurational approach.
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Chapter 6

FePc/Pyrene: Multireference
Studies

One of the serious deficiencies of the standard DFT theory is the fact that it is not
applicable to the degenerated ground states of quantum systems, such as systems
with unfilled shells of transition metals. In such cases, the Slater determinant used
for the many-electron wave function in the Kohn-Sham realisation of DFT is not an
eigenfunction of the systems Ŝ2 spin operator. Since magnetic features of the studied
hybrid systems (such as e.g. anisotropy constants) are essential for their potential
applications as memory cells, we decided to go beyond the standard DFT in this
thesis and describe studied hybrid structures involving magnetic molecules on the
ground of a so-called multireference theory. To realise these goals, we employ the
complete active space self-consistent field (CASSCF) computational scheme in com-
bination with second order n-electron valence state perturbation theory (NEVPT2) as
implemented in the ORCA computational package. The standard CASSCF scheme
reproduces the energies of the excited states rather inaccurately. Therefore, addi-
tional perturbation theory calculations by the NEVPT2 method are necessary.

Unfortunately, all multiconfigurational theories are computationally very demand-
ing. Since we are not able to study within the NEVPT2 method so large systems
as we have done employing the DFT computations, we have decided to investi-
gate the FePc/Pyrene system, where four benzene rings of pyrene should mimic the
graphene substrate.

The ORCA implementation of CASSCF is only for finite systems. Therefore, in
the previous chapter, we performed a detailed analysis of the hybrid systems within
DFT theory for various boundary conditions.

This analysis corroborates that all features concerning morphology and energet-
ics of the systems remain mostly identical and independent of the boundary con-
ditions used. Also, FePc/Pyrene system exhibits, at least qualitatively, properties
analogous to the properties of hybrid systems where the FePc molecule is adsorbed
at a larger number of hexagonal rings.

Below, we present details of these novel studies in the context of the hybrid sys-
tems of a magnetic molecule and a substrate.

6.1 Initial Guess

One of the most important aspects at the beginning of CASSCF calculations is the
choice of the orbitals for the active space. In ORCA the default is “PModel” which
uses a diagonalized LDA DFT matrix as an initial guess. It is also recommended to
use “PAtom” which gives atomic orbitals with an extended Hückel like ordering.
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These automatic models failed in searching the active space for the FePc-graphene
system. However, “PAtom” gave good results for the pure FePc molecule.

Quasi-restricted orbitals from the DFT analysis could also be used as an initial
guess. The initial orbitals were obtained from the results of DFT calculations with
PBE functional. The first CASSCF calculation choses the orbitals close to the HOMO-
LUMO gap as active. We are interested in the d-orbital static interaction, therefore,
we chose missing dxy and dx2−y2 orbitals from internal and external orbitals man-
ually. The choice of orbitals was non-obvious because there were no clean molecu-
lar orbitals corresponding to atomic dxy and dx2−y2 orbitals and it makes the study
not reliable. Despite the facts that the ground state is correct (d2

xydx
2
zdy

1
zd1

z2 d0
x2−y2),

the strong mixture of iron atomic orbitals with phthalocyanine molecular orbitals
complicates the study of the system. First excited states of the molecule are singlet
instead of triplet A2g and Eg states. This is in disagreement to the previous studies of
the molecule.[103] Moreover, during the FePc/Graphene and FePc/Pyrene analysis,
it was not possible to identify all iron 3d-orbitals in molecular orbitals. Because of
that we decided to employ a different procedure.

The method of constructing initial orbitals for further analysis that works quite
well is so-called the fragment derived guess.[aravena2019casscf] This method assumes
the fragmentation of the molecular complex into ligand, and metal centre parts.
Molecular orbitals are obtained for each fragment, where ligand and metal orbitals
are found using DFT and CASSCF methods, respectively. Then the resulting orbitals
are merged for further calculations. This method allows for the use of orbitals based
on pure metal once in the analysis.

The fragment derived guess works well for systems where a multiplicity of a ligand
is odd. In this case, a first CASSCF calculation can be performed using only metal d-
orbitals as active CAS(6,5), where 6 is a number of electrons and 5 is a number of or-
bitals. Then the active space can be expanded using the ligand orbitals to CAS(10,9).
The difficulty is that the CASSCF method requires full occupation of core orbitals. It
means that FePc/Pyrene systems with an odd number of electrons in defects (B- and
N-dopings) can not be treated using the CASSCF method with only metal d-orbitals
in the active space. The solution to this problem was the gradual inclusion of orbitals
in space. After the fragment derived guess analysis, such systems were studied using
CASSCF(5,5), where one electron was removed from the d-orbital active space. Then
the active space was expanded systematically to CAS(7,6) → CAS(9,7) → CAS(9,8)
→ CAS(11,9). The results of final calculations usually show the occupation of iron d-
orbitals as in the usual FePc molecule, and the auxiliary assumption of the removal
of one electron from the iron d-shell disappeared. The results of the final calcula-
tions show that the auxiliary assumption about the removal of one electron from the
iron d-shell has disappeared and the electron density in the d-shell is quantitatively
similar to the electron density for the free standing FePc molecule.

6.2 FePc

The free standing FePc molecule has been studied using different complete ac-
tive spaces: CAS(6,5) and CAS(10,9). In the first case, only iron d-orbitals are in the
active space, in the second case two orbitals from the core space and two from set of
valence orbitals are added. The active molecular orbitals for CAS(10,9) are shown in
Fig. 6.1. The graphical comparison between iron d-orbitals energies in CAS(6,5) and
CAS(10,9) is presented in Fig. 6.2. Unfortunately, the addition of energetically near-
est ligand orbitals to the active space destroys the symmetry and dxz and dyz orbitals
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are not degenerated anymore. Also, the expansion of CAS moves dxy and dx2−y2

apart. Energies of molecular electronic transitions (Table 6.1) decrease when the ac-
tive space is expanded. During first transitions, the electron configuration changes
only on the iron d-shell and the expansion of CAS does not change their order.

-9.44 eV -8.79 eV -6.15 eV

-6.05 eV -5.86 eV -4.46 eV

-0.63 eV 0.05 eV 4.72 eV

FIGURE 6.1: FePc active molecular orbitals in CAS(10,9) and their en-
ergies. Red and blue colours mean positive and negative charged den-

sities, respectively.

6.3 FePc/Pyrene

Multi-reference calculations of the FePc/Pyrene hybrid system using CAS(6,5)
were done only for the following forms of pyrene: pure pyrene, pyrene with the
SW defect, S-doping, and the combined SW-S defect. The active molecular orbitals
energies (energies of iron d-orbitals) are graphically shown in Fig. 6.3 and the de-
scription of molecular electronic transitions are in Table 6.2. The results with ex-
tended CAS(10,9) for the system with these defects and for FePc/Pyrene(-SW)-B and
FePc/Pyrene(-SW)-N using CAS(11,9) are in Fig. 6.4 and Table 6.3. Views of 9 active
molecular orbitals for FePc/Pyrene and all studied defects are presented in Figs. 6.5,
6.6,6.7, 6.8, 6.9, 6.10, 6.11, 6.12.
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dxy dxz dyz dz2 dx2− y2

−7.5

−5.0

−2.5

0.0

2.5

5.0
FePc

CAS(6,5)
CAS(10,9)

FIGURE 6.2: Energies (in eV) of the iron d-shell orbitals in the FePc
molecule; green lines present the results using CAS(6,5), where all 5
orbitals in the active space are iron d-orbitals, blue lines correspond

to the results using CAS(10,9) where 4 ligand orbitals were added.

CAS(6,5) CAS(10,9)

System ν State 2S+1 ν State 2S+1

FePc — d2
xyd1

xzd1
yzd2

z2 d0
x2−y2 3 d2

xyd1
xzd1

yzd2
z2 d0

x2−y2 3
738 d2

xyd1
xzd2

yzd1
z2 d0

x2−y2 3 615 d2
xyd1

xzd2
yzd1

z2 d0
x2−y2 3

738 d2
xyd2

xzd1
yzd1

z2 d0
x2−y2 3 677 d2

xyd2
xzd1

yzd1
z2 d0

x2−y2 3
3307 d1

xyd1
xzd1

yzd2
z2 d1

x2−y2 5 3226 d1
xyd1

xzd1
yzd2

z2 d1
x2−y2 5

4978 d1
xyd1

xzd2
yzd1

z2 d1
x2−y2 5 4442 d1

xyd1
xzd2

yzd1
z2 d1

x2−y2 5
4978 d1

xyd2
xzd1

yzd1
z2 d1

x2−y2 5 4531 d1
xyd2

xzd1
yzd1

z2 d1
x2−y2 5

TABLE 6.1: FePc NEVPT2 transition energies ν (in cm−1) relative to
the ground state energy; d-orbital configurations of ground and ex-
cited states calculated using CAS(6,5) and CAS(10,9), and their mul-

tiplicities 2S+1.

In general, the presence of the usual pyrene molecule barely changes the elec-
tronic properties of FePc. The energies of iron d-orbitals in FePc/Pyrene do not
change a lot by introducing the SW defect. Electron occupations remain the same
for ground and the first five excited states, exactly as in the case of the pure FePc
molecule. Molecular orbitals corresponding to pyrene are not inside the expanded
active space CAS(10,9) and their energy levels are quite far from the expanded active
space energy levels. It is only noticed that in the case of the SW defect, the transition
energies to excited states slightly increase.

The FePc/Pyrene hybrid system with B-doped pyrene has a denser distribu-
tion of iron d-orbitals energies in comparison with the FePc/Pyrene with undoped
pyrene. The dz2 orbital is on the same energy level as dxy. The boron atom has
an unpaired electron in the ground state. First excited electronic states are charac-
terised by the changing of the iron d-orbitals occupation, while electron occupation
of the boron atom remains the same. The first excited state and the ground state
have a small transition energy between each other and different multiplicities (the
ground state is doublet 2S + 1 = 2 and the excited state is quartet 2S + 1 = 4). For
the system with the SW defect, the states have the same iron d-orbital occupation
d2

xyd1
xzd1

yzd2
z2 d0

x2−y2 and ν = 26cm−1. The transition energy between these states is
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quite small and it is hard to recognise the real ground state spin moment of the sys-
tem (previous researchers predicted[38] the total magnetic moment equals 3 µB for
FePc/Graphene-B periodic structure which corresponds to a quartet while we ob-
tained doublet).In contrast to this, for pure FePc the transition energy between the
states d2

xyd1
xzd1

yzd2
z2 d0

x2−y2 with different multiplicities (3 and 1) is 11628 cm−1.
The complexes with N-doped atoms exhibit similar behaviour, the complex with-

out the SW defect has the same iron electron occupations d2
xyd1

xzd1
yzd2

z2 d0
x2−y2 in the

ground and first excited states, and the transition energy between them is just 25cm−1.
The excitation energy of the complex with the SW defect is much higher. The nitro-
gen atom has an unpaired electron in the ground state and in first excited states by
analogy with doped boron complexes. The SW defect changes the order of molecular
orbitals energies corresponding to dxzdyzdz2 iron orbitals from ascending to descend-
ing. This can be associated with changes in geometry.

The doping of the pyrene molecule with sulphur atom also strongly changes the
electronic properties of the FePc/Pyrene complex. The iron dz2 orbital is not on the
energy level of dxzdyz anymore, and it is much higher. In turn, dxz and dyz orbitals
become closer to dxy. As a result, in the ground state, the iron d-shell has the occu-
pation d2

xyd2
xzd2

yzd0
z2 d0

x2−y2 , and the ground state is not spin-polarised. The energy of
the first excitation is quite high here in comparison with other studied cases, and the
first excited state corresponds to a triplet. The first excitation energy differs a lot due
to the presence of the SW defect (6514 cm−1 without the defect and 2520 cm−1 with
it) and it should be visible well in an experiment.

dxy dxz dyz dz2 dx2 − y2

−7.5

−5.0

−2.5

0.0

2.5

FePc/Pyrene
Without SW
With SW

dxy dxz dyz dz2 dx2 − y2

FePc/Pyrene-S

FIGURE 6.3: Energies (in eV) of the levels originating from Fe d-shell
orbitals in FePc/Pyrene (left panel), and FePc/Pyrene-S, i.e., S-doped
pyrene (right panel) hybrid structures. Calculations were performed
employing CAS(6,5), where 5 orbitals in the active space are iron d-
orbitals. Green and red lines correspond to pyrene without and with

the SW defect, respectively.
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−7.5
−5.0
−2.5

0.0
2.5
5.0

FePc/Pyrene
Without SW
With SW

FePc/Pyrene-B

dxy dxz dyz dz2 dx2 − y2

−7.5
−5.0
−2.5

0.0
2.5
5.0

FePc/Pyrene-N

dxy dxz dyz dz2 dx2 − y2

FePc/Pyrene-S

FIGURE 6.4: Energies (in eV) of the levels originating from Fe d-shell
orbitals in FePc/Pyrene hybrid systems calculated using CAS(10,9)
for FePc/Pyrene and FePc/Pyrene-S; CAS(11,9) for FePc/Pyrene-B
and FePc/Pyrene-N. Five orbitals in the active space are iron d-
orbitals and four orbitals are ligand ones. Blue and red lines corre-

spond to pyrene without and with the SW defect, respectively.

The ground state of the FePc molecule is the triplet, and it does not change when
the molecule is adsorbed to pyrene. The presence of the SW defect in the pyrene also
does not change the spin state of the system. Performed NEVPT2 calculations show
that studied systems with B- and N-doping have a doublet ground state, whereas
systems with sulphur are singlet (Table 6.3). Since the zero field splitting effect ap-
pears only in systems with a triplet multiplicity and higher, zero field splitting pa-
rameters only for systems with triplet states (FePc, FePc/Pyrene, FePc/Pyrene-SW)
are presented in Table 6.4. The FePc molecule has the zero field splitting axial com-
ponent equals to D = 90cm−1 and the transversal component E = 0cm−1, while the
active space consists of only iron d-shell orbitals. The expansion of the active space
leads to the increase of the transversal component because new HOMO-LUMO lig-
and active orbitals break the D4h symmetry of the active space. In FePc/Pyrene com-
plexes pyrene presence lowers the zero field splitting parameter D by several cm−1

in comparison to the D value for the free standing FePc molecule. Also the value of
the transversal component E increases owing to the reduced symmetry of the hybrid
system.
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Without the SW defect With the SW defect

System ν State 2S+1 ν State 2S+1

FePc-Pyrene — Fe
(

d2
xyd1

xzd1
yzd2

z2 d0
x2−y2

)
3 — Fe

(
d2

xyd1
xzd1

yzd2
z2 d0

x2−y2

)
3

176 Fe
(

d2
xyd1

xzd2
yzd1

z2 d0
x2−y2

)
3 185 Fe

(
d2

xyd1
xzd2

yzd1
z2 d0

x2−y2

)
3

197 Fe
(

d2
xyd2

xzd1
yzd1

z2 d0
x2−y2

)
3 232 Fe

(
d2

xyd2
xzd1

yzd1
z2 d0

x2−y2

)
3

3284 Fe
(

d1
xyd1

xzd1
yzd2

z2 d1
x2−y2

)
5 3310 Fe

(
d1

xyd1
xzd1

yzd2
z2 d1

x2−y2

)
5

4379 Fe
(

d1
xyd1

xzd2
yzd1

z2 d1
x2−y2

)
5 4458 Fe

(
d1

xyd1
xzd2

yzd1
z2 d1

x2−y2

)
5

4384 Fe
(

d1
xyd2

xzd1
yzd1

z2 d1
x2−y2

)
5 4463 Fe

(
d1

xyd2
xzd1

yzd1
z2 d1

x2−y2

)
5

FePc-Pyrene-S — Fe
(

d2
xyd2

xzd2
yzd0

z2 d0
x2−y2

)
1 — Fe

(
d2

xyd2
xzd2

yzd0
z2 d0

x2−y2

)
1

4217 Fe
(

d2
xyd1

xzd2
yzd1

z2 d0
x2−y2

)
3 2610 Fe

(
d2

xyd1
xzd2

yzd1
z2 d0

x2−y2

)
3

4313 Fe
(

d2
xyd2

xzd1
yzd1

z2 d0
x2−y2

)
3 2782 Fe

(
d2

xyd2
xzd1

yzd1
z2 d0

x2−y2

)
3

6683 Fe
(

d1
xyd2

xzd2
yzd1

z2 d0
x2−y2

)
3 5254 Fe

(
d1

xyd2
xzd2

yzd1
z2 d0

x2−y2

)
3

8003 Fe
(

d1
xyd1

xzd2
yzd1

z2 d1
x2−y2

)
5 6453 Fe

(
d1

xyd1
xzd2

yzd1
z2 d1

x2−y2

)
5

8104 Fe
(

d1
xyd2

xzd1
yzd1

z2 d1
x2−y2

)
5 6591 Fe

(
d1

xyd2
xzd1

yzd1
z2 d1

x2−y2

)
5

TABLE 6.2: NEVPT2 transition energies ν (in cm−1), d-shell configura-
tions, and state multiplicities 2S+1 for the ground and excited states
of the studied FePc/Pyrene hybrid systems without the SW defect
(left panel) and with the SW defect (right panel). All presented re-
sults were obtained employing CAS(6,5), where 5 orbitals in the ac-

tive space are iron d-orbitals.



52 Chapter 6. FePc/Pyrene: Multireference Studies

Without the SW defect With the Stone-Wales defect

System ν State 2S+1 ν State 2S+1

FePc-Pyrene — Fe
(

d2
xyd1

xzd1
yzd2

z2 d0
x2−y2

)
3 — Fe

(
d2

xyd1
xzd1

yzd2
z2 d0

x2−y2

)
3

188 Fe
(

d2
xyd1

xzd2
yzd1

z2 d0
x2−y2

)
3 255 Fe

(
d2

xyd1
xzd2

yzd1
z2 d0

x2−y2

)
3

253 Fe
(

d2
xyd2

xzd1
yzd1

z2 d0
x2−y2

)
3 306 Fe

(
d2

xyd2
xzd1

yzd1
z2 d0

x2−y2

)
3

3216 Fe
(

d1
xyd1

xzd1
yzd2

z2 d1
x2−y2

)
5 3242 Fe

(
d1

xyd1
xzd1

yzd2
z2 d1

x2−y2

)
5

3955 Fe
(

d1
xyd1

xzd2
yzd1

z2 d1
x2−y2

)
5 4043 Fe

(
d1

xyd1
xzd2

yzd1
z2 d1

x2−y2

)
5

4035 Fe
(

d1
xyd2

xzd1
yzd1

z2 d1
x2−y2

)
5 4081 Fe

(
d1

xyd2
xzd1

yzd1
z2 d1

x2−y2

)
5

FePc-Pyrene-B — Fe(d2
xyd1

xzd2
yzd1

z2 d0
x2−y2) B

(
p1

z

)
2 — Fe(d2

xyd1
xzd1

yzd2
z2 d0

x2−y2 B
(

p1
z

)
) 2

126 Fe(d2
xyd1

xzd1
yzd2

z2 d0
x2−y2) B

(
p1

z

)
4 26 Fe(d2

xyd1
xzd1

yzd2
z2 d0

x2−y2) B
(

p1
z

)
4

724 Fe(d2
xyd2

xzd1
yzd1

z2 d0
x2−y2) B

(
p1

z

)
2 148 Fe(d2

xyd1
xzd2

yzd1
z2 d0

x2−y2) B
(

p1
z

)
2

908 Fe(d2
xyd1

xzd1
yzd2

z2 d0
x2−y2) B

(
p1

z

)
2 164 Fe(d2

xyd1
xzd2

yzd1
z2 d0

x2−y2) B
(

p1
z

)
4

1245 Fe(d2
xyd1

xzd2
yzd1

z2 d0
x2−y2) B

(
p1

z

)
4 252 Fe(d2

xyd2
xzd1

yzd1
z2 d0

x2−y2) B
(

p1
z

)
4

1776 Fe(d2
xyd2

xzd1
yzd1

z2 d0
x2−y2) B

(
p1

z

)
4 280 Fe(d2

xyd2
xzd1

yzd1
z2 d0

x2−y2) B
(

p1
z

)
2

FePc-Pyrene-N — Fe
(

d2
xyd1

xzd1
yzd2

z2 d0
x2−y2

)
N

(
p1

z

)
2 — Fe

(
d2

xyd1
xzd2

yzd1
z2 d0

x2−y2

)
N

(
p1

z

)
2

25 Fe
(

d2
xyd1

xzd1
yzd2

z2 d0
x2−y2

)
N

(
p1

z

)
4 329 Fe

(
d2

xyd1
xzd1

yzd2
z2 d0

x2−y2

)
N

(
p1

z

)
2

154 Fe
(

d2
xyd2

xzd1
yzd1

z2 d0
x2−y2

)
N

(
p1

z

)
2 429 Fe

(
d2

xyd1
xzd2

yzd1
z2 d0

x2−y2

)
N

(
p1

z

)
4

421 Fe
(

d2
xyd2

xzd1
yzd1

z2 d0
x2−y2

)
N

(
p1

z

)
4 472 Fe

(
d2

xyd1
xzd1

yzd2
z2 d0

x2−y2

)
N

(
p1

z

)
4

465 Fe
(

d2
xyd1

xzd2
yzd1

z2 d0
x2−y2

)
N

(
p1

z

)
2 1238 Fe

(
d2

xyd2
xzd1

yzd1
z2 d0

x2−y2

)
N

(
p1

z

)
2

508 Fe
(

d2
xyd1

xzd2
yzd1

z2 d0
x2−y2

)
N

(
p1

z

)
4 1335 Fe

(
d2

xyd2
xzd1

yzd1
z2 d0

x2−y2

)
N

(
p1

z

)
4

FePc-Pyrene-S — Fe
(

d2
xyd2

xzd2
yzd0

z2 d0
x2−y2

)
1 — Fe

(
d2

xyd2
xzd2

yzd0
z2 d0

x2−y2

)
1

6514 Fe
(

d2
xyd1

xzd2
yzd1

z2 d0
x2−y2

)
3 2520 Fe

(
d2

xyd1
xzd2

yzd1
z2 d0

x2−y2

)
3

6542 Fe
(

d2
xyd2

xzd1
yzd1

z2 d0
x2−y2

)
3 2615 Fe

(
d2

xyd2
xzd1

yzd1
z2 d0

x2−y2

)
3

8885 Fe
(

d1
xyd2

xzd2
yzd1

z2 d0
x2−y2

)
3 4833 Fe

(
d1

xyd2
xzd2

yzd1
z2 d0

x2−y2

)
3

10055 Fe
(

d1
xyd1

xzd2
yzd1

z2 d1
x2−y2

)
5 5972 Fe

(
d1

xyd1
xzd2

yzd1
z2 d1

x2−y2

)
5

10109 Fe
(

d1
xyd2

xzd1
yzd1

z2 d1
x2−y2

)
5 6035 Fe

(
d1

xyd2
xzd1

yzd1
z2 d1

x2−y2

)
5

TABLE 6.3: NEVPT2 transition energies ν (in cm−1), d-shell configura-
tions, and state multiplicities 2S+1 for the ground and excited states
of the studied FePc/Pyrene hybrid systems without the SW defect
(left panel) and with the SW defect (right panel). All presented re-
sults were obtained employing CAS(10,9) for for FePc/Pyrene(-S) and
CAS(11,9) for FePc/Pyrene-B(-N), where iron d-orbitals and closet

HOMO and LUMO ligand state are in the active space.

CAS(6,5) CAS(10,9)
System D, cm−1 E/D D, cm−1 E/D

FePc 90.0 0 91.6 0.06
FePc/Pyrene 85.1 0.1 87.8 0.13

FePc/Pyrene-SW 86.2 0.14 89.9 0.09

TABLE 6.4: FePc, FePc/Pyrene, and FePc/Pyrene-SW zero-field split-
ting parameters.
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-9.31 eV -8.63 eV -6.1 eV

-5.65 eV -5.51 eV -4.37 eV

-0.51 eV 0.15 eV 4.93 eV

FIGURE 6.5: FePc/Pyrene active molecular orbitals in CAS(10,9) and
their energies. Red and blue colours mean positive and negative

charged densities, respectively.



54 Chapter 6. FePc/Pyrene: Multireference Studies

-9.31 eV

-5.66 eV -5.54 eV -4.4 eV

-6.12 eV-8.65 eV

0.14 eV 4.92 eV-0.53 eV

FIGURE 6.6: FePc/Pyrene-SW active molecular orbitals in CAS(10,9)
and their energies. Red and blue colours mean positive and negative

charged densities, respectively.
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-14.61 eV

-5.19 eV -4.48 eV

-6.54 eV-6.75 eV

-5.36 eV

-3.87 eV -0.74 eV 2.73 eV

FIGURE 6.7: FePc/Pyrene-B active molecular orbitals in CAS(11,9)
and their energies. Red and blue colours mean positive and negative

charged densities, respectively.



56 Chapter 6. FePc/Pyrene: Multireference Studies

-11.71 eV

-5.11 eV -4.41 eV

-6.26 eV-6.7 eV

-5.38 eV

-3.61 eV -0.82 eV 2.81 eV

FIGURE 6.8: FePc/Pyrene-SW-B active molecular orbitals in
CAS(11,9) and their energies. Red and blue colours mean positive

and negative charged densities, respectively.
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-10.11 eV

-6.01 eV -5.18 eV

-8.07 eV-8.3 eV

-6.87 eV

0.1 eV 1.18 eV 4.75 eV

FIGURE 6.9: FePc/Pyrene-N active molecular orbitals in CAS(11,9)
and their energies. Red and blue colours mean positive and negative

charged densities, respectively.
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-14.65 eV

-5.39 eV -4.19 eV

-5.98 eV-7.44 eV

-5.49 eV

-2.61 eV -0.93 eV 3.8 eV

FIGURE 6.10: FePc/Pyrene-SW-N active molecular orbitals in
CAS(11,9) and their energies. Red and blue colours mean positive and

negative charged densities, respectively.
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-9.70 eV

-4.15 eV -1.46 eV

-7.77 eV-7.84 eV

-7.73 eV

-0.26 eV -0.14 eV 4.33 eV

FIGURE 6.11: FePc/Pyrene-S active molecular orbitals in CAS(10,9)
and their energies. Red and blue colours mean positive and negative

charged densities, respectively.
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-9.3 eV

-5.01 eV -1.95 eV

-7.90 eV-7.93 eV

-7.2 eV

-0.26 eV -0.25 eV 4.55 eV

FIGURE 6.12: FePc/Pyrene-SW-S active molecular orbitals in
CAS(10,9) and their energies. Red and blue colours mean positive and

negative charged densities, respectively.
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Chapter 7

Fe(Pc)/Ti2C: DFT Analysis

In this chapter, we describe the results obtained for the hybrid system consisting
of the FePc molecule adhered to the MXenes Ti2C trilayer. Since Ti external layers are
magnetic, here one can expect intriguing physics related to the magnetic interactions
of Fe atom from phthalocyanine with Ti atoms from the substrate.

7.1 Geometric and Energy Characteristics

We start the discussion of this hybrid system by presenting the characterisation
of its geometry and energetics as obtained in DFT supercell calculations.

The most energetically favourable position of the FePc molecule on the Ti2C layer
was initially found without taking into account the spin polarisation. To accelerate
the finding of the optimised geometry of the hybrid system FePc/Ti2C, we have per-
formed the following procedures. We began with constructing a one-dimensional
potential energy surface to search for a preliminary distance between the molecule
and the surface. The molecule was positioned flat relative to the MXene layer. Based
on these preliminary calculations, further optimisations were carried out at a height
of 2.19 Å. After that, the positions of the molecule relative to the Ti2C layer were
selected (Fig. 7.1), in which the iron atom is located above the upper titanium atom
(Up-Ti-Centre), above the carbon atom (C-Centre), and between the upper titanium
atoms (Bridge). The position at which the iron atom is located above the lower tita-
nium atom (Down-Ti-Centre) was excluded from consideration, since further opti-
misation during this case led to the Bridge-type geometry. In the selected positions,
a one-dimensional potential energy surface was constructed with the coordinates of
the molecule rotation around its axis. After finding the angle with the minimum en-
ergy of the system, finally, the geometry of the system was fully optimised by the
computer code.

The performed procedure indicates that the Bridge position is the most energet-
ically preferable, with the total energy being 0.13 eV lower than in the Up-Ti-Centre
case, and 0.46 eV lower than the total energy of the hybrid system with the C-Center
position of FePc. All further calculations were performed only for FePc in the Bridge
position.

After optimisation (Fig. 7.2), the benzene rings of the FePc molecule are slightly
bent from the MXnene surface, while the iron atom is located slightly below the
average level of the molecule. The average distance between FePc and Ti2C is 2.09
Å, while the Fe-Ti2C distance is 2.03 Å. The adsorption energy of the molecule on a
surface is about 20 eV, which is several times higher than the adsorption of FePc on
other two-dimensional surfaces. This value, as well as the small distance between the
molecule and the surface, may indicate that the interaction is no longer determined
solely by the van der Waals interaction.
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FIGURE 7.1: Considered points of the FePc adhesion to Ti2C. Blue
spheres indicate Ti atoms, brown spheres C atoms. The position of
the iron atom is marked with a number: 1) Up-Ti-Centre, 2) Bridge,
3) C-Centre. The figure shows the Ti2C layer in the projection on the

xy-plane.

FIGURE 7.2: Side view of the FePc/Ti2C hybrid system in the super-
cell used in the DFT calculations. The vacuum layer in the supercell

is in proportion to the lateral dimensions of the supercell.

We consider also FePc/Ti2C hybrid system with FePc molecule in its excited state
and observe changes in the geometry of the system in comparison to the case when
FePc is in its ground state. With the lengthening of the Fe-N bonds, the iron atom
noticeably moved out of the plane of the molecule. The average distance between
the FePc molecule and the top layer of Ti2C is 2.08 Å, while the distance from the
iron atom to Ti2C is 2.36 Å, which is 0.33 Å longer than in the case of the ground state



7.2. Possible Orientations of Local Spin Polarisations 63

molecule. This differs from the case of the free molecule, where the bond lengths are
lengthened in the plane of the molecule.

7.2 Possible Orientations of Local Spin Polarisations

Taking into account the spin polarisation of this system leads to several possi-
ble magnetic configurations. The Ti2C surface can be both ferromagnetic and anti-
ferromagnetic, and the FePc molecule can have different directions of its magnetic
moment vector relative to Ti2C. In total, there are four different magnetic configura-
tions for the FePc/Ti2C hybrid system (Fig. 7.3). By initialising the initial magnetic
moment in certain ways, the results of calculating the energy parameters showed
that the cases with an antiferromagnetic orientation of the titanium layers are en-
ergetically more favourable. For the free standing Ti2C, the energy difference be-
tween the ferromagnetic and antiferromagnetic states is 1.67 eV (for the consid-
ered size of the cell). The energies of FePc/Ti2C systems with the ferromagnetic
orientation of titanium layers turned out to be 0.8 eV higher. The exchange energy
Eex = EFeU p − EFeDown, the energy difference between the cases with the same initial
Ti2C magnetisation and different orientation of the iron atom in the FePc molecule,
is 283 meV for the ferromagnetic case, 9 meV for the antiferromagnetic case, and 0.6
meV for the antiferromagnetic case with the molecule in the excited state.

The magnetic characteristics of the studied systems with the non-excited FePc
molecule are shown in Table 7.1. In the calculations, a feature of the magnetisation of
these systems is distinguished. The magnetic moment of a single FePc molecule is 2
µB. When the magnetic moment of a single molecule is reoriented, its value changes
by |4µB| from -2µB to 2µB or vice versa. However, the table shows that the difference
in total magnetisation between the cases of FUp (AFUp) and FDown (AFDown) is
only |2µB|. In this case, the spin density of the FePc molecule is concentrated on the
iron atom, and the magnitude of the polarisation of the iron atom does not funda-
mentally change.

Studying the spin polarisation of atoms (Table 7.2) helps to understand the dis-
tribution of the magnetic moment in the systems. Atomic spin polarisations were
calculated as the difference in the spin density on the atomic orbitals projections.
There are cases in which the magnetic moments of the atoms of the upper titanium
layer MXene and the iron atom in FePc are initially co-directed (cases FUp and AF-
Down). In these cases, the titanium atoms closest to the iron atom have practically
no magnetic moment. It indicates that a ferromagnetic interaction between the top
Ti2C layer and the FePc iron atom takes place. The difference in polarisation of tita-
nium atoms adjacent to the iron atom between the cases FUp (AFUp) and FDown
(AFDown) nearly compensates for the difference between the sum of atomic polari-
sation of the entire layer in the same cases.

Total Magnetisation, µB/cell Absolute Magnetisation, µB/cell
FUp 67.63 72.92

FDown 65.42 72.65
AFUp 23.56 81.57

AFDown 21.56 81.29

TABLE 7.1: Magnetic characteristics of the FePc/Ti2C hybrid system
with various polarisation configurations (FUp, FDown, AFUp, and

AFDown) as described in the main text and Fig. 7.3.
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(A) (B)

(C) (D)

FIGURE 7.3: Schematic side view of the possible spin polarisation
orientations in FePc molecule and Ti layers indicated as: A) FUp, B)

FDown, C)AFUp, D)AFDown.

Sum of
Polarisations, a.u.

Sum of MXene
Atomic Polarisations, a.u.

FePc
Polarisation, a.u.

Fe
Polarisation, a.u.

1st Ti Neighbours
Polarisaiton, a.u.

2nd Ti Neighbours
Polarisaiton, a.u.

FUp 61.36 59.96 1.4 1.24 -0.07 0.17
FDown 59.04 60.25 -1.21 -1.33 -0.29 0.64
AFUp 22.21 20.91 1.31 1.29 -0.47 -1.82

AFDown 20.36 21.52 -1.16 -1.33 -0.04 -1.16

TABLE 7.2: The spin polarisations in the FePc/Ti2C hybrid system.
The “1st Neighbours Polarisation” column shows the sum polarisa-
tion of 4 titanium atoms which are the nearest to the FePc iron atom.
The “2st Neighbours Polarisation” column shows the sum polarisa-
tion of 14 top layer titanium atoms which are the nearest to the FePc

iron atom.

The magnetic characteristics of FePc/Ti2C with the excited state molecule are
presented Table 7.3. Only the cases with the antiferromagnetic polarisation Ti2C
were studied, since they have lower energy compared to the cases with the ferro-
magnetic polarisation. The unobvious difference in the complete magnetization of
systems with opposite orientations of the spin moment of the Fe atom, which was
observed in the case with the ground state molecule, persisted in the case of the ex-
cited state. The difference between the excited states (S = 2, µ = 4 µB) of the free stand-
ing FePc molecule with antiparallel spin orientations is |8µB|, while for FePc/Ti2C
with antiparallel FePc spin orientations it is |7µB|.

Total Magnetisation, µB/cell Absolute Magnetisation, µB/cell
AFUpEx 25.34 82.96

AFDownEx 18.31 83.89

TABLE 7.3: Magnetic characteristics of the FePc/Ti2C hybrid systems
with various polarisation configurations when the FePc molecule is

in the considered excited state.

The results of the spin density projection onto the atomic orbitals for FePc/Ti2C
hybrid systems when the FePc molecule is in the excited state are presented in Table
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7.4. Here, the "1st Ti Neighbours" atoms adjacent to the iron atom have spin polar-
isation if the iron atom and the Ti upper layer magnetisations are co-directed. Pre-
viously, for the same system with FePc in the ground state (Table 7.2) it was shown
that the "1st Ti Neighbours" spin polarisation is practically absent. The described dif-
ference between systems in ground and excited FePc states can be explained by the
fact that in the system with excited FePc the iron atom is above the FePc plane and,
as a consequence, the interaction between the iron atom and the upper Ti2C layer
decreases.

Sum of
Polarisations, a.u.

Sum of MXene
Atomic Polarisations, a.u.

FePc
Polarisation, a.u.

Fe
Polarisation, a.u.

1st Ti Neighbours
Polarisaiton, a.u.

2st Ti Neighbours
Polarisaiton, a.u.

AFUpEx 24.27 21.17 3.1 2.93 -0.34 -1.67
AFDownEx 16.55 20.37 3.82 -3.61 -0.47 -1.83

TABLE 7.4: The spin polarisations of groups of atoms in the
FePc/Ti2C hybrid system when the FePc molecule is in the excited
state. The “1st Neighbours Polarisation” column shows the sum po-
larisation of 4 titanium atoms which are the nearest to the FePc iron
atom. The “2st Neighbours Polarisation” column shows the sum po-
larisation of 14 top layer titanium atoms which are the nearest to the

FePc iron atom.

7.3 Density of States Analysis

Before we discuss the density of states in the FePc/Ti2C hybrid systems, let us
have a look at the d-level splitting and the PDOS of the free standing FePc depicted
in Fig. 7.4 and the DOS of Ti2C with ferromagnetic and antiferromagnetic orderings
of Ti layers as depicted in Fig. 7.5
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FIGURE 7.4: Analysis of the iron d-orbitals in FePc. (A) Spin resolved
projected onto d-states density of states for FePc molecule indicated
with different colours for five d-orbitals: yellow - dxy, blue - dxz,
green - dyz, red - dz2 , black - dx2−y2 . (B) Scheme of energetically split
d-orbitals in the crystal field of tetragonal symmetry. The Löwdin
charges associated with each spin up and down d-orbital are given
below the levels. The six orbitals with the highest charge (i.e., occupa-

tion probability) are indicated in red colour.

In the DFT calculations for free standing FePc we employed square based super-
cell, which guarantees that the symmetry is really tetragonal. Since the symmetry of
free standing FePc is tetragonal, and the symmetry of Ti2C is trigonal, the symme-
try of the hybrid system is very low, namely monoclinic. Therefore, the iron dxz and
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FIGURE 7.5: Spin up & down densities of states for Ti2C trilayer with
(A) ferromagnetic, and (B) antiferromagnetic ordering of magnetic
moments in the Ti sublayers. Note small band gap in Ti2C with the

antiferromagnetic ordering of Ti layers.

dyz orbitals, which are energetically degenerated in the free standing FePc molecule,
will split in the FePc/Ti2C hybrid system.

In Fig. 7.4 it is clearly seen that the sum of both spin occupancies over the six
most popular populated levels gives spin value S=1, whereas this value in the free
Fe atom is S=2.

Concerning the electronic structure of Ti2C, we point out that the structure with
antiferromagnetic ordering of magnetic moments in Ti layers exhibits tiny band gap.

Now, we are in the position to perform an analysis of the DOS for all considered
variants of the FePc/Ti2C hybrid systems as defined and depicted in Fig. 7.3 and
named FUp, FDown, AFUp, and AFDown. The results are presented in the series
of figures: Fig. 7.6 for FUp and FDown hybrid systems; Fig. 7.7 for the AFUp and
AFDown hybrid systems; Fig. 7.8 for the AFUp and AFDown hybrid systems with
the FePc molecule in the excited state indicated as AFUpEx and AFDownEx.

At the first glance on Figs. 7.6, 7.7, and 7.8 one realises that all investigated
FePc/Ti2C hybrid structures are metallic in contrast to the Ti2C with antiferromag-
netic ordering of Ti layers that exhibits a small band gap.

At a closer look at projected densities of states for the studied hybrid systems
(see Figs. 7.6, 7.7, and 7.8, panels (C) and (D)), one realises that the electronic energy
levels originating from the iron d-orbitals are placed fairly close to the Fermi energy.
The population analysis of the iron d-orbitals in the FUp, FDown, AFUp, and AF-
Down forms of the FePc/Ti2C hybrid systems is schematically shown in Fig. 7.6E,
7.6F, 7.7E, 7.7F. The d-orbital populations of those systems with FePc in its ground
state qualitatively coincide with the populations for the isolated FePc molecule (Fig.
7.4). For the molecule in the excited state (Fig. 7.8E, 7.8F), i.e., for hybrid systems in-
dicated as AFUpEx and AFDownEx, it can be seen that the upper orbital dx2−y2 is
populated by one electron. Also, in both ground and excited states, the dz2 orbital
is completely populated. The iron atom leaves the plane of the molecule, the ligand
field changes, and the electronegative nitrogen atoms are no longer in the xy-plane.
As a consequence, the dz2 orbital becomes more energetically favourable.
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FIGURE 7.6: The electronic structure analysis of the FePc/Ti2C sys-
tems with the Ti2C ferromagnetic configuration FUp and FDown: total
density of states for (A) iron spin up and (B) iron spin down cases,
the iron d-orbital projected densities of states for (C) iron spin up and
(D) iron spin down cases (yellow - dxy, blue - dxz, green - dyz, red -
dz2 , black - dx2−y2 ); Löwdin charges of each d-orbital component in
the iron atom for (E) iron spin up and (F) iron spin down cases. The
six orbitals with the highest occupation numbers are marked in red.
For clarity of the PDOS pictures, the gaussian broadening parameter

was taken to be equal to the energy grid step (0.005 eV).
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FIGURE 7.7: The electronic structure analysis of the FePc/Ti2C sys-
tems with the Ti2C antiferromagnetic configuration AFUp and AFDown:
total density of states for (A) iron spin up and (B) iron spin down
cases, the iron d-orbital projected densities of states for (C) iron spin
up and (D) iron spin down cases (yellow - dxy, blue - dxz, green - dyz,
red - dz2 , black - dx2−y2 ); Löwdin charges of each d-orbital component
in the iron atom for (E) iron spin up and (F) iron spin down cases. The
six orbitals with the highest occupation numbers are marked in red.
For clarity of the PDOS pictures, the gaussian broadening parameter

was taken to be equal to the energy grid step (0.005 eV).
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FIGURE 7.8: The electronic structure analysis of the FePc/Ti2C sys-
tems with the Ti2C antiferromagnetic configuration and FePc in the excited
state AFUpEx and AFDownEx: total density of states for (A) iron spin
up and (B) iron spin down cases, the iron d-orbital projected densities
of states for (C) iron spin up and (D) iron spin down cases (yellow -
dxy, blue - dxz, green - dyz, red - dz2 , black - dx2−y2 ); Löwdin charges
of each d-orbital component in the iron atom for (E) iron spin up and
(F) iron spin down cases. The six orbitals with the highest occupa-
tion numbers are marked in red. For clarity of the PDOS pictures, the
gaussian broadening parameter was taken to be equal to the energy

grid step (0.005 eV).
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7.4 Charge Transfer Analysis

The plots of the laterally averaged (i.e., xy-integrated) charge density ρ̄charge for
FePc/Ti2C are shown in Fig. 7.9. The total charge density integral over the unit cell
was equal to the number of valence electrons in the cell. It is worth noting that the
view of plots is practically identical for all considered types of hybrid systems, and
the difference is not visible on the original scale. The charge densities of all systems
near the Bader minimum are shown in the Fig. 7.9B. The 6-th order polynomial fitting
was used to find the minimum for all configurations, and the charge transfer to the
molecule is shown in Table 7.5.
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FIGURE 7.9: The laterally averaged charge density of valence elec-
trons (in units of 1/Å3) for the six types of the FePc/Ti2C hybrid sys-
tem: (A) black - the FePc/Ti2C charge density, red dashed - the Ti2C
charge density; (B) close-up graph in the vicinity of minimum for all

considered systems.

System Charge transfer to FePc
AFDown 8.45

AFUp 8.45
FDown 8.4

FUp 8.77
AFDownEx 8.62

AFUpEx 8.74

TABLE 7.5: Charge transfer (in electrons) to the FePc molecule in the
FePc/Ti2C system with various magnetisation configurations.

To investigate the target of the charge transfer from Ti2C to FePc the analysis of
the projected density of states was done. This approach does not show the precise
results of the charge transfer but can describe the Löwdin charge [120] difference
for each atom in the FePc molecule. In Table 7.6, there are given mean and over-
all valence orbital charges for each type of atom in FePc. The results are shown for
the free FePc molecule and for FePc in the FePc/Ti2C hybrid system. The last col-
umn shows the mean charge transfer per atom (the difference between the atomic
Löwdin charge in FePc/Ti2C and FePc). This demonstrates that charge transfer oc-
curs predominantly to carbon atoms.

The laterally averaged spin densities ρ̄spin of the FePc/Ti2C hybrid systems are
shown in Figs. 7.10A and 7.10B, and compared to the laterally averaged spin densi-
ties for Ti2C AF and F ordering of magnetisation in the Ti layers. The spin density
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Löwdin charge in pure FePc Löwdin charge in FePc/Ti2C Charge transfer per atom
C Mean = 3.971 (Sum = 127.084) 4.147 (132.713) 0.176
Fe 7.075 7.454 0.379
N 5.283 (42.266) 5.356 (42.849) 0.073
H 0.817 (13.068) 0.81 (12.962) -0.006

TABLE 7.6: Löwdin charge for valence electrons in the free and ad-
sorbed FePc molecule for each type of atom and the average charge

transfer per atom for each type.

distributions in FePc/Ti2C show a big decline in the upper-Ti layer. Also, two max-
imums in the vicinity of both titanium layers show the dominance of non-xy-plane
d-orbitals (dxz, dyz, dz2) in the MXene formation.

The spin polarisation around FePc also splits into two maxima. In comparison,
the spin density distribution for the free FePc molecule (fig. 7.10C) has a strong max-
imum in the centre of the molecule. This indicates that redistribution of spin polar-
isation occurs in the FePc molecule when it is attached to the MXene surface. Table
7.7 shows quantitative changes of iron d-orbital spin polarisation. This shows that
the polarisation shifts from dx2−y2 and dxy orbitals to the non-plane orbitals.
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FIGURE 7.10: The laterally averaged spin density of valence electrons
(in units of 1/Å3) for the FePc/Ti2C hybrid systems in the (A) an-
tiferromagnetic and (B) ferromagnetic Ti2C configurations; (C) - the
laterally averaged spin density of valence electrons (in units of 1/Å3)
for the FePc molecule. The laterally averaged spin density for Ti2C
trilayer with AF and F ordering of magnetic moments in Ti layers is
indicated, respectively, in panel (A) and (B) through red-dashed line.
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Fe in FePc Fe in FePc/Ti2C (AFDown)
dz2 0.94 -0.25
dxz 0.06 -0.08
dyz 0.05 -0.89

dx2−y2 0.70 -0.09
dxy 0.40 -0.01

TABLE 7.7: Spin polarisation of iron d-orbitals in the free-standing
FePc and the FePc/Ti2C hybrid system (AFDown case).

7.5 Fe/Ti2C Analysis

Previously we described the magnetic interaction in the vicinity of the iron atom
in the FePc/Ti2C hybrid system. It was found that the iron’s spin polarisation influ-
ences spin polarisations of neighbouring titanium atoms. A simpler model system
with iron atom on the top of the Ti2C surface (Fig. 7.11) can show this magnetic in-
teraction clearer (without distortions induced by the FePc phthalocyanine ligand).
The calculations were done only for the antiferromagnetic Ti2C configuration where
the iron spin moment is directed towards Ti2C (FeUp, Fig. 7.12A) and in the opposite
direction (FeDown, Fig. 7.12B).

FIGURE 7.11: Side view of the Fe/Ti2C system.

(A) (B)

FIGURE 7.12: Schematic side view of the magnetic moments ordering
in the Fe/Ti2C structures: (A) FeUp, (B) FeDown cases.
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The computations for the Fe/Ti2C system were done with the same 7x7 Ti2C
supercell, which was used in the studies of FePc/Ti2C systems. After preliminary
optimisation, it was found that the configuration in which the iron atom is located
above the middle of the triangle with titanium atoms of the upper layer at the ver-
tices has the lowest energy. With this initial position, the optimisation of the iron
atom on the antiferromagnetic Ti2C layer was performed. The results of calculations
for two cases in which the spin moment of the iron atom is directed towards and
away from Ti2C are presented in Table 7.8. Based on the data obtained, the upward
orientation of the iron atom spin is more stable, although the distance of the atom to
the layer increases. With this orientation, the iron atom practically does not influence
the polarisation of the Ti2C atoms. In the case of the downward orientation, the po-
larisation of titanium atoms - the nearest neighbours of the iron atom - is practically
zero. This case is similar to the situation with the considered FePc molecule on Ti2C
where the magnetic orientations of FePc and the upper Ti2C layer coincide. But in
the case of a single iron atom, its second-row neighbours already have spin polarisa-
tion comparable to the rest of the titanium atoms in Ti2C. The graphic results of the
Löwdin analysis are presented in Figs. 7.13A and 7.13B.

(A) (B)

(C) (D)

FIGURE 7.13: Spin polarisations of the iron atom and first layer Ti
atoms in the Fe/Ti2C system with the 7x7 Ti2C supercell ((a) FeUp
case, (b) FeDown case) and the 4x4 Ti2C supercell ((c) FeUp case, (d)

FeDown case).

Adsorption Energy, eV Fe height from Ti2C, Å µ(Fe) mean µ(Tibottom) µ(TiFe neigbours)
7x7 Ti2C supercell FeUp -4.02 1.83 2.73 0.95 -0.82

FeDown -3.59 1.77 -2.47 0.94 0.03
4x4 Ti2C supercell FeUp -5.87 1.79 2.72 0.93 -0.75

FeDown -5.74 1.76 -2.67 0.76 0.35
Primitive Ti2C cell FeUp -2.14 2.07 3.01 1.32 -0.59

FeDown -2.09 2.08 -2.96 0.76 0.42

TABLE 7.8: Geometric, electronic and magnetic characteristics of
Fe/Ti2C system in different cells.

The calculations with higher concentrations of iron atoms on the Ti2C surface
were done to compare the energetic and magnetic characteristics. In the cases where



74 Chapter 7. Fe(Pc)/Ti2C: DFT Analysis

4x4 Ti2C supercell is used, the adsorption energy is about one and a half times higher
but the atom-layer distance is similar to the 7x7 supercell case. A remarkable fact
is that the magnetic moment of three titanium atoms, that are the neighbours of
the iron atom, does not decay as in the 7x7 supercell case but changes its sign to
the opposite. Also, the decrease of the bottom Ti layer spin density is observed in
the FeDown case. Spin polarisations of the iron atom and top Ti2C layer atoms are
shown in Fig. 7.13C for the FeUp case and Fig. 7.13D for the FeDown case.

The Fe/Ti2C complex with very high concentration of iron atoms, where an iron
atom is on the top of each atom was also considered. In principle, here iron atoms
are so close to each other that they form the additional Fe sublayer above MXene.
The adsorption energy of the atom to the layer is two times lower and the atom-layer
distance is 0.3 Å longer. In the FeDown case, the upper titanium layer magnetisation
was flipped from down to up what changed the Ti2C configuration from antiferro-
magnetic to ferromagnetic.

The electron density analysis of the Fe/Ti2C system was done using the same
techniques as in the case of FePc/Ti2C hybrid system. The analysis was done for
the system with one iron atom in the 4x4 MXene supercell. The vertical distribu-
tions of charge and spin densities are depicted in Fig. 7.14. Despite the fact that the
iron atom does not really change the charge density distribution (Fig. 7.14B), it does
influence the spin density distribution (Fig. 7.14A). The spin density distribution il-
lustrates well the influence of the iron atom on its titanium neighbours. The iron "up"
spin polarisation has almost no effect on the MXene spin density, while the "down"
polarisation interacts with the nearest titanium atoms and flips their polarisation.
Therefore, the spin density around the upper layer in Ti2C drops.
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FIGURE 7.14: The laterally averaged (a) charge and (b) spin densities
of valence electrons (in units of 1/Å3) for the Fe/Ti2C system.

To understand the source of the high adsorption energy of FePc on Ti2C, the
H2Pc molecule was optimised on the same layer. Fig. 7.15 shows that two hydrogen
atoms that substituted the iron atom are pushed off from the layer as an effect of the
optimisation. The comparison of the geometric and energetic parameters (Table 7.9)
shows that the adsorption energies of the H2Pc and FePc on the layer are similar and
the adsorption energy is not additive. The adsorption is mostly caused by adhesion
of the Pc ligand to the Ti metallic layer rather than by adhesion of the iron atom.
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FIGURE 7.15: Side view of the H2Pc/Ti2C hybrid system.

Ea, eV Pc - Ti2C dist, Å Fe - Ti2C dist, Å
H2Pc/Ti2C AF -21.75 2.02 —

Fe/Ti2C -4.02 — 1,83 FeUp and 1,77 FeDown
FePc/Ti2C -21.88 2.09 2.03

TABLE 7.9: Comparison of energetic and geometric characteristics of
H2Pc, Fe and FePc on Ti2C layer.
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Chapter 8

Summary

The work done is quite pioneering. For the first time, the interaction of a TMPc
molecule with a two-dimensional substrate has been studied using multiconfigura-
tional methods of quantum chemistry. So far, our computational capabilities allow
using only a limited area of the substrate’s surface. In our case, we replaced the
graphene surface with a small pyrene molecule. However, such a limited represen-
tation is sufficient to cover the area under the active Fe-N4 centre of TMPc.

Calculations of the spin-polarised FePc molecule on the two-dimensional mag-
netic MXene material were also carried out. Our computational analysis showed the
existence of several metastable magnetic configurations of this system. Such studies
are still difficult to replicate experimentally, but our model shows which perspec-
tives are open after developing studies with a pure non-functionalized MXene layer.

In the following subsections, the results obtained in this thesis are summarised
in more detail, as well as further prospects for the study.

8.1 FePc/Graphene Hybrid System - Conclusions

• The interaction between the FePc molecule and the graphene substrate has
been studied. The presence of FePc on the graphene layer does not signifi-
cantly change the properties of both FePc and graphene despite their good
van der Waals connection. The molecule on the top of the graphene layer does
not open the band gap and the FePc iron d-shell does not significantly change
its distribution in the FePc/Graphene hybrid system.

• Cluster representation of the graphene surface in the FePc/Graphene complex
reproduces the results of the periodic model quite well. When using similar
DFT parameters in the two models, the geometric and energy parameters differ
insignificantly.

• The model with the pyrene molecule instead of the graphene sheet shows re-
ally similar geometry in the vicinity of the FePc’s iron atom and it could be
used in demanding multireference calculations.

• The presence of the Stone-Wales defect in graphene and pyrene barely changes
the FePc adsorption parameters and the iron d-shell distribution. Previously,[40]
it was found that the adsorption energy with the Stone-Wales defect differs by
6% for ZnPc and 10% for CuPc. Our suggestion is that the difference really
depends on the calculation method and chosen DFT parameters.

• FePc/Pyrene complexes with B, N-doping and SW-B, SW-N combined defects
have a really small energy difference between states with different multiplici-
ties around the ground state. It was found, that the ground state is unstable and
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the spin state of the system is subject to thermal fluctuations. Taking that into
account, our results match the previous investigation.[38] While there were
found only ground states of systems because of the one Slater determinant re-
striction, the behaviour of systems near the ground state was not taken into
account. This restriction has been overcome in our studies by using multiref-
erence methods of calculation.

• On the contrary, the multireference analysis shows that FePc/Pyrene com-
plexes with S-doping and combined SW-S defects have a big first excitation
frequency. The FePc ground state and the ground state of the whole systems are
not triplets but singlets, these defects make the complexes non-magnetic. The
presence of the sulphur atom in graphene also sufficiently increases the FePc-
graphene adsorption energy and the sulphur atom moves out of the graphene
plane. The defects crucially change the morphology of the FePc/Graphene hy-
brid system; they modify the magnetic moment of the system, its geometry,
and energetics parameters which should be clearly visible in experiments.

8.2 FePc/Ti2C Hybrid System - Conclusions

• The early stage study of a TMPc molecule on a magnetic MXene layer has been
made in the framework of the DFT theory. This investigation of the FePc/Ti2C
hybrid system can serve as a starting point for other similar studies of organo-
metallic molecules on MXene layers.

• FePc adsorption to Ti2C is much stronger compared to other 2D materials, such
as MoS2 and graphene.[34] Adsorption is no longer determined by the physical
van der Waals interaction, but by chemical bonds between the carbon rings and
the titanium surface. The iron atom makes a small contribution to adsorption.

• The exchange energy Eex, i.e. the energy difference between the cases with the
same initial Ti2C magnetisation and different orientation of the iron atom in the
FePc molecule, is 283 meV for the ferromagnetic case, 9 meV for the antiferro-
magnetic case, and 0.6 meV for the antiferromagnetic case with the molecule
in the excited state. For the iron atom on the antiferromagnetic Ti2C layer with
the same supercell size, it is equal to 430 meV. The special thing about FePc is
that by changing the spin orientation, the molecular geometry does not change,
while in Fe/Ti2C the flip of the spin orientation of the iron atom is associated
with the movement of the iron atom along the z-axis.

• The ferromagnetic interaction between the iron atom (and the iron atom in
FePc) and the upper Ti layer in MXene was found. When spin polarisations
of the upper Ti layer in Ti2C and the Fe atom are co-directed, titanium atoms
closest to the iron atom have a tendency to flip their spin polarisation.

• Big charge transfer (about 8.5 ē) from Ti2C to FePc is observed in the hybrid
system. Most of this charge is transferred to FePc carbon atoms while about
0.38 electron is transferred to the iron atom. For comparison, charge transfer
from the gold layer to the VPc molecule is just 0.62 ē.[102]
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8.3 Perspectives

The study of magnetic molecules with an active FeN4 centre on various surfaces
is a fairly popular and versatile topic. We are sure that many more studies will be
published, which will also develop further our research.

Our attempt to use multireference methods for systems consisting of the FePc
molecule and the graphene surface shows that it is possible to study excited states
of such hybrid systems on a high level of theory. The amount of RAM that we could
use was limited, and our model is as good as it could be in such bounds. Better
computational capabilities will make it possible to calculate similar structures with
a more accurate basis set, as well as to increase the area of the graphene cluster.

Our work was rather devoted to studying the effect of graphene defects on the
system, and we considered the system with only an iron atom at the centre of ph-
thalocyanine. However, other transition metals deserve attention as well. In addi-
tion, there are many more graphene defects[121] whose influence is worth studying.
Most of them cannot be reproduced on a pyrene molecule, so for this it is necessary
to increase the area of the graphene cluster.

The study of the magnetic interaction of FePc with the Ti2C layer also could be
expanded on other TMPc molecules and MXene layers. The potential for MXene in
the field of magnetic devices could be vast, while the research of magnetic hybrid
structures with the MXene layer has just begun.

Our study can be improved if spin non-collinearity would be taken into account.
We made an attempt to do it, but the results converged only in the case when there
was one iron atom per MXene primitive cell, meaning full coverage of Ti layer by
iron. In this case, taking into account the non-collinearity of spins does not provide
any additional information, since as a result all the spins were directed along the z-
axis. However, at lower iron concentrations on the surface, the picture may change.

Functionalised MXenes are of specific interest because such TMPc/MXene hy-
brid systems can be also studied experimentally.[26] While MXenes saturated with
atmospheric functional groups usually do not possess magnetic order, they are of
high interest as a fuel cell compound. It would be good to analyse both the interac-
tion of the TMPc molecule with the functionalised MXene material and model such
a system as a catalyst for redox reactions.
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