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Abstract
The determination of the carbon-to-oxygen ratio produced during the final stages

of helium burning in stars poses a significant challenge in nuclear astrophysics. The
relevant reactions occur at energies below the Coulomb barrier, making direct mea-
surements highly demanding and associated with considerable uncertainties.

Recently, the utilization of high-intensity γ-ray beams has offered a new opportunity
to investigate the crucial 12C (α, γ) 16O reaction, which regulates the carbon-to-oxygen
ratio, through the exploration of time-reversal photodisintegration 16O (γ, α) 12C reac-
tion. This method presents certain advantages over previous measurement techniques,
including reduced background and different systematic uncertainties.

To exploit this promising approach, a dedicated active-target Time Projection
Chamber, known as the Warsaw TPC has been developed at the University of War-
saw. The detector has been designed and optimized to facilitate comprehensive studies
using high-intensity γ-ray beams. The detector utilizes an electronic redundant strip
readout, DAQ system based on the General Electronics for TPCs (GET), and a stack
of three Gas Electron Multiplier (GEM) foils for charge amplification.

In 2022, the Warsaw TPC was deployed for a series of measurements at the
High Intensity Gamma-Ray Source (HIγS) facility, located at the Triangle Universities
Nuclear Laboratory (TUNL) in Durham, NC, USA. These experiments focused on
studying the time-inverse photodisintegration 16O (γ, α) 12C processes utilizing a high-
intensity monochromatic γ-ray beam in the center-of-mass energy range of 1.35–6.7
MeV.

This thesis presents the first analysis of that experimental material and one of the
first analyses done with any data collected with the Warsaw TPC. The results in
form of relative cross-sections for E1 and E2 multipolarity components as well as the
E1–E2 mixing phase angle were obtained on a limited statistics achieved with a manual
event reconstruction.

The obtained results prove the Warsaw TPC and proposed techniques of data
processing and analysis can be effectively used for studies of γ-beam induces nuclear
reactions.
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Preface
The following work is a culmination of almost 6 years of work with the Warsaw

TPC collaboration at Faculty of Physics of the University of Warsaw. My history with
the group started during the first year of my Master studies in November 2017 when
my scientific supervisor at that time, dr hab. Agnieszka Korgul prof UW recommended
me to take student laboratories with the collaboration. I accomplished that lab, started
another, and another, decided to write my Master thesis in scope of the group, and
finally begin my doctoral project with it in October 2019.

During my PhD studies I supported a number of the Warsaw TPC group’s activ-
ities and took a countless responsibilities from being a slow-control expert, the main
developer of the detector control system, the main developer of event reconstruction
framework, through running laboratory test and measurements, planning future exper-
iments, configuring laboratory network and software systems, to setting up the exper-
iments, takeing shifts (including all the night shifts), providing IT support during the
experiments, being an event reconstruct expert, and software engineering consultant
for Monte Carlo simulations framework, and finally conducting the data analyses.

The time-scale for my PhD studies was very unfortunately. The original plan
assumed conducting a calibration experiment with radioactive ion beams at JINR,
Dubna, Russia in a middle of 2020 and the full scale experiment with the high inten-
sity γ-beam at HIγS, Durham, USA in late 2020. The outbreak of COVID-19 and the
closure of international boarders made us rethink the plan entirely.

With a great dedication we were able to refine the operation procedures and progress
the software side of the project, and finally attempt the first ever experiment of our
detector with the proton-beam at the IFJ PAN, Cracow, Poland in June 2021 and
another experiment with neutron generator at the IFJ PAN in July and September
2021. Running two physic experiments in a full sanitary regime of the pandemic is a
very peculiar experience. The experiments were successful and managed not only to
commission the detector but also to secure very interesting experimental data.

With the improvement in the pandemic situation and the reopening of the inter-
national borders we decided to reassume the topic of an experiment at HIγS. Finally
in April and in August/September 2022 after many years of delay and facing many
adversities the experiment happened and the collected data became the basis of this
dissertation.

Note the name of the project was changed from Elitpc to Warsaw TPC to
accommodate for the upcoming TPC detector built by the Warsaw collaboration for
the ELI-NP experiments.
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Glossary

beam nominal energy the symbol Eγ is used for nominal γ-beam energy in the
LAB (target rest frame) reference frame. This value does not necessary reflect
the real mean or mode of the beam delivered, rather than reflect a setting of the
beam requested and is supposed to be a rough approximation of the real beam.
In the following sections and chapters this value is used like a human readable
identifier that informs the reader about the approximated beam energy in place
of enigmatic run identification number.

center of mass energy the symbol ECM is used for the kinetic energy of the system
in the center of mass reference frame. A low-energy nuclear physics community
convention is used to give a non-relativistic value not including the rest mass is
used, as opposed to the relativistic center-of-mass energy

√
s used by the High

Energy Physics community (HEP).

endpoint a point where a charged particle’s trajectory ends within a particle detector..

prong a track or path left by a charged particle within a particle detector. When a
charged particle moves through a detector, it can leave behind a visible trail of
detector hits or signals. Each such path is called a “prong,” and it represents the
path taken by the particle as it traverses the detector.

vertex a point in a spacetime where a reaction or decay takes place. Point of origin
of the reaction products.
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Chapter 1

Introduction

It is little wonder that the determination of the
ratio 12C/16O produced in helium burning is a
problem of paramount importance in Nuclear
Astrophysics.

— William A. Fowler, 1984

1.1 Stellar nucleosynthesis
From the ancient times people pondered about their origin and place in the world.

Today, thanks to the nuclear astrophysics, we know that the atomic nuclei of our
bodies and our environment were created inside the stars in a process known as a
stellar nucleosynthesis.

The stellar nucleosynthesis is a multistage process closely tied to the evolution of a
star. In the first stage a young star consists mostly of hydrogen, that is being burned
into the helium-4. As the compositions of a star changes, another process, a so-called
3α process: 3α → 12C, becomes viable and a star enters the helium burning stage.

The carbon-12 created in the 3α process can be converted to oxygen-16 in an
α-capture reaction of 12C (α, γ) 16O. The relative rates of these reactions determine
the abundances of the carbon-12 and oxygen-16. The time evolution of the molar
abundances can be described by a system of equations [1]:

d[12C]
dt

= 1
3![α]3ρ2λ3α − [α][12C]ρλ12C(α,γ)16O

d[16O]
dt

= [α][12C]ρλ12C(α,γ)16O − [α][16O]ρλ16O(αγ)20Ne

(1.1)

where [α], [12C] and [16O] are the molar abundances of the corresponding nuclei, ρ
is the density and λi is a rate of corresponding reaction. The ratio of abundances of
carbon-12 to oxygen-16 at the end of the helium burning is an important parameter
for the modelling of stellar evolution [2].

1
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In order to determine the ratio, the rates of 3α process 12C (α, γ) 16O should be
known. A stellar reaction rate can be calculated from a Maxwell-Boltzmann distribution
defined by a stellar temperature T , and the reaction’s cross-section σ[3]:

NA⟨σv⟩ =
√√√√ 8
πµ (kBT )3NA

∫ ∞

0
dEσ(E)Ee−E/kBT (1.2)

where NA is the Avogadro constant, kB is Boltzmann constant, µ is reduced mass of
the reaction substrates, and v is relative velocity of the substrates.

For the reactions of charged particles the cross-section can be factorized into the
astrophysical S-factor S and tunneling through the Coulomb barrier [2]:

S (E) = σ (E)Ee2πη (1.3)

where η is the Sommerfeld parameter defined as αZ1Z2

√
µc2

2E
for Zi being a charge of

a substrate, α being the fine-structure constant and c being the speed of light. The
S-factor is a commonly used variable in the nuclear astrophysics domain. By expressing
the Equation 1.2 with a S-factor one can obtain:

NA⟨σv⟩ =
√√√√ 8
πµ (kBT )3NA

∫ ∞

0
dE S(E)e−E/kBT −2πη (1.4)

For slowly changing reactions the value under integral is governed by the exponential
term. The exponential term has a peak structure and describes a so-called Gamow
window depicted in the Figure 1.1. Therefore the majority of non-resonance stellar
reactions occur at relatively narrow energy window.

Figure 1.1: Gamow window. A Gamow
window is narrow energy window where
a stellar reaction occur. The window is
a result of product of two probabili-
ties: the probability density of Maxwell-
Boltzmann distribution due to thermal
equilibrium and probability of tunneling
through a Coulomb barrier.
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1.2 The 12C (α, γ) 16O reaction
Given its importance for determining the 12C/16O and its elusiveness the 12C (α, γ) 16O

reaction was nicknamed in the literature as “the key reaction” or “the holy grail of nu-
clear astrophysics” [1]. The Gamowe window for this reaction for red giant stars is
located at around ECM = 300 keV. The cross-section value at this energy is estimated
to be around 10−17 b and orders of magnitude lower than the current experimental
sensitivity.

The cause for such low cross-section is the existence of large Coulomb potential and
the fact that at the oxygen-16 have no resonant levels at the Gamow energy. With the
lack of resonant levels the reaction occurs on the tails of existing levels: 1− at 7.12 MeV
and 1− at 9.59 MeV or 2+ at 6.92. Since the states differ by angular momentum and
parity different multipolarities of γ-ray are observed from their decays to the ground
state: E1 for 1− and E2 for 2+ states. Determining the contributions from each state
pose an additional complication to the problem. The level scheme of oxygen-16 is shown
in the Figure 1.2.

Figure 1.2: 16O nuclear levels
scheme. Irrelevant levels are
omitted. Figure taken from [1].

With the lack of experimental data for the relevant Gamow window, the cross-
section value for that region is extrapolated with a theoretical fits, such as R-matrix
[1], to the experimental data from higher energy regions. For stellar evolution modeling
a goal of achieving 10% of uncertainty of that extrapolation is often mentioned [4].
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Figure 1.3: S-factor of the 12C (α, γ) 16O reaction. The S-factor for E1-transition is
presented on top, the S-factor for E2 transition on bottom. The stripped line at the
300 keV marks the Gamow window for the red giant stars. The red line is a R-matrix
fit to the experimental data. Figure taken from [1].
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1.3 Previous measurements
Due to its importance for the domain over the years the 12C (α, γ) 16O reaction was

at the aim of many experiments. With the experimental data collected over the decades
the uncertainties of the reaction’s cross-section at stellar evolution relevant energy of
300 keV were significantly lowered but the end-goal of reaching the required 10% is
still far. Collected experimental points as well as a theoretical R-matrix fit is depicted
in the Figures 1.3 and 1.4.

A traditional experiment on the 12C (α, γ) 16O consists of an α-beam and carbon
target. The produced γ-rays are measured by γ-detectors. Usually an array of the
detectors is used in order to measure the angular distribution of the radiation and
determine its multipolarity. This experiment scheme was explored over the years with
the used of either NaI detectors [5] or arrays of High Purity Germanium (HPGe) and
Bismuth Germanium Oxide (BGO) [6, 7] or BF2 and BGO [8] detectors.

The consensus is that the direct measurement exploitation is reaching the end as
pushing for lower energies is meeting technical barriers such as time-scale of the exper-
iment or the problem of cooling of the target. Instead of abandoning the prospect of
determining its cross-section at the relevant energies the effort is placed on researching
other indirect methods.

In recent years a novel promising approach of studying the time inversed 16O (γ, α) 12C
reaction was developed and studied with an Optical Time Projection Chamber (OTPC)
[9]. The experimental approach to study the photodisintegration reaction is very dif-
ferent from the classical approach, as instead of detecting the γ-rays from deexcitation
of oxygen with a γ-detector, a tracking detector used to measure the charged products
of the disintegration reaction 16O (γ, α) 12C.

The photodisintegration indirect method of studying the 12C (α, γ) 16O is one of the
main subjects of this work.

1.4 Detailed balance principle
Due to strong and electromagnetic interactions being invariant under time reversal

operation, the cross sections of reactions of alpha-capture 12C(α, γ)16O and time re-
versed photodisintegration 16O(γ, α)12C can be related by the detailed balance principle
[10]:

12C (α, γ)16O ⇄ 16O (γ, α)12C (1.5)

The formula allows for calculating the cross-section of direction reaction σαγ based
on the cross-section of photodisintegration σγα, momentum p and spin factor g of each
system:

σαγ · gαγ · p2
αγ = σγα · gγα · p2

γα (1.6)

After a substitution a final formula expressed with spins J , reduced mass µαC of α–C
system, γ-beam energy Eγ, and center of mass energy ECM can be obtained (kinematics
of the problem discussed in Appendix A):



6 Chapter 1. Introduction

σαγ = σγα
2JO + 1

(2Jα + 1) (2JC + 1) ·
E2

γ

ECM
· 1
µαCc2 , (1.7)

The ratio of the direct and photodisintegration reactions cross-sections is a simple
functions of the energy depicted in the Figure 1.5. Note the cross-section of 16O (γ, α) 12C
reaction is one order of magnitude larger in the energy range relevant to this study.

Figure 1.5: Ratio of cross-section of
16O (γ, α) 12C and 12C (α, γ) 16O reac-
tions. The cross-sections are related
by the detailed balance principle. The
16O (γ, α) 12C cross-section is larger than
the 12C (α, γ) 16O cross-section.
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1.5 γ-ray beams
The 16O (γ, α) 12C reaction cross-sections varies significantly with the energy. The

prospect of conducting a oxygen-16 photodisintegration experiment requires an access
to a monochromatic, high-intensity γ-beam source. The quality and precision of the
measurments results strongly depend on the characteristic of the source used.

1.5.1 Production
The state-of-the-art technique for producing high-intensity γ-beam is a Compton

back-scattering of laser photons on accelerated electron beam. The scheme of Compton
back-scattering is presented in the Figure 1.6. For small scattering angles θ the γ-beam
energy Eγ is given by:

Eγ = 4γ2E0
1

1 + (θγ)2 + 4E0γ
mec2

≈ 4γ2E0, (1.8)

where, E0 – laser energy, γ – electron beam Lorentz factor, me - electron mass.

1.5.2 Facilities
In contrast to all the types of charged particle accelerators or neutron generators

the construction of brialiant, high-intensity γ-beam facilities became feasible relatively
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θγ

θ0

E0

Eγ

laser

gamma-ray

relativistic
electron

Figure 1.6: Scheme of a Compton back-
scattering process using laser beam.
Gamma-ray beam with energy Eγ is ob-
tained from back-scattering laser photons
with energy E0 on a relativistic electron
beam. The laser beam collides at an-
gle θ0 and the gamma-ray beam is back-
scattered at angle θγ.

recently and currently only three facilities are considered to be capable to deliver a
γ-beam of features required for the study:

1. High Intensity Gamma Source (HIγS), Triangle Universities Nuclear Laboratory
(TUNL), Durham, North Caroline, USA.

2. NewSUBARU, Hyogo, Japan,

3. Extreme Light Infrastructure Nuclear Physics (ELI-NP), Măgurele, Romania.

HIγS

HIγS is an operating state-of-the-art γ-beam facility [11]. The facility is capable
of delivering a γ beam of energy up to 225 MeV with an intensity of 108–109 γ/s.
The available γ-beam is not monochromatic but characterized by a finite width of
approximately 3% full width at half maximum (FWHM). The generate γ-beams can be
either quasi-continuos of pulsed with different beam polarities. The facility is equipped
ina diagnostics system capable of online beam monitoring.

A scheme of the HIγS facility is depicted in the Figure 1.7. The γ-beam produc-
tion method is based on the Compton back-scaterring of a Free Electron Laser (FEL)
photons on relativistic electrons accelerated in a linear particle accelerator (linac). The
linac is capable of producing an electron beam of intensity of 1010 e/s and up to 0.28
GeV, which is later accelerated by a booster synchrotron to up to 1.3 GeV.

The relativistic electrons are injected into a storage ring and organized into bunches.
An optical klystron FEL system (OK-4, OK-5) is used to produce the photon beam.
The initial beam is produces from the synchrotron radiation of oscillating electrons
passing by the magnetic field of the wiggler magnets of OK systems. The γ-beam is
produced in a collision and Compton scattering of colinear FEL beam and a previous
bunch of electrons. Resulting γ-rays are characterized by a broad energy spectrum and
a beam of relatively narrow energy width is obtained by collimation.

ELI-NP

The future γ-beam system at the ELI-NP is expected to further push the experi-
mental technique and open new opportunities for studies [12]. The anticipated brilliant
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Figure 1.7: Scheme of the γ-beam production system at the HIγS facility. Figure taken
from [11]

γ-beam in energy range of with high intensity of 109 γ/s and energy resolution of 0.5%
RMS would put the facility ahead of any current γ-beam facility.

1.6 Charged particle detection
The other prerequisites for studying the 16O (γ, α) 12C reaction is a detector capable

of measuring the charged lower energy products of the reaction. A detector aspiring
to provide information about E1 and E2 components of the cross-section separately
instead of their sum should be capable of measuring the angular distributions of the
products which is sensitive for the multipolarity.

The possibilities of measuring the products are defined by their interactions with
the detector medium.

1.6.1 Stopping power
A charged particle moving through a medium losses its kinetic energy through

ionization of the medium. A mean energy loss per path unit in the medium is called a
stopping power and can be described by a Bethe-Bloch formula [13]:

−E

x
= 4πe4Z2

mev2 Z2
1 log

(
2mv2

⟨I⟩

)
(1.9)

where Z1 is particle atomic number, Z2 is medium atomic number, v is particle velocity,
me is electron mass, m is particle mass, ⟨I⟩ is medium’s averaged excitation potential
per electron, and higher relativistic velocity terms are omitted.

In practice a series of corrections is needed for the formula in order to reproduce the
experimental data, therefore a common choice in the nuclear physics community is to
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instead use the experimental stopping powers in form of tables provided by Stopping
and Range of Ions in Matter (SRIM) [14].

Either the theoretical formula can be integrated in order to obtained the profile of
ionizations along the particle path described by a characteristic Bragg. An example
Bragg curves for α particles and 12C are depicted on Figure 1.8.

The shape of a Bragg curve is characteristic to given ion and medium pair. A Bragg
curve can be also reduced to the its length in order to provide a energy–range table
for given ion and medium pair. The given values describe an average length and the
variance in form of length straggling and also angular straggling is often also given or
simulated.
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Figure 1.8: Brag curves for α particles and 12C in CO2 at 293.15 K. The shape of the
curve depends on the ion type, energy, medium and its density. Left: the Bragg curves
for an α particle with kinetic energy of 4.5 MeV. Right: the Bragg curves for 12C of 1.5
MeV kinetic energy. Data taken from [14].
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1.6.2 Time projection chambers
A Time Projection Chamber (TPC) [15] is a type of particle detector used in ex-

perimental physics to track the paths of charged particles. It operates by detecting the
ionization produced when charged particles pass through a gas or liquid medium, and
uses this information to reconstruct the particle tracks.

The electric field within the chamber causes the free electrons to drift towards
the central electrode, where they are collected and measured by an array of readout
sensors. By measuring the position and timing of the ionization events, the TPC can
reconstruct the three-dimensional path of the charged particle.

The TPC offers several advantages over other particle detectors. It has high spatial
resolution and can track particles over a long distance, allowing it to reconstruct the
trajectories of complex particle interactions. It also has excellent particle identification
capabilities, as the ionization pattern produced by each particle depends on its mass
and charge.

TPC detectors are used in a variety of experiments in nuclear and particle physics,
including studies of high-energy collisions and searches for dark matter.

e- e-e- e- e- e- e- e- e- e- e- e- e- e-E

time

Charged
particle

Segmented anode

Cathode

Readout sampling

Y

X

Figure 1.9: TPC principle of operation. A detector medium is being ionized by a pass-
ing charged particle. A voltage is applied over the chamber to cause a drift of electrons
towards an anode, where the charge is collected. A planar information about the de-
posited charge is through the anode segmentation. A missing coordinate along the drift
axis is obtained through a time sampling of the signal.
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1.6.3 OTPC
An OTPC is a type of particle detector that combines the principles of a Time

Projection Chamber (TPC) with the use of optical readout sensors. The optical sensors
are used to record the position and timing of the ionization events. By analyzing the
signals from the sensors, the OTPC can reconstruct the three-dimensional path of the
charged particle with high precision. A disadvantage of the OTPC is the need of using
a medium of scintillating capabilities limiting the list of reactions possible to study.

e- e-e- e- e- e- e- e- e- e- e- e- e- e-E
time

Charged
particle

Camera

Cathode

Photomultiplier

Y

X
charge

Camera Photomultiplier

Figure 1.10: OTPC principle of operation. A detector medium is being ionized by a
passing charged particle. A voltage is applied to accelerated the electrons and cause a
scintillation in the medium. An optical readout system is used. The planar information
about the event is obtained with a camera, while the other coordinate is obtained from
a photomultiplier signal.

1.6.4 e-TPC
Traditionally, TPCs use a readout system based on an array of wires, but electronic

readout has become increasingly common in recent years. The electronic readout system
provides several advantages over traditional wire-based systems. The use of electronic
sensors allows for higher spatial resolution and faster readout times. The sensors are
also less susceptible to noise and other sources of interference, improving the signal-to-
noise ratio of the detector.

1.6.5 Active target detector
In an active target detector a medium filling the detector is used not only for track-

ing but also as a target. In such detectors there is no ion implantation or injection steps
as the reaction occurs inside the detector. This technique allows for the measurement
of low energy charged products.

In case of the gaseous active target detectors this pose an interesting trade-off.
Higher gas density inside the detector volume would result in higher reaction rate. On
the other hand, the higher density causes stronger stopping of the charged reaction
products, that results in shorter tracks than may limit the precision of the recon-
struction and the measurement. As such the choice of the gaseous mixture plays very
important role in the experiment planning.
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1.7 Author’s contribution
This thesis describes the experimental studies of 16O (γ, α) 12C reaction on a γ-beam

of HIγS with an active-target TPC Warsaw TPC built at the University of Warsaw.
I actively participated in the laboratory tests of the detector and later in designing

and planning of the physical experiments with the detector as well as the data-taking
campaigns. I was responsible for the detector control system (slow-control). My work
in the post-experiment activities includes pre-processing, reconstruction and analysis
of the data.

I’m the author of the calculations and results presented in chapters 4 to 6, if not
mentioned differently in the text. I’m also the author of the software system described
in appendix C, and one the three major contributors to the software suite presented in
appendix D.



Chapter 2

Detector

Now, the era of the photographic plate is over,
and a new one has begun: that of the bubble
chamber.

— Gideon Yekutieli, 1963

The Warsaw TPC is an active-target TPC detector designed and built at the
University of Warsaw. The final detector design stems from a decade-long Research
and Development (R&D) carried out by the Warsaw TPC [16, 17] collaboration. The
collaboration has also built a demonstrator mini-ELITPC detector of similar design
[18–20].

The main purpose of the Warsaw TPCdetector is studying nuclear reactions with
the use of γ-beams with the particular aim at the 16O (γ, α) 12C reaction.

The detector has been operational since March 2020. Two other physics experiments
were already successfully carried out with the detector, one with the proton-beam of
the Van der Graaf Generator at the IFJ PAN (The Henryk Niewodniczański Institute of
Nuclear Physics of the Polish Academy of Sciences) in June 2021 [21] and second with
neutron source IGN-14 (pulsed neutron generator) of the IFJ PAN in July, September
2021.

13
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2.1 Detector concept
The general cross-view at the Warsaw TPC detector is presented in the Figure 2.1.

The outer shell of the detector is a 170 dm3 stainless steel vacuum vessel equipped with
standard vacuum ports, custom signal ports, high voltage ports, two beam windows
and radioactive calibration sources.

The vessel was designed to allow operation in pressures lower the than the atmo-
spheric pressures, with the typical pressures 80-250 mbar of CO2. The signal ports
are placed on the top of the chamber where the front-end electronics boards can be
mounted.

The frame of the outer vessel can be assembled with wheel-like metal plates to allow
for rotation of the whole chamber to make the transportation easier. The Warsaw
TPC was meant to be a mobile detector than can be relatively easy to deploy at any
desired beam facility.

Front-end
electronics

Beam entrance
window

Beam exit
window

Internal
structure

Low-pressure vessel

Figure 2.1: Warsaw TPC detector cross-section. The main parts of the detector are
vacuum vessel, internal TPC structure and front-end electronics. Scheme taken from
[22].
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The internal detector structure is depicted in the Figure 2.2 and consists of:

• a drift cage,

• charge amplification micro-pattern,

• segmented electronic readout anode.

The electron drift consists of a 4 mm thick aluminum cathode plate, and 12 alu-
minum field-shaping 2 mm thick electrodes placed at 16 mm distance from each other.
The drift cage achieves a drift uniformity lower than 1% over the entire 196 mm drift
length.

While the construction of the chamber allows for up to 196 mm of drift length the
actual vertical depth l that can be registered depends on the electronics time window
size w (buffer history), electronics sampling rate νsampling and electron drift length vdrift:

l = w

νsampling
vdrift (2.1)

Electronic
readout

Gas
Electron
Multiplier

Active volume
inside electron
drift cage

Figure 2.2: Scheme of detector internal structure. Note the detector cage is mounted
in the detector with readout at the top (upside-down to orientation that is presented).
Scheme taken from [22].
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2.2 Charge multiplication
With the voltage regime at which a TPC is operating a charge multiplication mech-

anism has to be employed in order to produce a macroscopic signal that can be later
collected by the readout.

Figure 2.3: Gas Electron Multiplier (GEM) foils. Left: microscopic view on a GEM
foil. The hole diameter is 50 µm. Right: electric field in the region of GEM foil holes.
The drift electrons passing through the high field region gain enough energy to cause
secondary ionization electrons in the collisions with molecules of the medium. Both
pictures taken from [23].

The charge multiplication method of choice for many TPCs is the GEM technology
[23]. A photo and principles of operations of the GEM are presented in the Figure 2.3.

The GEM foils are thin kapton (polyimide) foils coated on both sides with copper
and perforated. By applying a difference of electrical potential to the sides of the foil a
high electric field can be achieved. The order of magnitude for obtained fields is ∼ 10
kV/cm that is enough to cause an avalanche charge multiplication.

The Warsaw TPC employs a stack of three GEM foils for the charge amplification.
The foils used are 50 µm thick with 5 µm of passivated copper coating. The perforation
holes have 50 µm hole diameter, and are staggered with 140 µm pitch. By placing a
stack on the way of the drifting primary ionizations electrons the amplification of the
order of 1e4 can be achieved leading to macroscopic secondary ionization currents that
can be observed on the readout anode.

The optimization of working conditions and operational limits for the Warsaw
TPC to achieve stable conditions with high amplification has been studied extensively
with both the detector and a dedicated test-bench [17, 19].
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2.3 Readout board

Figure 2.4: Photograph of the readout pads. The top layer of the readout Printed
Circuit Board (PCB) is covered with tesseleted diamond-shaped gold plated pads. The
edges of pads are 1 mm long. Photo by Mikołaj Ćwiok, University of Warsaw.

The active area of the detector is a 330×200 mm2 rectangle with corners cut at 30◦.
The readout board that is collecting the drifting charge is a multilayered PCB covered
at the active volume facing side with a pattern o tessellated diamond gold-plated pads.
The photograph of the readout pads is presented in the Figure 2.4.

Virtual
pixel

U

V

W

W-strips
V-strips

U-strips

Interconnected pads

Figure 2.5: Structure of Warsaw TPC readout board. Left: the top layer diamond-
shape pads are connected by underlying U, V, W-readout strips. The colour of a pad
matches the colour of strip group connected to it (U — blue, V — green, W — red ).
The ionization electrons are collected by a pad. The strip reads charge from all the pads
connected to it at once. Right: the position of event can be determined by comparison
of signals from different strip-groups (U, V, W). The intersections between these strips
form virtual pixels. The usage of 3 strip coordinates eliminates the ambiguity of strip
mapping caused by double hit events.
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The readout pads are interconnected in a pattern of lines arranged at 60◦ to each
other, forming a structure of strips. The strips are organized in three families (U, V,
W) depending on their direction with a 1.5 mm pitch between strips of a given family.
The pattern of readout strips is presented in the Figure 2.5. A crossings of the strips
from all three families creates a virtual pixels, that could be used to find a location of a
single charge deposit. While the virtual pixels could be created as a crossings of strips
of only two families the addition of the third strip family helps in disambiguation of
multiple deposits.

U-strips
2 sections

V-strips
3 sections

W-strips
3 sections

Figure 2.6: Readout strip sections. Some of the strips are splitted into two in order to
achieve better deposit disambiguation. The strips that are not splitted are considered
to form a single section. Scheme by Mikołaj Ćwiok, University of Warsaw.

Table 2.1: Number of readout strips for each family including the strip sections.

Direction Total Section Strips
U 264 1 132

2 132
V 376 0 72

1 151
2 151

W 378 0 72
1 152
2 152

To further increase the multiple deposit disambiguation part of the strips is split in
into two forming strip sections. The shape of the strip section on the readout board is
presented in the Figure 2.6 and the exact sizes of sections are listed in Table 2.1. Each
strip in a section is routed to a separate electronic channel.

The strip readout is a modernization of the concept of wires used in the wire
chambers detectors of the past [24] and still used in the TPCs [25]. While the wires has
been replaced with the pads of the PCB the geometrical concept remains the same: a
set of two or more longitudinal structures that measure only the projection on their
axis is used to decipher a 3D event. A coordinate system UVW inherited from the
readout segmentation is discussed in Appendix B.
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The use of a strip readout is a compromise between covering the active using as
few electronic channels as possible and allowing a high spatial precision by strong
segmentation. This tradeoff limits the possible usage to events involving only a few
charged particles — a rather typical situation in low energy nuclear physics. The strip
readout is just one of the possible ways to accomplished that goal — not long ago a
new multiplexing readout [26] has been proposed to address the same problem.

While the strip readout is a fairly cost-effective solution when compared to a pixel
readout, it is worth mentioning that the reconstruction of strip data is significantly
more complicated than in a case of a pixel readout and the additional cost of software-
development shouldn’t be neglected in the equation. Similarly the extra disambiguation
features included in the design do not increase the disambiguation on they own and
have to be additionally implemented in the reconstruction and analysis software. For
instance the extra engineering effort done on splitting the strips in sections and raising
the total number of electronic channels required to operate the system would be futile
if the reconstruction is using a simplified model with merged sections.

2.4 DAQ system

Data acquisition (DAQ) is a process of collecting and recording the physical data
from the sensors and detectors and as such is the essential part of every experiment. In
nuclear physics and High Energy Physics (HEP) the DAQ term usually refers to the
detectors that measure the data of physical importance (such as the main detector of
the experiment measuring the reaction or an auxiliary detector monitoring the physical
background), while all the supporting sensors are grouped together in the so-called
“slow-control” or Detector Control System (DCS) (Appendix C).

2.4.1 Readout chain

1 Gb/s

10 Gb/s

1 Gb/s

4x AsAd z-CoBoReadout
PCB

4x ZAP
board

Disk matrix

DAQ PC

Control-room
PC

Figure 2.7: DAQ readout chain scheme.
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The Warsaw TPC DAQ system is based on the General Electronics for TPCs
(GET) system [27]. The GET based systems are used by other TPC groups such as
ACTAR [28], AT-TPC [29], TexAT [30], SπRIT [31]. The readout consist of multiple
components that are either available of-shelf or designed at the University of Warsaw.
The readout chain used by the Warsaw TPC is presented in the Figure 2.7.

2.4.2 GET based components
While the GET provides multiple boards and components the factors such as final

required number of channels, total price of the setup and design flexibility ruled out
that in place of the full system a so-called reduced GET system limited to just ASIC
& ADC (AsAd)s and Concentrator Board (CoBo) is more appropriate.

ZAP

A signal protection circuit boards called ZAP are recommended by the GET. A
ZAP board houses external pre-amplifiers and analog filters, and its role is to route the
signals from the detector to the front-end electronics. Since the ZAP board are supposed
to serve as an interface for the particular detector and subsequent generic front-end
electronics, there is no universal ZAP design. The ZAP boards for the Warsaw TPC
has been designed and built at the University of Warsaw.

AsAd

An AsAd board is the critical readout electronics component used in the DAQ
chains of the TPCs basing on the GET. The boards are manufactured by the GET
collaboration and available off-shelf.

A single AsAd board is capable of delivering 256 electronic channels. Each board
houses a Field-Programmable Gate Array (FPGA) (ACTEL ProASIC3E), four ASIC
for GET (AGET) chips and a 4-channel 12-bit Analog-to-Digital Converter (ADC)
operating at 25 MHz.

An AGET chip provides 64 electronic channels and is featuring:

• both negative and positive input handling,

• per channel Charge Sensitive pre-Amplifier (CSA) with dynamic range of 120 fC,
240 fC, 1 pC, and 10 pC,

• variable shaping time amplifier in range 50 ns–1 µs,

• 512 bin Switched Capacitor Array (SCA) in form of analog circular buffer with
variable sampling frequency in range 1–100 MHz.

The AGET can be configured in either full readout mode(dense data representation)
or partial readout (sparse data representation) mode. In case of Warsaw TPC only
full readout mode has been used so far.

A total of 4 AsAd boards resulting in over a thousand available electronic channels
are used with the Warsaw TPC. The size of a single event in 4-AsAds full readout
mode is approximately 1.1 MB.
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z-CoBo

A CoBo is a back-end electronics board designed by GET. The purpose of the
boards is performing data reduction, time stamping and formatting over data provided
from the AsAd boards and transferring it to a DAQ PC. It is also capable of configuring
and calibrating AsAds.

The z-COBO is a CoBo replacement designed by the University of Warsaw. The
platform employs an FPGA Xilinx ZYNQ-7000 System-on-Chip (SoC) module and
four AsAd adapters. The platform handles up to 1024 electronic channels and allows
to read between 1 and 4 AsAds via 10 Gbit/s SFP+ links. The module fits into two
units (2U) of a standard 19′′ rack.

2.4.3 DAQ PC
Specification

The main DAQ PC of the Warsaw TPC is a Supermicro ST Single E5 SC732
(MOBO Supermicro X10SRL-F). The computer is equipped with:

• Central Procesing Unit (CPU): single Intel Xeon E5-1620 V4 processor @ 3.8
GHz (4 cores, 8 threads),

• Random-Access Memory (RAM): 2x 16 GB DDR4 REG ECC 2400 MHz,

• Graphics Processing Unit (GPU): Gigabyte GeForce GTX 1050 Ti 4 GB GDDR5,

• Network Interface Card (NIC):

– Supermicro AOC-STGN-i1S, 1xSFP+ 10 Gbit/s,
– Supermicro AOC-STGN-i2S, 2xSFP+ 10 Gbit/s,
– Intel Gigabit Pro/1000 CT 1 Gbit/s,

• Storage:

– 4x 3 TB Hard Drive Disk (HDD) configured in a RAID1 5 and RAID 6 -
used for data storage (RAID 5) and boot (RAID 6).

– 2x 256 GB Solid-State Disk (SSD) configured in a RAID 1 - used for system
and temporary user data (scratch).

and operates an Ubuntu 16.04 LTS with Xfce4 desktop environment (Linux).
In the case of Warsaw TPC the role of the main DAQ PC has been extended to:

• hot data storage - the data received from the z-COBO is temporary saved on the
local storage and later transferred to a dedicated storage,

1Redundant Array of Independent Disks - a data storage technology that combines several disk in
to logical units in order to achieve both data redundancy (mitigation of data-loss in case of a disk
failure) or performance improvements. The RAID number signify the exact configuration. Different
RAID configuration requires different minimal number of physical disks required and provide different
levels of redundancy and performance improvements.
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• online analysis - a user space for running online data analysis is provided,

• main DCS PC - the same computer unit is used to host all the service and data
associated with the DCS,

• electronic logbook [32] server - beside the classical paper notebook an additional
electronic web-interfaced version is used,

• auxiliary detector DAQ - the same computer unit hosts and handles DAQ not
only from the main TPC chamber but also beam and trigger monitoring.

The system operates without a software hypervisor - all the applications and services
are run directly on the operational system with the exception for Windows-only aux-
iliary detector DAQ applications that are run on a Virtual Machine (VM).

DAQ software

The main software DAQ components are dataRouter and GetController from
the GET software package. The main purpose of these applications is communication
with the z-CoBo and receiving the data. In addition a dedicated on-line event preview
application has been written (as a part of TPCReco package discussed in Appendix D).

2.4.4 Control room PC
The Control room PC acts as a terminal and display for the DAQ PC when it can’be

accessed directly due to residing at the experimental hall. The PC is not expected to
run any compute intensive workloads, so there are little constrains on the specification
of the used platform.

Since only some of the services and applications hosted on the DAQ PC follow the
client-server model with either web or native interfaces, all the required applications
are run on the DAQ PC including their client parts. Then a Control room PC accesses
whole virtual session run on DAQ PC using the Virtual Network Computing (VNC)
technology.

A number of desktops and laptops has been already used to fullfil the role of the
Control room PC.
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2.4.5 Storage
The storage system includes two disk matrices:

1. QNAP TS-831X equipped with 4x 3 TB HDD, 4x 10 TB HDD,

2. QNAP TES-1885U-D1521-8GR equipped with 12x 12 TB HDD.

The QNAP TS-831X is brought to the experiments and part of the DAQ chain. The
QNAP TES-1885U-D1521-8GR acts as a permanent storage, while not accessed directly
as part of the DAQ all the data is transferred to it eventually after finishing the
experiment. It provides the data for offline post-experiment analysis. All the utilized
hard drives are either Network Attached Storage (NAS) or data center grade.

2.5 Online Trigger
The online trigger is a crucial element of a DAQ system in nuclear physics and HEP

experiments. It plays a fundamental role in selecting which events to record and store
for further reconstruction and analysis, as the rate of data produced in experiments is
often high. While saving the amount of work needed at the later stages to retrieve any
relevant information and reduce the size of the dataset to be kept, the most fundamental
need of the selection is to lessen the load on the system as the slower parts at the end
of the DAQ chain my not be able to keep up with the stream of incoming unfiltered
data.

The trigger system’s main purpose is to decide which events are worth recording
based on predefined criteria. The criteria can vary greatly from the experiment to
experiment and they can from a threshold on some analog signal to a complex set of
rules implemented on a Application-Specific Integrated Circuit (ASIC) or FPGA.

2.5.1 Trigger-modes
The detector is capable of two modes of triggering:

1. External trigger - external signal correlated to the beam is provided to the DAQ
trigger input.

2. Self-trigger - signal from the last GEM electrode is processed with a High Voltage
(HV) filter and fed to the DAQ electronics trigger input. In this mode the trigger
is independent of the beam time structure and could be used for experiments
with continuous beams or in facilities not providing the trigger signal or even in
potential beamless experiments.

The scheme of both external and self-trigger is presented in the Figure 2.8.
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Figure 2.8: Trigger scheme. Two trigger modes available for Warsaw TPC are de-
picted. Left: external trigger. An external signal correlated with the beam is provided
by the beam facility and fed on DAQ electronics trigger input. Right: self-trigger. Signal
from the last GEM is used as a trigger. The signal on the GEM is caused by ionization
electrons drifting towards the readout and being multiplied at the GEM.

The choice of triggering mode is based on the capabilities of a beam facility and
the type of beam. For instance for continuous or semi-continuous the facility will not
provide an external trigger, but for pulsed beam a beam release signal can be used for
external trigger.

If possible the external triggering is preferable as it is able to remove all the back-
ground events not associated with the beam such as natural radiation. The other im-
portant consequence is that the start of trigger signal can be used as a origin of the
drift axis in order to obtain an absolute scale (for instance the absolute position of
a vertex in active volume). In self-trigger mode establishing the absolute scale on the
drift axis is not possible and only relative distances can be measured (for instance the
relative distance along the drift axis between endpoint and vertex). Comparison of the
drift axis scales for both modes of triggering is presented in the Figure 2.9.

As a side note both triggering modes of Warsaw TPC from a DAQ electronics
point of view could be considered an external trigger since the data and trigger signal
are provided on two separate inputs. An internal trigger model fully built in the DAQ
electronics and relaying only on the stream of data without any kind of external input
is being developed at the University of Warsaw as an upgrade to the detector.
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External trigger Self-trigger

Figure 2.9: Trigger mode effects on the drift axis coordinate determination presented
on a simulation data. A series of events originating uniformly for the center of chamber
were simulated. Each line represents a different event. Left: external trigger. Absolute
event position along the drift axis can be determined. Right: self-trigger. The informa-
tion about the event absolute position along the drift axis is lost. Only relative positions
along the drift axis can are measured (such as position of track endpoint with respect
to the vertex). Simulation by Mikołaj Ćwiok, University of Warsaw.
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Chapter 3

Experiment

In the 2022 an experiment was conducted with the Warsaw TPC the and γ-beams
of the HIγS at the TUNL in Durham, NC, USA. The experiment was split into two
campaign first in April 2022 and the other in August–September 2022. A photograph
of the detector at during the experiment is presented in the Figure 3.1.

Figure 3.1: A photograph of Warsaw TPC detector and its setup during the experi-
ment at the Upper Target Room (UTR) at HIγS in April 2023. The parts depicted at
the photo are the Warsaw TPC detector, detector stand, and a rack full of experi-
mental equipment. Photo by Mikołaj Ćwiok, University of Warsaw.

Note the convention of use of γ-beam beam nominal energy Eγ as a human readable
run identificator. The exact value of the beam delivered may differ slightly from the
nominal one and was measured during the experiment.

27
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3.1 Overview
The main goal of the experiment was the measurement of the 16O (γ, α) 12C cross-

section for low-energies for multipolarities E1 and E2 with the γ-beam of the HIγS. The
main detector of the experiment was the Warsaw TPC/ operating with low-pressure
CO2 in order to measure the low-energy reaction products. The experiment worked
also as the final confirmation of the WarsawTPC as a tool for studying the γ-beam
induced nuclear reactions.

The detector was placed in the UTR at the HIγS. A various set of auxiliary detec-
tors was used to measure and monitor to properties of the γ-beam. A scheme of the
experimental setup is depicted in the Figure 3.2. A high purity CO2 of natural isotopic
abundance was used as the TPC medium.

The reaction cross-sections were scanned with a set of γ-beam energies with the
nominal energies Eγ ranging from 13.9 MeV to 8.51 MeV. The list of scanned energies
with total allocated times and estimated average γ-beam intensity is presented in Table
3.1. The experimental points were marked on the S-factor plot [1] in the Figure 3.3 in
order to visually signify the energy regions investigated in the study.

The γ-beam delivered to the UTR has been collimated with a lead collimator with
10.5 mm diameter and 15 cm width located approximately 10 m before the chamber
and around 60 m after the γ-beam origin point.

MPAD
scintillator Lead wall

Movable
HPGeWarsaw TPC

Mirror

Gold targetCollimatorγ-beam

SPAD
scintillator

Wall

NaI
crystal

Fission
chamber

Wall
UTR

Copper
attenuators

Figure 3.2: Scheme of experimental setup. The Warsaw TPCis placed in the UTR
with a various other auxiliary detector for measuring and monitoring beam properties
such as energy (HPGe), absolute intensity (NaI, gold targets, fission chambers). The γ-
beam is passed to the UTR by a 10.5 mm collimator. The beam relatives intensities can
be monitored by scintillator detectors (MPAD, SPAD). A set of six copper-attenuators
may be used to attenuate the beam as the full intensity is to high for some of the
detectors.
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Table 3.1: Beam energies Eγ investigated with corresponding center of mass energies for
the 16O (γ, α)12 C during the experiment. Total time allocated for experimental point
t and estimated average γ-beam intensity Iγ are given. The intensities were estimated
with an online calibration for the beam-monitoring system.

April campaign
ECM t Iγ

(MeV) (h)
(
108 γ

s

)
Eγ (MeV)
13.9 6.7 4.4 1.7
13.5 6.3 3.6 1.5
13.1 5.9 3.0 1.5
12.7 5.5 2.0 1.4
12.3 5.1 1.4 1.3
11.9 4.7 4.2 1.9
11.5 4.3 4.0 1.8
11.1 3.9 6.0 2.0
9.85 2.70 9.4 2.0
9.56 2.40 11.4 1.9

August campaign
ECM t Iγ

(MeV) (h)
(
108 γ

s

)
Eγ (MeV)
9.85 2.70 1.0 4.3
9.56 2.40 2.5 3.9
9.36 2.20 4.0 4.1
9.16 2.00 13.0 4.2
8.86 1.70 49.5 3.9
8.66 1.50 89.0 3.8
8.51 1.35 28.5 4.5
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Figure 3.3: Experimental points. Note the OX axis is energy of γ-beam in the LAB
reference frame. The S-factor figure taken from [1].
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The experiment was accomplished in the full scale without any major problems.
A total size of over 4 TB experimental was secured. The number of events registered
(accepted by the trigger and saved on the disks) for each experimental point are listed
in Table 3.2.

Table 3.2: Total number of events measured for each energy during the experiment.
The total size of data is 4.03 TB. The numbers of events are listed without applying
any cuts, selections or filters.

Total number of events
Eγ (MeV)
13.9 528264
13.5 567720
13.1 613327
12.7 314338
12.3 253922
11.9 168188
11.5 247699
11.1 159783

Total number of events
Eγ (MeV)
9.85 88446
9.56 33690
9.36 57530
9.16 63967
8.86 186686
8.66 238385
8.51 54910

3.2 Background
Being aware of the possible background reactions is an important step of planning an

experiment. Depending on the techniques used during the reconstruction and analyzes
differentiating between the background and signal reaction might be not possible or
require significant effort. A background reactions with a very high cross-section a given
energy can — if not filtered out by an online trigger — dominate and overfeed the
DAQ system rendering other measurements impossible.

With the choice of CO2 a number of background beam-induced reaction are possible.
In particular the (γ, α), (γ, n), (γ, p) on the naturally occurring isotopes of C and O are
expected. In order to predict the occurrence of given reaction its separation energy or
heat should be compared with the available energy. The separation energies of possible
reactions induced on the nuclei from the CO2 are listed in Table 3.3. The separation
energies are also depicted in the Figure 3.4 with a visual representation of the energy
ordering.

Table 3.3: Separation energies of neutrons, α particles and protons in 12,13C and
16,17,18O. The values taken from [33].

12C 13C 16O 17O 18O
Sn (MeV) 8.722 4.946 15.664 4.144 8.044
Sα (MeV) 7.367 10.648 7.162 6.359 6.227
Sp (MeV) 15.957 17.533 12.128 13.780 15.942
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Figure 3.4: Separation energies in the naturally occurring isotopes of C and O.

An additional background might be detected by the recoils produced in the (γ, n)
reactions, as well as inelastic scatterings. Beside the beam-induced background the TPC
is subject of detecting the α particle background from the vacuum vessel construction.
The estimated trigger rate of this background is 0.2 Hz.

While the mentioned reactions are consider as a background for the investigated
16O (γ, α) 12C some of them like 12C (γ, 3α) pose an interesting research material on
they own [34, 35].

Another notable background reaction is the 16O (γ, p) 15N that can be observed
for experimental runs characterized by excitation energy above the proton separation
Ex > Sp (in practice Eγ ∈ {12.3, 12.7, 13.1, 13.5, 13.9 MeV} ). The reaction pro-
duces two ions that could be detected by the detector and it is connected by a detail
balance principle to 15N (p, γ) 16O with a well known cross-sections [36], making the
16O (γ, p) 15N reaction a good candidate for a source of additional reaction rate cali-
bration.
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3.3 TPC configuration
The Warsaw TPC working points and DAQ configurations were optimized for

each energy to allow for detection of particles of predicted energies. In particular three
sets of pressures were used: 250, 190 and 130 mbar. For every pressure the HV applied
to internal active structure were adjusted to obtain stable conditions with high charge
multiplication.

The value of electronic sampling was tuned in accordance with the drift velocity
to obtained recording depth allowing for measurements of vertical tracks of a length
estimated for given energies. The list of settings used for every energy run is presented in
Table 3.3. All the experimental runs were collected with the setting of GET electronics
of 120 fC range and 232 ns shaping constant time. A trigger delay setting was used to
record the triggering moment in approximately 10% of the available event time-window.

Table 3.4: TPC settings used during the experiment. For all the experimental runs the
DAQ has been operating with the dynamic range o 120 fC and shaping time constant
of 232 ns.

Campaign Pressure Sampling rate Drift velocity TPC Depth
(mbar) (MHz) (cm/µs) (mm)

Eγ (MeV)
13.9 Apr 250 12.5 0.405 150
13.5 Apr 250 12.5 0.405 150
13.1 Apr 250 12.5 0.405 150
13.1 Apr 190 25.0 0.762 141
12.7 Apr 190 25.0 0.704 130
12.3 Apr 190 25.0 0.646 119
11.9 Apr 190 25.0 0.646 119
11.5 Apr 190 25.0 0.646 119
11.1 Apr 190 25.0 0.646 119
9.85 Aug 130 25.0 0.500 92
9.85 Apr 130 25.0 0.500 92
9.56 Aug 130 25.0 0.500 92
9.36 Aug 130 25.0 0.500 92
9.16 Aug 130 25.0 0.445 82
8.86 Apr 130 25.0 0.500 92
8.86 Apr 130 25.0 0.390 72
8.86 Aug 130 25.0 0.390 72
8.66 Aug 130 25.0 0.390 72
8.51 Aug 130 25.0 0.390 72
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3.4 γ-beam monitoring

3.4.1 Alignment

Figure 3.5: Beam alignment with BGO γ-camera. Left: beam misaligned with the
collimator. Right: beam aligned with the collimator. In the center the shadow of the
lead plugs placed in the detector ports. The misplacement of the shadows from the
center measures the beam misalignment.

The chamber has been positioned according to a visible laser level system. Then the
beam alignment was assessed with a BGO γ-camera in order to adjust the chamber.
Two lead plugs were placed at the detector front and back ports of the detector, the γ-
camera was placed after the detector on the beam-line and then the beam was launched.
After stopping the beam and collecting the feedback the detector position was adjusted.
The process has been repeated until satisfactory result has been achieved. The Figure
3.5 depicts the alignment data from the γ-camera.

The vertical position of the detector was adjusted to allow the γ-beam to pass
between the electrodes in order to avoid generating additional background.

3.4.2 Beam energy monitoring
The γ-beam spectra were measured with a HPGe detector placed in the UTR on

the beam line after Warsaw TPC. Due to the specifics of HPGe allowing it to work
only with relatively low beam intensities of a few kHz, the HPGe couldn’t be used
online during the experimental runs with the TPC.

As such the HPGe had been covered behind a lead wall for the duration of experi-
mental runs and the beam energy measurements had to be realized separately. During
the energy spectrum measurements the HPGe was located approximately 4 m after the
chamber with the center of the HPGe misaligned with the beam axis by 4 mm.

During the beam energy measurements the beam had been attenuated with a set
of six copper attenuators (2.45, 4.9, 8.0, 8.0, 8.0, and 8.0 cm thick).
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3.4.3 Beam intensity
Absolute intensity measurement

For the absolute calibration a large NaI crystal detector was used. Similarly to the
HPGe the detector can operate only at lower beam intensities and measuring along the
TPC was not possible. The measurements of the absolute has been conducted again
using the five beam attenuators with known thickness and attenuation factors.

Moreover during the August campaign as an independent source of absolute in-
tensity measurement seven gold targets of known dimensions have been placed on the
beam line directly after the Warsaw TPC. A single target has been exposed to the
γ-beam for a duration of an experimental run for each γ-beam energy setting. The
decay measurements were performed at the low-background laboratory located in the
TUNL.

In addition for a selected experimental run during the August campaign two 235U
fission chambers were mounted at the end of the Warsaw TPC in order to provide
another estimate of the absolute beam intensity.

Relative intensity measurement

In order to extract the absolute cross-section as well as monitor the beam stabil-
ity, the beam intensity should be measured online during the experimental runs. The
relative beam intensity measurements don’t require the beam attenuation and can be
made concurrently with the experimental runs making them ideal for the task. Their
disadvantage is the requirement of calibrating them with an absolute intensity detector.

For the relative intensity determination two plastic paddle scintillators coupled with
photomultiplier tubes (PMT) were used. The first Mirror Paddle Detector (MPAD) was
monitoring the intensity of γ-beam Compton-scattered under 40–50◦ on the FEL mirror
before 10.5 mm collimator, the other Single Paddle Detector (SPAD) on the beam line
after the collimator.

3.5 Online trigger & electronics
During the experiment the Warsaw TPC was operating in self triggering mode

with the signal from the last GEM acting as the trigger. The extracted signal was first
filtered with a HV filter (type C) and then fed through a pre-amplifier and fast-filter
amplifier to the discriminator and finally to the zCoBo.

The events above the discriminator threshold are activating the trigger. The scheme
of used trigger is depicted in the Figure 3.6. The value of the discriminator was establish
for every unique GEM amplification point in order to minimize the contribution of
electronic noise. The obtained signal was monitored by a number of scalers, scopes
and analyzers both during the tests of setup installation as well as online during the
experimental runs. The data from analyzers was stored for offline analysis.

Additionally in order to have a separate beam intensity online-preview independent
of the HIγS DAQ, the signal from MPAD was duplicated and recorded by a TUKAN
analyzer [37].
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Figure 3.6: Trigger and beam rate monitoring for HIγS experiment. The signal from
the last GEM is extracted and fed trough HV filter, pre-amplifier, fast-filter amplifier,
discriminator and finally to the DAQ electronics zCoBo. The signal on the way is
duplicated and monitored by a set of scopes, analyzers and scalers. Additionally the
signal from MPAD is duplicated and analyzed independently by TUKAN analyzer.
Scheme by Mikołaj Ćwiok, University of Warsaw.
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Chapter 4

Reconstruction

The event reconstruction is a step in which the low-level measured data is being
transformed into collection of high-level variables usually with a physical interpretation.
A typical example of event reconstruction is identifying the particles and their momenta
based on a photo of tracks left in a bauble chamber.

Since the algorithms used to transform the data can vary greatly depending on the
problem, there is no universal expectance on the high-level output variables quantities.
For instance some reconstruction algorithms may produce the particle identification,
energy, momenta and positions while other may produce only the positions and relay
on statistical analysis to calculate other quantities of interest.

The common aspect of all the reconstructions algorithms is the data reduction.
To support the technical aspect of the event reconstruction from the Warsaw TPC

data a dedicated software package called TPCReco has been written (Appendix D).

4.1 Data preprocessing

4.1.1 Waveform corrections
As the Warsaw TPC DAQ system is based on GET [27] the data processing starts

with waveform correction pipeline specific to the GET-based systems [38], although not
every step has been implemented yet for the Warsaw TPC pipeline.

An example uncorrected electronic waveform from a single electronic channel is
depicted in the Figure 4.1. The features of the waveform that might negatively impact
the data and should be corrected are:

• relatively high noise,

• non-flat baseline shape,

• extreme values at the beginning and end of the recorded window.

The features identified for a single channel are typical and observed for other chan-
nels, as depicted in the Figure 4.2. In addition a need for another correction has been
noted as the average baseline value seem to vary across different channels.

37
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Figure 4.1: Raw electronics waveform. An electronic background with any physical
events registered is presented. The waveform is characterized by relatively high noise,
and curved baseline and extreme values at the beginning and end of the window.
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Figure 4.2: Average electronics waveforms for different channels. The baseline level can
vary significantly between channels.
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Fixed-pattern noise correction

A Fixed-Patern Noise (FPN) is a pattern of noise specific to the given chip due
to manufacturing process. While in principle hard to estimate and correct from chan-
nels under load, the GET designer thought ahead of the problem and equipped every
64-channeled AGET with extra 4 FPN-channels not connected to any load with the
purpose of measuring the electronic noise. Two forms of the correction has been con-
sidered:

1. Subtracting from every channel in a given AGET the average of FPN channels,

2. Subtracting from every channel in a given AGET the value of the closest FPN
channel.

For the current analysis the first form of subtracting the average FPN was chosen.

Baseline correction

For experimental data two forms of the correction has been considered:

1. Internal - the baseline calculated from time cells 5–25 (out of 512 available) called
“pedestal region”. The few first time cells are expected to not contain the signal
if the event was correctly triggered. Events with signal in the “pedestal region”
will result in the overestimation of the baseline but can be removed during the
analysis step. The range of time cells included in the “pedestal region” can be
adjusted according to the experimental needs.

2. External - a library baselines can be constructed based on the so called “pedestal
runs” — runs without physical signal, triggered artificially with constant rate on
the electronic background. Collecting such “pedestal runs” before and after a set
of physics runs is part of the Warsaw TPC workflow.

The internal baselines were used for the current analysis.

Circular buffer correction

The circular buffer correction described in [38] as a correction for characteristic
signal effect due to switching at the end of the GETs circular buffer memory has not
been implemented in the current Warsaw TPC set of corrections.
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Shaping-time deconvolution

Another possible correction is a so-called shaping time deconvolution. The aim
of this correction is to recover original shape of a waveform knowing the electronic
response. In practice the correction can be realized with numerical deconvolution or
statistical unfolding algorithm [39].

The importance of this correction varies greatly depending on the shaping-time
constant configured for each channel. The choice of shaping-time is a tradeoff between
lowering the electronic noise level due to filtering and signal deformation. Comparison
of waveforms collected with different shaping-times is Figure 4.3.
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Figure 4.3: Comparison of shaping times. Waveforms from single strips are presented
on an example α particle passing transversal to the strip. The setting differs only by
an electronics shaping time. Bigger shaping time filters the noise better but produces
non-symmetric signal with long tail. FPN and baseline corrections were applied.

For previous experiments [21] with the Warsaw TPC the shaping-time constant of
a low values of 70 ns has been used, resulting in a noisy but minimally deformed data.
For that reason the shaping time deconvolution correction has been ruled out as a di-
minishing return and not implemented. During the experiment at HIγS a shaping-time
constant of higher value of 232 ns has been used and a need to apply the deconvolution
has been recognized after reconsideration. While a robust algorithm has not been read
for the current analysis a proof of concept has been already accomplished [35].
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Corrected data

An electronic waveform after applying the FPN and baseline corrections is presented
in the Figure 4.4. The corrections were able to correctly reduce the noise, flatten the
baseline and shift it to zero, so that all the channel corrected waveforms are centered
around the same value.

0 100 200 300 400 500

Time bin (40 ns)

0

100

200

300

400

A
m

p
li
tu

d
e

(A
D

C
u

n
it

s)

Average waveform (500 events)

no corrections
(RMSE = 16.6)

FPN correction
(RMSE = 10.8)

FPN+baseline corrections
(RMSE = 6.7)

Figure 4.4: Electronic waveform corrections. The same event as in Figure 4.1 is depicted
after the FPN and baseline corrections. The corrections result in waveform of lower
noise, flat baseline and centered around 0. The extreme values at the beginning and
end of the window survived the corrections.

The corrections were unable to correctly remove the abnormal values at the be-
ginning and end of the time window. To mitigate this problem a mask is applied over
the time bins that invalidates the tim bins in range [0, 5) and (506, 511] where the
abnormal values occur. The loss of 10 time bins over 512 is not critical, but the fact
that the available time window is smaller should be taken into account when optimiz-
ing the sampling and experimental length for given desired event vertical length. Note
in case of internal baseline correction the additional padding with “pedestal region”
is required. The region left after applying all necessary masking is known as “signal
region”.

Although the corrections discussed corrections are capable of normalizing the av-
erage baseline levels across different boards and chip, the normalization of noise levels
may not be possible. The comparison of average noise levels for each AsAd and AGET
used with the Warsaw TPC DAQ chain is presented of Figure 4.5.

Even tough the unique characteristics of every chip and board acquired due to
the manufacturing process has been taken into account with the FPN correction, the
boards are part of the experimental setup and are part of the more complex system
including connection to the ZAP boards and the readout PCB. For instance the length
of the wiring at the PCB as well as the number of the interconnected pads building
a readout strip to which a given channel is connected can vary significantly.
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Figure 4.5: Noise reduction with electronics signal corrections. The figure displays the
average noise levels for all the electronic channels used during the experiment. The
blue series shows the noise levels without any kind of corrections. The orange series
shows noise reduced to the level of 6.7(6) ADC units after applying the FPN and
baseline corrections. In case of AGET 0 of AsAd 0 and AsAd 3 the three channels
(channel numbers 58, 60, 62) can be seen with significantly different noise level. These
are auxiliary channels not connected to the readout board and unused during the
experiment.
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4.1.2 Channel mappings
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Figure 4.6: Electronic waveform event representation. The data corrected for electronic
effects does not reflect the structure of the readout and a mapping from electronic
channels to logical channels is needed.

While the initial event reconstruction step of signal processing and correction is
done on the lowest level of electronic waveforms, the structure of that data does not
reflect the structure of physical problem. As an illustration to this statement, the Figure
4.6 shows a single example event in a electronic channels representation.
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The Warsaw TPC data in this representation correspond to a tensor with follow-
ing indices: [AsAd number][AGET number][Channel number][Time cell].
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Figure 4.7: Logical channel mapping from electronic channels to readout strips. The
same event as in the Figure 4.6 is presented. This representation reflects the structure
of readout and first view at the physical event is possible.

To address that problem an electronic to logical channel mapping is used. The map-
ping is constructed by following the wiring of the electronic channels to the structures
characteristic to the readout — in case of Warsaw TPC readout strips. The data
after this mapping has a representation as a tensor with indices: [Strip direction][Strip
section][Strip number][Time Cell]. To ease a visualization such data is usually plotted
after reducing the [Strip section] axis with a sum. Similar procedure of reducing the
[Strip section] can be applied during the reconstruction if the strip sections are not
used in the algorithm.

The Figure 4.7 shows the logical mapping applied to the event from Figure 4.6. It
is worth mentioning that with logical representation all the inherent limitations of the
readout becomes apparent. Since the Warsaw TPC employs a strip readout the data
in logical representation maps natively to a set of projections of 3D events on the strip
directions.

Note that the projections on the strip directions is a lossy representation of a 3D
physical space and due to that it is not possible to obtain the complete information
about a 3D charge cloud left by the particles in the detector active volume (as opposed
to similar readouts built that employ as a readout readout structure pixels instead of
strips. In such readout the sampling of readout will result in voxels. The precision of
representing a 3D charge cloud in that case is limited only by the voxels granularity).
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Figure 4.8: Physical channel mapping from logical channels to physical coordinates.
Note the change from logical units such as strip number to physical units (mm) with
respect to the same event depicted in the Figure 4.7

Finally, readout structures can be expressed in terms of coordinates in physical
space in order to obtained so called physical representation. In case of the Warsaw
TPC the strip identifiers can be replaced with their position on the readout plane.

Since the strip readout is a lossy representation of a 3D space the data can’t be
expressed immediately in the 3D cartesian coordinate system, instead the UVW coor-
dinate system is used (Appendix B). With the use of the UVW coordinate system the
physical mapping becomes just the replacement a strip number with a UVW coordinate
expressed in the mm.

Note that during the design of the detector the strips identificators were ordered
according to their position so that the strips with next strip identifier are also the
next strips in the physical space, the physical mapping is reduced to just changing the
ticks on the axes (with a possibility of reflection). The Figure 4.8 presents the physical
mapping applied to the same event as in the Figures 4.6 and 4.7.
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4.2 Event classification
After applying the necessary channel mappings it is possible to establish a connec-

tion between a type of physical reaction and its representation as the TPC data.
A natural way to divide the types of observed event is by their topology understood

as the number of tracks:

• 0-prong events - events with point-like charge deposits or noise. A typical noise
event is depicted in the Figure 4.9,

• 1-prong events - events with visible one track or dot-like. The background α-
particle events depicted in the Figure 4.11 as well as dot-like (γ, n) recoil events
depicted in the Figure 4.10 belong to this class. In addition, although producing
two charged particles with visible tracks, the 16O (γ, p) 15N events depicted in the
Figure 4.13 are also classified as 1-prongs, since their 15N-tracks are represented
as a point like deposit rather than a full prong,

• 2-prong events - events with visible two tracks. The 16O (γ, α) 12C reactions as
well as reactions on other isotopes 17,18O (γ, α) 13,14C belong to this class of events.
A typical O (γ, α) C is depicted in the Figure 4.12,

• 3-prong events - events with visible three tracks. A 12C (γ, 3α)reaction depicted
in the Figure 4.14 belong to this class,

• “exotic” events - events with multiple tracks or multiple connected vertices.
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Figure 4.9: Typical noise event. The DAQ triggered either on a high fluctuation of
electronic noise indicating that the online filter threshold could be higher or on very
faint scattering on the edge of detection. The event depicts a typical 0-prong topology.
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Figure 4.10: Typical dot-like event produced as by a recoil of (γ, n) reactions. The
event is characterized by a dot-like or an elongated dot. The position of event in space
can be determined, but marking the vertex or an endpoint is impossible. For technical
reasons such event is recognized as a 1-prong topology.
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Figure 4.11: Typical 1-prong α event. The α particle originate from the decay at the
chamber’s vacuum vessel. The event is characterized by a single relatively long track
ending with a high-deposit due to a Bragg peak. The event is expected to be not related
with the beam position in space.
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Figure 4.12: Typical O (γ, α) C event. The event is characterized but a long, well define
α-particle track, and a short but very intense C track. This event represent a typical
2-prong topology. Note that all the reaction with isotopes 16,17,18O (γ, α) 12,13,14C will
produce similar geometry of tracks with differing by lengths.
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Figure 4.13: Typical 16O (γ, p) 15N event. Such events are characterized by a long but
faint p track and a point-like 15N track. Due to that characteristic those event stand
apart from the O (γ, α) C events from Figure 4.12. Due to a point-like 15N track the
event is classified as a 1-prong, to avoid the large error of reconstructing the 15N track.
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Figure 4.14: Typical 12C (γ, 3α) event. Three tracks coming out from a common vertex
is the 3-prong topology case. At the W-strip projection two of the three tracks are
overlayed, but thanks to the strip redundancy a reconstruction is possible with the
remaining U and W-strip projections.
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Pile-up

As any other trigger-based detector there is a certain probability that two random
events will arrive during the same time window resulting in one recorded event including
two or more physical events. In some cases the separation of the physical events is
trivial due to different spatial positions, in other cases the events are overlayed and the
separation may pose significant problem.

A pile-up event of two 2-prongs with good separation is given in the Figure 4.15.
For high rate reactions the pile-up event may constitute a significant fraction of data
and depending on the capabilities of the event reconstruction be a significant problem.

For the current reconstruction the pile-up rates were estimated to be below 3‰
for any γ-beam energy (without differentiating between pile-up constituents such as
2-prong–2-prong or 2-prong–3-prong pile-ups). Such low rates do not pose a problem
for the experiment but become a nuisance and correction is required when calculating
the reaction absolute cross-sections.

−25 0

u [mm]

−50

0

50

z D
E

T
[m

m
]

Strip direction U

−100 0 100

v [mm]

Strip direction V

−100 0 100

w [mm]

Strip direction W

0 250 500 0 500

Charge [ADC units]

0 500 1000

Figure 4.15: Two 2-prong event pile-up example. The detector was triggered by the
track originating around zDET = −70 mm. The two 2-prong are completely separated,
but another case with partial overlay of some tracks and mimicking a 4-prong event is
also possible.
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4.3 Manual reconstruction
At the time of conducting the study a machine reconstruction algorithm for the

Warsaw TPCwas not ready. In order to reconstruct a data a human based so called
manual reconstruction procedure was used. The manual reconstruction or scanning
was a typical method of reconstruction in the past with a tradition ranging to the
scanning the photographs of the bubble chambers. The method was later augmented
with mechanical equipment [40, 41] and finally replaced with the software algorithms
such as Hough transform [42].

In order to proceed with the study the Warsaw TPC collaboration decided to
fallback to this method. Contrary to the information stated in [22] the Warsaw TPC
automatic reconstruction is still under development and hadn’t been studied to the
point. The possible machine reconstruction algorithms and started work is discussed in
Chapter 7. The manually reconstructed material beside being used for analysis can be
used to some degree as a replacement for realistic simulations till until such framework
is available.

4.3.1 Experts & datasets
The manual reconstruction was conducted by a group of 7 human experts. Each

expert was an active member of the Warsaw TPC collaboration with a technical
insight into the workings of the detector and the physical aspects of the measurement.
Not every expert participated in reconstruction of every run.

In order to monitor the quality of the manual reconstructions experts were working
on two datasets:

• Paired dataset — the same events reconstructed by multiple experts. The exis-
tence of this dataset allows to monitor the discrepancies introduced by the human
factor on event by event basis.

• Unpaired dataset — events reconstructed by only one experts. Any discrepancies
introduced by the human factor can be studied only on whole sample level, eg.
comparing the shape of distributions.

The proportion of the paired and unpaired datasets reflects a compromise between
monitoring the quality of reconstruction (paired dataset) and the need to process high
amounts data (unpaired dataset).

Given the limitations of the human recognition the main aim of the manual recon-
structions was identifying the number of tracks in the event as well as providing the
position of event vertex and endpoint. In addition the experts made annotation about
any exotic events or pileups. The information provided by the experts can be seen in
two ways:

1. Classification using only the number of tracks. The events were labeled as be-
longing to the 0-prong, 1-prong, 2-prong, 3-prong classes.

2. Regression. After selecting a given class the distribution of that class character-
istics can be given, such as position of vertex or length of the shortest track.



52 Chapter 4. Reconstruction

4.3.2 Procedure

The events for reconstruction were presented to the expert in a form of three images
each one depicting the projection of an event on different strip UVW strip direction (the
physical mapping described in the previous sections, such as Figures). The experts were
tasked to mark the positions of vertex and all the track endpoints. A specific graphical
application (discussed in Appendix D) was written to augment the process.

The reconstruction as a whole was coordinated in the following fashion:

1. For every run all participating experts were tasked with reconstruction exactly
the same 500 events. Events reconstructed this way created paired datasets.

2. The paired dataset classification was investigated and any differences in event
classification were discussed with the experts.

3. One expert reconstructed additional 500 events. Both these events and the 500
events from the first point were used to establish the offline trigger used for the
current run (offline trigger discussed later in Section 4.5).

4. Every expert has been assigned independent portion of events from that run.
The events were first processed by the offline trigger and only events passing
the offline trigger were subjects of reconstruction. Events reconstructed this way
created un-paired datasets.

As the paired dataset contains duplicated events, the final dataset used for data
analysis was constructed by merging for event reconstructed run:

• the 1000 events used for establishing the offline trigger,

• all the unpaired dataset reconstructed for that run.

4.4 Reconstruction quality
The manually reconstruction quality was assessed in a multiple ways. Given the

different characteristic of the paired and unpaired datasets the appropriate statistical
analysis methods were used. Note, a physical analysis of the reconstructed is presented
in Chapter 5.

Due to the unavailability of a Warsaw TPC simulation framework at the time
of the study it was not possible to investigate the manual reconstruction quality on
a simulation dataset with known classes of events and positions of endpoints, instead
only a statistical analysis of consistency of the obtained distributions on the unpaired
dataset, or a cross-check between multiple experts with the paired dataset was possible.

The presented partial results were subjects of the pseudonymization to protect the
experts’ identity.
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4.4.1 Misidentification

The misidentification rates were estimated from the paired data. The maximal
misidentification probability taken over the experts, runs is estimated to be 3%. Beside
the numerical estimation each case of identification was studied in order to establish
the correct classification of the event (by a democratic voting by at group of at least
two experts) and improve further studies.

An observation has been made that the misidentification rate between two classes
is not symmetric, usually the classes with higher number of tracks are mispredicted
to contain lower number of tracks, than the opposite. The particular case of such
phenomenon is mislabeling a 3-prong 12C (γ, 3α) to be a 2-prong when the opening
angle between two of the produced α particles is small. An example 3-prong to 2-
prong misidentification is depicted in the Figure 4.16. This particular misidentification
is not an inherent problem of the manual reconstruction as similar problems has been
observed by other groups employing machine reconstruction [34].

The misidentification at this step should be possible to detect and correct later
during physical analysis step step when studying the event characteristic such as energy
and momentum distributions.
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Figure 4.16: Example 3-prong event misidentified as a 2-prong. Two α particles of a
12C (γ, 3α) event due to a small opening angle between them were mistaken for an C
from O (γ, α) C event. Note the subtle difference by comparing with typical O (γ, α) C
from Figure 4.12 and 12C (γ, α) from Figure 4.14. The misidentification can be visible
during the analysis as the event characteristics will be different, for instance the track
length will be different than expected.
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4.4.2 Reconstruction resolution

With the absence of simulations the reconstruction resolution was estimated as a
variance between the same events reconstructed by different experts. While this method
reflects the differences between different experts, the merged dataset used for physical
analysis may constitute of non-equal contributions of events reconstructed by multiple
experts and therefore the resolution calculated on the paired dataset may not reflect
directly the resolution on that merged dataset.

The estimated resolutions for the length and angle θBEAM (polar angle in BEAM
coordinate system discussed in the Appendix B) for the longest track for the 2-prong
event class is 1.3(4) mm and 1.0(3)◦ respectively.

Due to the limited size in the available samples the presented values were estimated
over the whole samples and don’t reflect the possible resolution dependence on particle
energy and orientation in space due to different granularity of segmentation in readout
plane (fixed readout-pad size) and along the drift direction (flexible with drift velocity
and electronics sampling frequency).

4.4.3 Unpaired dataset

The unpaired datasets were analyzed two-fold: for the classification of events and for
regression of events characteristics. The numbers of events of given classes present in a
fixed-size sample reconstructed by a single expert should follow a binomial distribution.
Assuming the stability of a beam, the samples presented to all the expert should be
drawn from the same multinomial distribution.

Therefore the consistency of event classification was investigated using a Pearson’s-
χ2 test for the multinomial distribution. The results of a test for an example run are
presented in Table 4.1. The portions on data with high discrepancies (a portion of the
data scoring below the test size of α = 5%.) were removed from further studies and
not merged to the final dataset for the physical analysis.

Table 4.1: Event classification consistency for a run with nominal γ-beam energy
Eγ = 13.1 MeV. The occurrences of event classes were calculated for each data-
shard (ki for i-prong class). The parameters of the multinomial distributions were
estimated using all the data-shards with the result p2 = 0.212, p2 = 0.002 (pi as
a probability of i-prong class). The results of Pearson’s-χ2 test to the distribution
M (k2, k3, n− k2 − k3| n, p2, p3, 1 − p2 − p3) are presented. The p-value for the run
shard 2 is very small, therefore the run was removed further processing.

run shard expert id n k2 k3 p-value
0 A 1000 240 2 1.1e-01
1 A 3852 852 5 3.2e-01
2 B 3852 619 8 3.3e-14
3 C 3852 859 7 2.8e-01
4 C 3852 864 5 1.6e-01
5 A 3852 876 8 7.3e-02
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In case of examining the distributions of event characteristics such as track lengths
or angles a nonparametric treatment is preferable, because the shapes of the distribu-
tion are not obvious. For comparing multiple number samples (run-shards) a k-sample
Anderson-Darling1 test [43] was chosen with the null hypothesis H0 stating that all the
samples were drawn from the same distribution.

The track length and angle θBEAM for each run were analyzed with the test. In
every run the test results in the rejection of the null hypothesis H0 for the track length
distribution and non-rejection in case of θBEAM. An example track length distributions
analyzed with the test are presented in the Figure 4.17.
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Figure 4.17: Reconstructed track length consistency on example unpaired dataset for
nominal γ-beam energy Eγ = 13.5 MeV. For visualization the distributions for all the
samples are plotted. The experts are encoded with letter, the run-shard is encoded by
number, for instance C-0 reads as shard 0 of the current run that was reconstructed
by experts C. A k-sample Anderson-Darling test is done with a null hypothesis that
all the samples come from the same distribution. The obtained p-value is smaller than
0.1% the assumed significance level α = 5% and the null hypothesis is rejected.

1The Anderson-Darling test is a nonparametric test from the family of Kolmogorov-Smirnov (K-S)
tests [43].
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To find the potentially offending samples a post hoc analysis with a pairwise
Anderson-Darling test was done. The typical results of the post hoc analysis are pre-
sented in the Figure 4.18. A common trend for all the runs was observed a sample
reconstructed by a given expert is consistent with other samples reconstructed by the
same expert, while the consistency with other experts seem to be random across dif-
ferent experts, samples and runs.
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Figure 4.18: Post hoc analysis of α track length on example unpaired dataset for nom-
inal γ-beam energy Eγ = 13.5 MeV (same as distributions depicted in Figure 4.17).
A pairwise Anderson-Darling test is done in order to find which samples are not com-
patible. A p-value is listed for each pair. The experts are encoded with letter, the
run-shard is encoded by number.Different shards reconstructed by the same expert are
consistent, while the consistency between experts seems to be random. Note a Bonfer-
roni method is used to adjust the significance level for multiple comparisons.

This result indicates that an expert keeps the same quality over time and gives
a prospect that even though the results obtained by the different experts differ a sys-
tematic “expert correction” may be possible. The length distributions obtained by
merging data reconstructed by multiple experts without any correction will result in
broader distributions than if only one expert was reconstructing. The practicality of
creating “expert correction” an expert correction at this time is limited as only limited
number of samples are available for each expert. An alternative approach would be
calculating the “expert correction” from a simulation data.

For the current work the decision has been made to proceed without the “expert
correction” and include all the samples not rejected by other tests in the analysis.

As a clarification a similar compatibility study could be accomplished on a paired
dataset with statical tests appropriate for repeated measurements (such as utilizing
the Friedman test with a Nemenyi test post hoc in place of Anderson-Darling tests as
with unpaired data). In the current study the size of the paired dataset was small and
studying the much bigger unpaired dataset was prioritized.
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4.5 Offline trigger
Offline trigger is a process of event selection in order to lessen the size of data

to be processed similarly to the online trigger (Section 2.5). While the online trigger
is used during the data taking and usually implemented in hardware due to the fast
processing requirement, the offline trigger is applied to the data that is already stored
and is usually implemented in software since the more complex criteria are easier to
implement and slower processing times are allowed without negative impact on the
system.

The need for applying an offline trigger in the current reconstruction has been
identified due to a large single event processing times achieved by human experts
(ranging from single seconds to minutes in complex cases).

4.5.1 Implementation
An offline trigger discriminating the general event topology (number of tracks in

the events) has been proposed in order to remove the 0- and 1-prong background fom
the data reconstructed by the experts.

Since proper track detection is relatively time consuming task and a robust algo-
rithm for the Warsaw TPC has not been available at the time it was not possible to
construct criteria operating on the detected number of tracks directly.

Instead, given that at this step only an information about the number of tracks
and not necessary their locations were needed a criterion based on a features highly
correlated to the desired number of tracks could be used. An offline trigger operating
on two features was proposed:

1. Total (or integrated) charge deposited in the event.

2. Maximal charge deposited in the event in a single time cell.

The Figure 4.19 depicts a construction of offline trigger operating on total and maximal
charge in event. Both the signal and background classes are separating to different
clusters with little overlay between the clusters. Note the prong label used to construct
the trigger came from the manual reconstruction meaning they were assigned by a
human expert.

Other offline triggers based on different features such as event multiplicity (defined
as number of channels above some threshold or other) or spatial size of event (esti-
mated as the diagonal of the area of interest after applying a clustering algorithm)
were considered. The maximal-total charge trigger was used due to its simplicity and
sufficient separation of 1- and 2-prong events.
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Figure 4.19: Level-2 offline trigger operating on maximal charge deposit and total charge
deposit in an event. The dashed line depict the threshold, events below the threshold
are considered background and rejected from further reconstruction. The data point
depicts the values of variables used by the threshold for events classified by experts.
The aim of the trigger was to reduce the number of 0- and 1-prongs in the samples.

4.5.2 Trigger Tuning

Since the deposit of charge is closely related to the energy of the detected particles
and working point of the detector (medium density, electronic sampling rate, etc.) that
can vary on run basis, the trigger had to be tuned for each operational point used.

In order to tune a offline trigger parameters an expert had to manually label a given
number of events (1000 in the current study), then a map of event features including
the labeling was constructed. The trigger threshold were chosen basing on that map
(example map presented in the Figure 4.19).

The requirement put on the trigger was to achieve maximum sensitivity2, that is
to all events identified as a signal were passing the signal.

In order to achieve the maximum sensitivity while allowing possibly small number of
background events passing two triggers were prepared accepting events in two different
region in the feature space:

1. Above given threshold - to be used during ordinary reconstruction,

2The use of sensitivity name stems from the statistical classification [44] where the sensitivity is
defined as the fraction of the signal entries that were predicted by a classifier to be signal to the total
number of signal entries.
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2. Narrow area below the threshold, so called “control region” - to be used for
cross-check.

In order the verify the sensitivity of the trigger, one of the experts was tasked in
evaluating the possibility of occurrence of any 2- or 3-prong events in the “control
region” in a sample of 3852 events (size used for convenience as it corresponds to 1
shard of a run stored on a disk). In case of occurrence of any 2- or 3-prong events in the
“control region” the trigger threshold would be lowered and the procedure repeated.
Once the sensitivity of the trigger was established the first trigger parameters were
delivered to the experts to be used during the reconstruction of runs from the given
γ-beam energy. The compositions of samples before and after the trigger are depicted
in the Figure 4.20.
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Figure 4.20: Sensitivity of offline trigger. For every reconstructed run an estimated
fractions of signal (2- and 3-prong) events is listed (white text)as well as estimated
composition and percent of events passing the offline trigger (black text). Note that in
all cases the trigger accepts all the signal achieving maximal sensitivity.
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4.5.3 Trigger efficiency
The trigger efficiency understood as the fraction of events rejected by the trigger to

total number of events in a sample, varies with the energy as the fractions of classes of
events change with the γ-beam energy. While from the construction the sensitivity of
the trigger is assumed to be maximal, the poorer efficiency does not indicate a problem
with a trigger, just that the decrease of load is not substantial.

The estimated composition of samples by number of prongs as well as the trigger
efficiency for each γ-beam nominal energy is given in Table 4.2.

Table 4.2: Offline trigger efficiency and event class distribution. The fractions of events
of a given class were estimation on a sample of a 1000 events classified by a single
expert.

Fraction of event class in % Efficiency
0-prong 1-prong 2-prong 3-prong %

Eγ (MeV)
13.9 0.10 83.80 12.40 3.70 71.52
13.5 0.40 83.30 15.80 0.50 75.70
13.1 0.20 70.70 28.80 0.30 67.78
12.3 1.10 12.60 85.50 0.80 6.28
11.9 13.30 32.70 52.80 1.20 30.48
11.5 4.90 23.60 70.30 1.20 17.78
9.85 47.05 24.79 15.03 13.13 83.41
9.56 53.37 23.37 15.84 7.43 66.20
8.66 13.40 72.50 11.80 2.30 61.76
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Analysis

The following analysis was done using Scientific Python ecosystem (SciPy [45],
NumPy [46], Matplolib [47], pandas [48], SymPy [49], scikit-learn [50]) Scikit-HEP
ecosystem (Python packages for HEP [51]: uproot [52], iminuit [53], hist [54]) supported
with the TPCReco package (Appendix D). This choice is justified by the relatively small
by today’s standards size of dataset used in the study (total of size of experimental
data from the main detector of approximately 4 TB), and low computational intensity
of the problems.

5.1 Beam monitoring
The beam monitoring plays an important role during the experiments as it both

allow for energy calibration of the data and is essential for intensity and rate studies
required to provide absolute cross-sections of measured reactions.

While a number of specialized equipment for monitoring the has been used during
the experiment some of the beam characteristics can be extracted or calculated with
the TPC data.

5.1.1 Intensity
While the beam intensity has been monitored during the experiment and recorded

for offline analysis, analyzing in order to study and calculate the absolute cross-sections
of the reactions is outside of scope of this work. In present analysis the beam intensity
time series data has been treated only as a reference for beam stability, as a sudden
change of the beam intensity could signalize a change of other beam characteristics
that might be difficult to notice with other sensors that presents their measurements
integrated over time.

For the beam stability in time estimation the beam intensity measured with the
MPAD and collected with the TUKAN scaler has been studied. An example beam
intensity time series is depicted on 5.1.

After inspection no unusually behaviors — such as intensity spikes or drops — has
been observed in the reconstruct events’ time-window for any of the analyzed runs with
a notable exception that for Eγ = 9.85 and Eγ = 12.3 the beam intensity was increased
shortly after the beam started.

61
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Figure 5.1: Stability of beam rate measured by MPAD with TUKAN scaler. Left: time
evolution of beam rate. An average over 600 s window is annotated. Right: histogram
of beam rate with a fitted normal distribution N (x | µ, σ2) .

As an another method to address the stability the online-trigger rates were inves-
tigated. An example trigger rate history and stability estimation is presented in the
Figure 5.2. The results obtain by both methods can be compared quantitatively after
a calibration. Both methods gave the same qualitative results. The estimated trigger
rate dead time was consistent with electronics dead time.
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Figure 5.2: Trigger rate stability
for example run with nominal en-
ergy γ-beam Eγ = 13.5 MeV (the
same as depicted in the Figure
5.1).
Top: time evolution of the trigger
rate. An average over 600 s time
windows is displayed.
Center: histogram of trigger rate
with fitted normal distribution
N (x | µ, σ2).
Bottom: time difference between
the subsequent triggers. An ex-
ponential distribution with an
offset Exp (t | λ, t0) is fitted. The
value of offset t0 is consistent
with the detector dead time.
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5.1.2 Energy
As noted in Section 3.4.2 the energy of the γ-beam was measured by the independent

HPGe detector. An example spectrum measured by the detector is presented in the
Figure 5.3.
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Figure 5.3: HPGe spectrum unfolding with horst. Left: raw HPGe spectrum. Right:
same spectrum after unfolding with the HPGe response. The unfolded spectrum is
skewed in the direction of lower energies. A non-skewed normal distrubution is fitted
to approximate the paramerters of the spectrum.

As discussed in 3.4.2 the γ-beam energy measurements where accomplished in sep-
arate experimental runs with the use of up to 39.45 cm copper attenuators to decrease
the beam intensity. The HPGe data measured this way may contain additional scatter-
ing on the attenuators event that were not present during the experimental runs with
the TPC. This possibility could be studied in a separate simulation in order to correct
for this effect.

At the measured energies range the measurements taken directly from the HPGe
have to be statistically unfolded with the detector response is needed in order to obtain
the γ-beam.

At the time of conducting the analysis the HPGe response matrix has been con-
structed only for γ-beam energies up to 10 MeV. The runs with energies below the 10
MeV were unfolded Magdalena Kuic, Univerisity of Warsawh with a top-down algo-
rithm[55] using Horst application [56]. An example spectrum unfolding is presented in
the Figure 5.3. The unfolded spectra were skewed in the direction of lower energies.
As mentioned at the beginning of the section the skewness might be an artifact of a
measurement method or unfolding method.

In case of energies above the 10 MeV a series of Geant4 [57] HPGe Monte Carlo
simulations done by Zenon Janas, University of Warsaw were used to estimate the beam
parameters with a fit. The simulation was limited to non-skewed normal distributions
of γ-beam energies. The obtained parameters of γ-beam are listed in a Table 5.1.
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Table 5.1: Beam distributions measured with HPGe. Results of normal distribution fit
N
(
ELAB

γ |µ, σ2
)

to unfolded HPGe γ-beam energy spectrum (Eγ < 10 MeV) or Monte
Carlo simulation by Zenon Janas, University of Warsaw are listed (Eγ > 10 MeV). The
γ-beam nominal Eγ is used as a run identifier.

Campaign µ (MeV) σ (MeV)
Eγ(MeV)
13.5 Apr 13.47(2) 0.20(3)
13.1 Apr 13.06(2) 0.20(3)
12.3 Apr 12.26(2) 0.19(3)
11.9 Apr 11.87(2) 0.20(3)
11.5 Apr 11.48(2) 0.19(3)
9.85 Apr 9.782(2) 0.203(3)
9.85 Aug 9.875(2) 0.183(3)
9.56 Aug 9.602(2) 0.170(3)
9.36 Aug 9.390(3) 0.178(3)
8.86 Aug 8.897(2) 0.160(3)
8.66 Aug 8.690(1) 0.164(2)

5.1.3 Alignment

Knowing the beam alignment is not only important for correctly establishing the
coordinate system and reaction kinematics but also for removing background events
not associated with the beam by means of fiducial cuts or calculating acceptance cor-
rections.

While the beam alignment is taken into a careful consideration during setting up
the experiment and an significant effort is taken in order to minimize the chamber
misalignment with respect to the beam axis using available equipment (Section 3.4.1),
any apparent misalignment prevailing these corrections can be measured and corrected
from the experimental data during the offline data analysis step.

Since in case of self-triggering mode (as used during the experiment) only relative
position along the drift axis is measured, in that mode it is impossible to assess the
beam misalignment or width in drift direction — the estimates from the experimental
data are limited to the projection of beam direction on the readout plane. Figure 5.4
presents an example beam tilt fit to the experimental data.

After estimating the beam tilt parameters a transformation to a coordinate system
associated with the beam is possible (Appendix B). This system is convenient to study
the distributions of events along and transversal to the beam axis in order first to con-
firm the correctness of used parameters and second find the characteristics of the beam
such as beam width or possible loss of intensity in the medium. The distributions are
presented in the Figure 5.5. The obtained beam width is consistent with the diameters
of the used collimator (10.5 mm collimator at approximately 10 m from the chamber
resulting in around 14 mm width at the chamber.)
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Figure 5.4: Beam tilt correction. Left: beam tilt fitted to the 2-prong event’s vertex dis-
tribution profile along xDET (nominal beam direction). Right: beam direction including
fitted beam tilt correction. The beam direction arrow is overlayed on 2-prong event’s
vertex distribution on the readout plane.
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Figure 5.5: Beam spatial distributions after beam tilt correction. Left: distribution of
2-prong events’ vertices along zBEAM (along the projection of the beam direction on
the readout plane). The lower number of entries at the ends of the distributions are
expected due to fiducial cuts rejection of not-fully-contained events at the edges of the
active volume. Right: distribution of 2-prong events’ vertices along xBEAM (perpendic-
ular to the projection of the beam direction on the readout plane). The distribution
corresponds to the measured beam width on the readout plane.
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5.2 Data quality
Data quality analysis tries to asses all kinds of effects and possible corrections to

the data. Although it does not provide any result of direct physical importance, the
obtained information is valuable on its own as it provides the insight into workings
of the experimental setup and creates opportunity to early detect problem that would
arise later during the physical analysis.

A very important aspect of the data quality studies is building the confidence for
the results of the physical importance. The role of the data quality assessment in this
work is even more significant as due to the novelty of the detector it is done on the data
from one of the first physical experiments conducted with the Warsaw TPC [21, 58].
It is also the first data analysis of this depth done in the scope of the Warsaw TPC.

5.2.1 Drift velocity correction
One off the assumptions taken during the reconstruction of data is the value of

drift velocity. While the value can be simulated or measured in dedicated laboratory
test its value at the time of the experiment can only be estimated at it depend on
the experimental settings and environment such as stability of gas flow affecting the
medium density or stability of the output HV affecting the electric field. The nominal
values used during the reconstruction were simulated with Magboltz [59] by Magdalena
Kuich, University of Warsaw. The obtained drift velocity dependence on electric field
is presented in the Figure 5.6.
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Figure 5.6: Electron drift velocity in CO2 simulation with Magboltz [59]. The assumed
temperature is 293 K. The displayed series corresponds to the nominal pressure values
the detector was operating with during the experiment. A small variation of real drift
velocity with the regards of the simulation is possible given the uncertainties of char-
acteristics of electric components used in the experimental setup and finite gas-flow
stability.
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The post-experiment offline analysis presents an opportunity to examine and possi-
bly corrected the drift velocity estimate. The basis of this correction is the fact that the
drift velocity affect only the position of tracks along the drift axis, the other planar co-
ordinates are unaffected by it. Assuming the correct drift velocity the events endpoint
should be distributed ona sphere (for a given energy), or when projected on a plane
normal to the beam direction on a circle. In case of wrong drift velocity the coordinate
along the drift will be affected and the circle would be deformed into an ellipse.

The drift velocity has been examined using the described technique and an example
ellipse fit is presented in the Figure 5.7.
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Figure 5.7: Drift velocity correction estimation. A circular distribution of event end-
points is deformed by wrong drift velocity into and ellipse. An ellipse is fitted in order
to correct the drift velocity. Due to the use self-triggering the zDET component is mea-
sured only with relative precision, since the plot is presented as the difference of track
endpoint coordinate with respect tot the vertex coordinate. The distribution of events
around the circle is described in Section 5.6.2.

The drift correction were expressed as a multiplicative factor and listed in a Table
5.2. Note that in all cases the resulting correction is small and the uncorrected values
is within the ±1σ statistical uncertainties.
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Table 5.2: Drift velocity correction factors. The nominal value used during the recon-
struction is listed as well as a correction expressed as a multiplicative factor.

drift velocity correction factor
cm/µs

Eγ (MeV)
13.5 0.405 1.002(77)
13.1 0.405 1.000(48)
12.3 0.646 0.982(50)
11.9 0.646 0.977(37)
11.5 0.646 1.022(42)
9.85 0.500 1.01(10)

5.2.2 Fiducial cuts
Fiducial cuts are applied in order to select a specific region of the detector volume

where the detector’s performance is well understood and reliable. This helps to reduce
the influence of edge effects, uncertainties in detector response near the boundaries,
and background contamination from events occurring outside the fiducial volume and
not correlated with the beam.

The fiducial region is defined within the detector volume based on geometric con-
siderations and the knowledge of the detector’s response characteristics. It is typically
chosen to be away from the detector’s physical edges or other regions with potential
artifacts.

For the current studies following fiducial cuts were used:

1. Vertex position — only events with vertex within a given distance from the beam
axis are accepted. The parameters of the cut are adjusted for the beam tilt and
estimated beam width. This cut is presented and discussed in the Figure 5.8.

2. Border padding — only events with the vertex and all the endpoints farther than
a given distance from the active area border are accepted. A conservative 5 mm
padding is used. This cut is presented and discussed in the Figure 5.9,

3. Global Z-span — only events with the vertex and all the endpoints withing the
signal region are accepted. This cut is related to the event preprocessing method
Section 4.1.1 relaying on a “pedestal region” for the baseline correction. This cut
is presented and discussed in the Figure 5.10,

4. Relative Z-span — only events contained within half of the drift cage are accepted.
This cut is aimed to remove events that could hit cathode or the GEM plane.
This cut is presented and discussed in the Figure 5.11

The fiducial cuts were applied in an “all of” sequence, that means an event rejected
by any of the fiducial cut in the sequence will be removed from further analysis. For
practical reasons the sequence was ordered and following a short-circuit evaluation logic
where only events accepted by a fiducial cut are passed to the next cut in sequence,
thus potentially reducing the number of entries with every successive fiducial cut. The
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Figure 5.8: Fiducial cut: vertex position. Only events with vertex along the beam line
are accepted. The beam line position assumed by the cut is corrected for the beam
tilt and offset for every run. The main purpose of this cut is to remove the events not
originating from the γ-beam such as background α-particles for the detector walls.
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Figure 5.9: Fiducial cut: border padding. Only events with vertex and all track end-
points within minimal distance of 5 mm millimeters to readout border are accepted.
The main purpose of this cut is to reject the events that might be not-fully contained
within the detector XY-plane.
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Figure 5.10: Fiducial cut: global Z-span. Only events with vertex and all track endpoint
inside the signal region are accepted. The main purpose of this cut is to reject the events
that might be not fully contained in the electronics buffer, affected by high electronics
noise at the end of buffer history or might have incorrectly subtracted the pedestal
(baseline). The figure shows only the U-strip direction projection of an example event.
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Figure 5.11: Fiducial cut: relative Z-span. Only events with relative vertical distance
between the endpoints and vertex lower than half of the drift cage length are accepted.
This cut ensures that the events did not hit the cathode nor the GEM plane.
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Figure 5.12: Fiducial cuts sequence. A number of events after each cut in the sequence
is given. The border-padding cut removes the most events.

number of events from an example run after every fiducial cut in a sequence is presented
in the Figure 5.12.

While the final number of events passing the cut sequence is independent on the
sequence order, the cut ordering can be optimized for shorter processing time by putting
the most restrictive cuts earlier in the sequence. Given the limited number of events
in this study the ordering was not optimized as the event processing times were not
considered a limiting factor.

5.2.3 Acceptance correction
While the purpose of the fiducial cuts is to remove the events that can’t be properly

studied due to the limitations of detector design and used method, they don’t address
the problem that the distribution of such events is not uniform. For instance the ge-
ometrical cuts aiming to select only events fully contained inside the detector volume
inherently prefer the events that can be contained on smaller physical volume — with
a practical implication that a fraction of lower energy events removed by the cuts will
be smaller than a fraction of higher energy events with longer tracks. Depending on
the physicists’ community this problem is called either acceptance or efficiency of the
detector.

Given different characteristics of the fiducial cuts applied estimating their exact
influence on the event distributions can be hard to predict and therefore is usually
studied by means of the Monte Carlo simulations. In case of the current analysis a gen-
eral trend can be predicted that the vertex position and border padding cuts will be
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the most actively removing the events at the active area border resulting in preference
for lower energies and hard to express analytically effect on the angular distributions.

The problem of acceptance is usually addressed in two ways:

1. Select a subsample of the data not affected by the acceptance. The distributions
of important event characteristics should be unaffected by the acceptance and
therefore no extra corrections for that effect are needed. The disadvantage of
this method is the further reduction of total number of entires. Another possi-
ble shortcoming of this method is that the unaffected region can be difficult to
determine without adaptational simulations.

2. Numerical correction. Instead of working on an unaffected subsample a correc-
tion to the whole sample can be applied to adjust the acceptance effect. The
effect of acceptance is usually studied over a series of simulations from which
the acceptance correction matrix is established. The correction matrix is then
applied to the sample in order to estimate the real distributions of the events’
characteristics.

In the current analysis the first approach of selecting unaffected subsample was
chosen. The choice was dictated by the fact that the availability of a proper simulation
framework is only a very recent addition (May 2023) and framework has not been
adapted for the acceptance studies yet.

In order to select the acceptance-unaffected region the density of event was studied.
The Figure 5.13 presents the number of events with vertex within a range from the
detector center. The decrease of the event density at the active area indicates the need
to address the acceptance problem. Similarly a region of constant event density can be
expected to present distributions not affected by the acceptance.

In practice the limited acceptance has been addressed by after fiducial cuts applying
another cut on vertex position and accepting only vertices within a given distance form
the detector center. The illustration of this cut is depicted in the Figure 5.14. The exact
values of the limiting distance and the resulting reduction of events is presented in the
Table 5.3.

Table 5.3: Acceptance unaffected subsample selection. The subsamples were selected
by accepting only events with vertex xDET coordinate within limiting distance from
the detector center. The fraction of events removed by the cut is listed.

limiting distance (mm) number of entries reduction
Eγ (MeV)

13.5 120 16%
13.1 115 20%
12.3 100 27%
11.9 110 20%
11.5 115 16%
9.85 100 29%
9.56 130 14%
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Figure 5.13: Density of reconstructed events. Number of events with vertex within
window from a detector center is presented. The density of events is lower at the edges
as the events are removed from the border padding fiducial cut. The distributions of
event characteristics such as angular distributions are expected to be non-uniformly
affected.

5.3 Event selection
The method of choice for distinguish the nuclear reaction including distinguishing

similar reactions with different isotopes is by comparing their characteristic Q-value.
The Q-values for considered reactions are listed in Table 5.4. Given that the current
event reconstruction provides only information about tracks position and no informa-
tion about momenta and energies needed to calculate the Q-value another approach
had to be taken.

Basing on the available information two selection criteria were proposed:

1. Discrimination by topology (number of prongs) - the total number of recon-
structed in an event can be used to differentiate between O (γ, α) C, the 12C (γ, 3α),
scattering events and background α emission as the they differ by the number of
charged particles involved. This criterion is not enough for isotopic selection.

2. Discrimination by track length - the criterion is related to the Q-value with the
advantage of operating without an energy scale and explicit hypotheses. An isto-
topic selection is possible as this selection is derived from the Q-value differences.

As the 16O (γα) 12C reaction is the main point of the current work, an event selection
for a 2-prong events was used given that the reaction produces two charged products.
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Figure 5.14: Acceptance cut. A sample unbiased by the acceptance effects at the edges
of the active area is achieved by selecting events with vertex xDET coordinate withing
given distance from the detector center. The density of vertex xDET is constant after
the selection.

Table 5.4: Q-values for selected photodisintegration reactions. Reconstructing the Q-
value is the method of choice to differentiate between different reactions.

Q-value (MeV)
Reaction
16O (γ, α) 12C -7.162
17O (γ, α) 13C -6.359
18O (γ, α) 14C -6.227
16O (γ, p) 15N -12.128
12C (γ, 3α) -7.274
12C (γ, α) 8Be -7.367

Afterwards, in order to differentiate between a 17,18O (γα) 12,13C that are described the
same two-charged-products topology but is characterized by different masses, a track
selection was used. To achieve this a map of track length has been constructed and a
cluster corresponding to oxygen-16 photodisintegration hypothesis has been found. An
example selection by track length is depicted in the Figure 5.15.

The Table 5.5 lists the reactions identified by the track-length selection on 2-prongs
selection, the fractions of events belonging to given reaction cluster over the total num-
ber of 2-prong events are given. Note that the 2-prong sample could be contaminated
by the 3-prong events due to mis-reconstruction of number of the track number. A
small contamination of 12C (γ, 3α) events is visible. This contaminated is the direct
effect of the event misidentification discussed in Section 4.4.1.
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Figure 5.15: Isotope selection on events reconstructed as 2-prongs. The follow-
ing reactions can be selected from a 2-prong sample: 16O (γ, α) 12C (16Oseries),
17,18O (γ, α) 13,14C (18O series), and misidentified 3-prong 12C (γ, 3α) (12C series) re-
action.

Table 5.5: Percentages of reactions selected by track lengths in a 2-prong sample. The
12C (γ, 3α) reaction is a misidentification of 3-prongs.

Sample selection in %
16O (γ, α) 12C 17,18O (γ, α) 13,14C 12C (γ, 3α)

Eγ (MeV)
13.5 82.0 0.0 0.0
13.1 94.1 0.0 0.0
12.3 95.4 0.0 0.0
11.9 96.7 0.9 0.5
11.5 98.2 0.4 0.2
9.85 70.1 18.6 4.2
9.56 45.0 42.8 2.2
8.66 3.4 84.8 1.8

Given that the limited number of entries was reconstructed and in the Eγ = 8.66
MeV runs the desired 16O (γ, α) 12C constitutes only a small fraction of total events,
the available number of entries was not enough to conduct a meaningful studies for the
16O (γ, α) 12C reaction and these runs were not further analyzed in that regard.
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5.4 Energy scale

5.4.1 Energy reconstruction
Given the particle energy and momentum are not provided during the reconstruc-

tion step, their values had to be established during the analysis step. In principle the
particle energy could be obtained from an information about the track in two ways:

1. From a Bragg curve to the reconstructed charge along the track.

2. From an energy-range table and the reconstructed track length.
Both of these methods relay on a used model of ion transport in matter such

as SRIM [14]. In case of the manual reconstruction only track length information is
produced, so the energy-range table calculation can be used. A SRIM based energy-
range table used in this study is presented in the Figure 5.16.
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Figure 5.16: Ion range vs energy dependence in CO2 for pressures used during the
experiment and temperature of 293.15 K. Left: Dependence for α particle. Right: de-
pendence for 12C. Values obtained from SRIM [14] and corrected for range cut-off at 1
keV ion energy threshold to accommodate for limited sensitivity of the detector.

The energy reconstruction was applied to the 16O (γ, α) 12C selected 2-prong data.
An observation has been made that the distribution of energies in case of α and 12C have
significantly different variances, that can impact the resolution of quanties depending
on them such as excitation energy Ex or center of mass energy ECM. Two calculate
such quantities two procedures were proposed:

1. Calculate energies and momenta for both α and 12C tracks using the energy-range
tables.

2. Calculate energy and momentum only for α tracks using the energy-range ta-
bles and obtain the energy and momentum for 12C using the energy-momentum
conservation law in a CM.
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The variances of excitation energy Ex obtained with the two methods has been
compared. A comparison for an example γ-beam energy is depicted in the Figure
5.17. As the distribution obtained using the conservation law resulted in much lower
variances of excitation energy Ex, it was chosen that this method will be utilized in
the present analysis.
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Figure 5.17: Energy reconstruction methods for 2-prong events. The first method as-
sumes obtaining kinetic energies for both particles from energy-range tables. The other
“conservation laws” method assumes obtaining the kinetic of the α particles (the longer
track in an event) and calculating the the other from energy-momentum conservation
principles. As the resolution of reconstruction the length is better for the α particles
the “conservation laws” method also results in better resolution.

5.4.2 Energy calibration
It was noted that the values of energy obtain for α-12C candidates differ significantly

from the values obtain from kinematics calculation for a given γ-beam energy. The
values obtained from the energy–range tables seemed to be lower by 100-200 keV for
all γ-ray beam energies investigated. Possible explanations for this effect include:

• Reconstruction method systematic error. With the manual reconstruction experts
were tasked with finding the end of the tracks on displayed representation of
events.

• Charge collection sensitivity limits and DAQ electronics limits (for instance the
ADC range). The detection and DAQ processes results in an effective lower limit
on the charge that can be detected, which results in cut-off deposited charge at
the end of the tracks and this smaller track lengths (ion ranges).
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• Underestimation of ranges in SRIM tables. A number of works [60] mentioned
various discrepancies between measurements and SRIM, and identified further
need to recalibrate the obtained values.

A linear correction to the α particle kinetic energy of selected 16O (γ, α) 12C events
was proposed. The excitation energies of selected resonance nuclear states in 16O were
used to calculate the nominal α particle kinetic energies for the fit. The resonance
states chosen used for the calibration are listen in Table 5.6.

A fit of energy calibration parameters is presented in the Figure 5.18. Note the
obtained calibration values are valid only for the used event reconstruction method,
energy reconstruction method and selected reaction. For instance the parameters ob-
tained with this procedure might not be directly applicable for establishing energy scale
of 12C (γ, 3α) events.
Table 5.6: Resonance states of 16O. Only the states used in the energy calibration are
listed. The excitation energy Ex, width Γ, and spin and parity Jπ are given. The values
taken from [61].

Ex (MeV) Γ (keV) Jπ

13.090(8) 130(5) 1−

11.520(4) 71(3) 2+

9.8445(5) 0.625(100) 2+
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Figure 5.18: Energy calibration. A linear calibration was obtained for oxygen-16 pho-
todisintegration events between the α particle kinetic energy Tα in CM obtained from
experimental data and nominal values of α particle kinetic energies calculated for cor-
responding resonance states from Table 5.6.
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5.4.3 Energy resolution

With the energy scale established the energy resolution can be estimated. The value
can be estimated as a variance between reconstructed α tracks between different experts
on the paired dataset (Section 4.4.2). The estimated alpha kinetic energy resolution is
equal 47(14) keV. Due to limited size of the paired dataset only an averaged estimate
is provided for all the energies, that does not include any dependency on the γ-beam
energies or orientation in space. The estimated resolution may differ from the resolution
of the full dataset as the contributions of experts are different. The resulting excitation
energy resolution is 63(19) keV.
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Figure 5.19: Energy resolution obtained from the fit to the reconstructed data on a
narrow (Γ = 0.625(100) keV) resonance 2+ at Ex = 9.8445(5) MeV. The fit was done
on two runs Eγ = 9.85 MeV and Eγ = 9.56 MeV simultaneously. The position of the
second peak from 1− is different in each run as width of the state isn’t narrow and the
peak is deformed with the shift of γ-beam energy. The estimated energy resolution is
67(3) keV. The estimated resolution includes both the resolution of the measurement
and reconstruction method.
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As another estimate a width of the peak at a narrow resonance can be taken.
The dataset contain such resonance at Ex = 9.8445(5) MeV (see Table 5.6) in runs
Eγ = 9.56 MeV and Eγ = 9.85 MeV. In both datasets the measured spectrum contains
another peak of other broad resonance states (Ex = 9.585(11) MeV, Γ = 420(20) keV,
Jπ = 1−) [61].

The result of the fit to the resonance is presented in the Figure 5.19. The excitation
energy resolution estimated this way has value of 67(3) keV and takes into account
both the resolution of the measurement as well as the resolution of reconstruction. The
resolutions obtained with both methods are compatible with each other.

It is worth emphasizing that the obtained detector energy resolution is much bet-
ter than the width of the γ-beam spectrum. The importance of this fact is that the
measured events can be selected by the energy to achieve better coarsening than the
beam spectrum width, so every experimental point can contribute with several energy
points instead of providing just one energy point averaged on a broad γ-beam spectrum
measured by an auxiliary detector.

With the limited number of entries in the present study this energy selection may be
not very practical, with a very notable exception of the run with the nominal γ-beam
energy Eγ = 11.9 MeV. In this particular run the broad γ-beam spectrum is located
in a valley of cross-section between two resonance states of 16O and events in a very
broad energy range were detected. The energy distribution observed during this run is
depicted in the Figure 5.20
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Figure 5.20: Energy spectrum measured during run Eγ = 11.9 MeV. The broad γ-beam
spectrum is in the cross-section valley region between two resonance state, resulting in
a very broad energy range of detected events. The detector resolution (67(3) keV) is
significantly better than the width of γ-beam spectrum and event selection by energy
is possible. This experimental point can be split into several energy points. The cross-
section taken from [1]. The γ-beam parameters are given in Table 5.1.
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5.4.4 Energy unfolding
In order to reduce the influence of non-fundamental detector and reconstruction

effects or artifacts an unfolding [39] can be employed.
For recovering the energy a simple response matrix was constructed assuming the

constant resolution 67(3) of keV for all the energies and operating on data after accep-
tance correction, energy reconstruction and calibration.

A number of unfolding algorithms implemented in RooUnfold [62], ROOT’s TSpec-
trum and TUnfold [63], PyUnfold [64] was considered. The iterative Bayesian [65] ap-
proach was chosen due to its stability on the set of simple statistical Monte Carlo
simulations of experimental distributions. An example of normalized response matrix
used in the study is presented in the Figure 5.21.

Figure 5.21: Normalized de-
tector response matrix used
for iterative Bayesian unfold-
ing. Only resolution effect is
included as all other correc-
tions were expected to be han-
dled separately. A resolution
of 67(3) keV is modelled with
10 keV granularity.
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Once the response functions of the detector and reconstruction method is more
thoroughly studied with a Monte Carlo simulations or increased dataset of experimental
data, the response matrix can be updated with resolution depending on the energy and
incorporate other aspect such as energy correction and acceptance. Usually a unified
approach is preferred over splitting all the unfolding effects into separate components
in order to simplify the handling of uncertainties.

The results of the energy unfolding applied to all the analyzed experimental runs
are presented in the Figure 5.22.
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Figure 5.22: Center of mass energy after applying energy reconstruction, calibration
and unfolding. The corrresponding γ-beam energy spectra are presented for each run.
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5.5 Response uniformity
The uniformity of the detector response is an important data quality concern. The

uniformity of response touches many different aspects such as distribution of the re-
actions across the chamber or unexpected relations between observables and position.
For instance the event reconstruction quality may depend on the orientation in space
if the granularity of the readout is different in some directions, which is the case of the
Warsaw TPC readout.

Some of the uniformity aspects were already mentioned in the earlier parts of this
work, such as the distributions of event vertices along the beam direction (Figure 5.5)
or distribution of the event endpoints across active area (Figure 5.9).

Another type of the uniformity is the uniformity in azimuthal ϕBEAM angle. While
the distribution of events does not have to be uniform itself, a 180◦ symmetry is ex-
pected. Beside the distribution of events other observables such as event energy should
not have a dependence on the ϕBEAM.

To study the uniformity in ϕBEAM angle for the 16O (γ, α) 12C two complementary
selections were used:

• Selection to two subsamples “up/down”:

1. Events with the α track in a direction towards the readout plane (ϕBEAM < 0,
geographically up).

2. Events with the α track in a direction against the readout plane (ϕBEAM > 0,
geographically down).

• Selection to two subsamples “left/right”:

1. Events with the α track in a direction towards “detector right side” (−π
2 <

ϕBEAM < π
2 ).

2. Events with the α track in a direction towards “detector left side” (ϕBEAM <
−π

2 ∪ π
2 < ϕBEAM).

The number of entries in each subsample was tested with a two-sided binomial test,
with the null hypothesis that none of the directions is favored (p = 50%). In both cases,
the null hypothesis was not rejected (test p-value = 7% for “up/down” subsamples and
p-value = 21% for “left/right” subsamples) signifying that the probability of detection
an event does not depend on the orientation in space.

In addition the consistency among each of these selections has been investigated
with the 2-sample K-S test [43, 66] on:

• α kinetic energy distribution in CM (prior to unfolding Section 5.4.4),

• α track θBEAM angular distribution in CM,

with the hypothesis that the distributions for both subsamples are the same and an
alternative that they are not the same. Assuming the importance level of 5% it was
not possible to reject the null hypothesis in case of θBEAM angular distribution for
“up/down” and “left/right” subsamples respectively, as well as rejecting the null hy-
pothesis for α kinetic energy distribution for “left/right” subsamples.
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In case of α kinetic energy distribution for “up/down” subsamples the null hypoth-
esis had to be rejected in every run. Figure 5.23 presents example comparison of such
a case. Another 2-sample K-S test has been done with the null hypothesis that the α
kinetic energy of “up” subsample is systematically shifted towards higher energies than
the same distribution for “down” subsample. This time the null hypothesis could not
be rejected with the significance level of 5% for any energy tested. These two tests show
strong evidence against the uniformity and for energy-azimuthal angle dependence.
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Figure 5.23: Comparison of α kinetic energy for subsamples “up” and “down”. The
consistency of subsamples has been examined with a 2-sample K-S test with a null
hypothesis that both subsamples were drown from the same distribution. A test p-
value (1.0E − 11) smaller than the significance level of 5%, shows a strong evidence
against the uniformity hypothesis. Similar behavior was observed for other energies.
The binned data is shown just as an illustration as the K-S test was done on unbinned
data.

The apparent α track θBEAM vs energy dependence can be taken into account with
the next iteration of establishing the energy calibration for the experiment. A finer
dependence might be found with greater number of entries. The exact physical expla-
nation for this dependence is yet to be studied. At the time of writing two physical
effect are considered due to the difference of expected drift length of “up” and “down”
subsamples:

1. Longer drift length results in higher charge diffusion.

2. Longer drift length results in higher charge losses.
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5.6 Angular distributions
The angular distributions of the reaction products follow the angular dependence

describing the differential cross-section.
The differential cross-sections of 12C (α, γ) 16O and 16O (γ, α) 12C are related by the

same multiplicative factor as their total cross-section in Equation 1.7 with a minor
nuisance coming from a the possible polarization discussed by Brune [67].

As shown by [67] the 12C (α, γ) 16O reactions produces linearly polarized γ-ray.
In case of the photodisintegration the polarization is described the fraction of linear
polarization f polarization angle ϕ0 and the photon wave number kγ of the delivered
γ-beam and affects the angular distribution of the reactions products:

dσγα (θ, ϕ)
dΩ = 1 + f cos (2 (ϕ− ϕ0))

16k2
γ

· dσγα (θ)
d cos (θ) (5.1)

Note the cross-sections disussed in this part of the work are already expressed in
the CM and no further correction for center of mass energy is required [67].

5.6.1 Angular resolution
Unlike the energy resolutions the experimental data does not provide any additional

means to asses the angular resolution beside the angular resolution estimated from the
comparison of reconstructions done by different experts.

The angular resolution can be taken into account in two ways:

1. Unfolding. The distributions can be unfolded with the estimated resolution in
order to retrieve unbranded experimental distributions that can be fitted directly.
Usually the unfolding is performed on the binned data and the procedure is
applicable only if the resolution is worse than the bin size.

2. Folding. The fitted distributions can be convolved and broadened by the esti-
mated resolution or the resolution can be a free parameter. This approach requires
either having a solid estimation or significant size of data to fit an additional pa-
rameters responsible for a small correction.

The application of any of these methods pose a problem as the angular resolution
is estimated roughly as a single number and does not include dependencies on energy
or angle. Due to limited sample size a reasonable binning of the sample (e.g. following
Freedman-Diaconis or square-root rule) is slightly bigger (typical values 3-5◦) than
estimated value of 1◦.

Taking into account the above reasons the current study proceeds without applying
an angular resolution correction. A correction can be applied in further studies when
a bigger number of entires is available and more precise estimation of the resolution is
possible.
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5.6.2 Azimuthal angle
The experimental azimuthal angle distribution in the BEAM coordinate system can

be derived from the Equation 5.1:

W (ϕ) = 1 + f · cos (2 (ϕ− ϕ0)) (5.2)
The azimuthal angle distribution is related with the beam polarization expressed

as a Stokes vector S [68]:

S =


1
S1
S2
S3

 (5.3)

S1 = W (0) −W (π/2)
W (0) +W (π/2) (5.4)

S2 = W (π/4) −W (−π/4)
W (π/4) +W (−π/4) (5.5)

S3 =
√

1 − S2
1 − S2

2 (5.6)
The relationship between the basis of the Stokes vectors S and the polarization

states is given in the Table 5.7. Through the equation it is possible to find the relative
degrees of circular and liner polarizations of the beam. Note, it is not possible to deduce
the degree of polarized to unpolarized just from this data.

Table 5.7: Common polarization states expressed as a Stokes vectors.

Polarization S⊺

Unpolarized (1 0 0 0 )
Linear horizontal (1 1 0 0 )
Linear vertical (1 -1 0 0 )
Linear 45◦ (1 0 1 0 )
Linear -45◦ (1 0 -1 0 )
Circular right-handed (1 0 0 1 )
Circular left-handed (1 0 0 -1)
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In order to make a fit to the experimental data using the Maximum Likelihood
Estimation (MLE) one has to construct a probability distribution for the beam polar-
ization. A Probabilty Density Function (PDF) of such distribution takes the following
form:

W (ϕ | f, ϕ0) = 1
2π (1 + f · cos (2 (ϕ− ϕ0))) f ∈ [0, 1], ϕ0 ∈ [0, π] (5.7)

The Figure 5.24 presents the PDF and Cumulative Density Function (CDF) of the
azimuthal angle probability distribution W (ϕ | f, ϕ0) for an example set of parameters.
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Figure 5.24: Probability distribution W (ϕ | f, ϕ0) corresponding to the beam polariza-
tion. On the left PDF is shown, on the right CDF. Note the two edge cases: first f = 0
for pure cirular polarization fot a beam, second f = 1 for pure linear polarization of
a beam. The ϕ0 controls the axis of linear polarization.

The discussed distribution was fitted to each reconstructed experimental run. The
results of the fits to selected 16O (γ, α) 12C events are listed in Table 5.8, while the
example fit plots are presented in the Figure 5.25.

All the runs collected during April campaign shown consistent circular polarization
on the level of around S3 = 0.93. In case of the runs collected in August/September
experiment the circular polarization is again consistent but on the level of S3 = 0.99.
The levels of circular polarization with a small addition of linear polarization obtained
through the fit are in good agreement with the beam diagnostics [69].
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Table 5.8: γ-beam polarization parameters and resulting beam circular polarization
obtained from a W (ϕ | f, ϕ0) fit to selected 16O (γ, α) 12C events. The degree of circular
polarization S3 changed during the August campaign (runs Eγ = 9.85 MeV and Eγ =
9.56 MeV).

f ϕ0 (rad) S3
Eγ (MeV)
13.5 0.430(37) 2.332(47) 0.903(17)
13.1 0.362(25) 2.444(37) 0.9321(94)
12.3 0.345(27) 2.496(41) 0.9387(97)
11.9 0.362(19) 2.501(28) 0.9320(72)
11.5 0.318(21) 2.482(34) 0.9480(69)
9.85 0.096(58) 0.59(30) 0.9953(60)
9.56 0.118(58) 0.70(24) 0.9930(72)
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Figure 5.25: Beam polarization fit W (ϕ | f, ϕ0) to the experimental data. Top: fit to
an example run from April campaign. Bottom: fit to an example run from August
campaign. Note the change of f parameter responsible for degree of linear polarization.
±1σ fit error bands are displayed.
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5.6.3 Polar angle
The polar angle angle dependence of the 16O (γ, α) 12C reaction is given by [5] 1 :

dσ (cos (θ))
d cos (θ) = σE1

2 WE1 (cos (θ)) + σE2

2 WE2 (cos (θ)) +
√
σE1σE2

2 cos (ϕ12)W12 (cos (θ))

(5.8)
The Equation 5.8 consists of three terms: first describing the E1 multipolarity,

second describing the E2 multipolarity and third being the effect of interference between
E1 and E2 and control by the so-called E1–E2 mixing phase angle ϕ12. The terms can
be expressed with following formulas:

WE1 (cos (θ)) = P0 (cos (θ)) − P2 (cos (θ)) (5.9)

WE2 (cos (θ)) = P0 (cos (θ)) + 5
7P2 (cos (θ)) − 12

7 P4 (cos (θ)) (5.10)

W12 (cos (θ)) = 6√
5

(P1 (cos (θ)) − P3 (cos (θ))) (5.11)

where the Pl (cos (θ)) are Legendre polynomials. For convenience the standard rep-
resentation of the polynomials are listed in Table 5.9. Note that both WE1 and WE2
are symmetric, while W12 is antisymmetric.

Table 5.9: Legendre polynomials in standard representation.

l Pl (cos (θ))
0 1
1 cos (θ)
2 1

2 (3 cos2 (θ) − 1)
3 1

2 (5 cos3 (θ) − 3 cos (θ))
4 1

8 (35 cos4 (θ) − 30 cos2 (θ) + 3)

In order to fit the angular distributions using the maximum likelihood estimation
method one can construct a corresponding probability distribution with the PDF:

W
(

cos (θ) | σE1

σE2
, ϕ12

)
=

σE1
σE2

·WE1 (cos (θ)) +WE2 (cos (θ)) +
√

σE1
σE2

· cos (ϕ12) ·W12 (cos (θ))

2
(
1 + σE1

σE2

)
(5.12)

The relative contributions of the E1 and E2 can be parametrized also as a fraction
of a total cross-section:

σE1

σtot
=

σE1
σE2

1 + σE1
σE2

σE2

σtot
= 1

1 + σE1
σE2

(5.13)

1Note a slight difference with respect to the equation used by [5] as the attenuation factors Ql are
missing. Such factor are relevant for measurements with detectors with limited solid angle such as
arrays of HPGe. In case of an active-target TPC with 4π solid angle the attenuation is not required.
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A plot of the W
(
cos (θ) | σE1

σE2
, ϕ12

)
distribution is given in the Figure 5.26. The

parameter σE1
σE2

controls the ratio of E1 and E2 components. The distribution has two
notable limits corresponding to pure E1 or E2 with no dependence on the E1–E2 mixing
phase angle ϕ12 parameter:

lim
σE1
σE2

→0∞
W
(

cos (θ) | σE1

σE2
, ϕ12

)
= 0.5 ·WE1 (cos (θ)) (5.14)

lim
σE1
σE2

→0
W
(

cos (θ) | σE1

σE2
, ϕ12

)
= 0.5 ·WE2 (cos (θ)) (5.15)
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Figure 5.26: Probability distribution W
(
cos (θ) | σE1

σE2
, ϕ12

)
corresponding to the angular

distribution. On the left PDF, on the right CDF. Note the two edge cases: 1. σE1
σE2

→ ∞
when only the E1 component is present, 2. σE1

σE2
→ 0 when only the E2 component is

present.

The E1–E2 phase mixing angle ϕ12 can be related to the elastic scattering 12C (α, α′)
phase shifts for l = 1 (δ1) and l = 1 (δ2)[67]:

ϕ12 = δ2 − δ1 + arctan η (5.16)
where η is the Sommerfeld parameter. The scattering angles were established by Plaga
[70] and are widely accepted by the community. A number of studies followed this
path to use the theoretical prediction and reduce the number of free parameters to be
found. As discussed by Gai [71] in some case a difference between the prediction and
the experimental values were observed and the general validity of this approach was
put in question. In order to provide more material to investigate this aspect the ϕ12
was kept as a fit’s free parameter.

TheW
(
cos (θ) | σE1

σE2
, ϕ12

)
was fitted to the experimental data selected for 16O (γ, α) 12C

reaction. An example fit results are presented in the Figure 5.27.
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Figure 5.27: Fitted polar angle distributions. A MLE fit of W
(
cos (θ) | σE1

σE2
, ϕ12

)
was

done the experimental data selected for 16O (γ, α) 12C reaction in order to estimate the
ratio of E1 cross-section to E2 cross-section σE1

σE2
and E1–E2 phase mixing angle ϕ12.

No energy selection was applied. Top: an E2 transition dominated sample is fitted.
Bottom: an E1 dominated samples is fitted. Note the large uncertainties even though
the reduced chi2 value and visual inspection suggest the fit was successful.

In most of the experimental runs the measured energy distribution follows a bell-
shaped curve. An additional selection by energy into too many energy regions would
drastically decrease the already limited number of entries, especially on the energy
distribution tails. A notable exception is the Eγ = 11.9 MeV where a very broad
continuos energy distribution is observed and energy selection can be used to obtain
finer graining and investigate the evolution of E1 to E2 ratio in the region.
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Taking into account that the γ-beam used in the experiment was not monoenergetic,
the obtained values of the fit x corresponds to the physical values averaged over the
reaction induced from a broad γ-beam energy spectrum:

xeff =
∫∞

0 dE x(E)σ(E)P (E)∫∞
0 dE σ(E)P (E) (5.17)

where P (E) is the probability distribution describing the γ-beam energy spectrum and
σ is the cross-section of the reaction. As discussed in Section 4.4.2 the obtained energy
resolution is much better than the resolution of the γ-beam and allows for energy
selection on the measured data. In that case the values are averaged a smaller energy
region:

xeff =
∫ E1

E0
dE x(E)σ(E)P (E)∫ E1
E0
dE σ(E)P (E)

(5.18)

where E1 and E0 are the bounds of applied energy selection. The range of selected
region is limited by number of entries required to make a fit. Often in order to place
the effective values obtained by these procedures on the energy scale, an effective energy
is used, being similarly the average energy over observed with the γ-beam spectrum:

Eeff =
∫ E1

E0
dE Eσ(E)P (E)∫ E1

E0
dE σ(E)P (E)

(5.19)

The results of the fit illustrating the evolution of the E1/E2 ratio with the energy
is presented in the Figure 5.28. The obtained parameters are listed along their effective
energy in the Table 5.10.

Table 5.10: Obtained 16O (γ, α) 12C cross-section ratios and E1–E2 mixing phase angle
of 16O (γ, α) 12C reaction. The effective center of mass energy Eeff

CM of every point, ratio
of E1 and E2 component cross-sections σE1

σtot
, fraction of E1 to sum of E1 and E2 cross-

sections are given. The fraction of E1 cross-section to the total cross-section is given.
The run identifier by nominal beam energy Eγ and energy selection are listed.

Eeff
CM (MeV) σE1

σE2

σE1
σtot

ϕ12 (rad) Eγ (MeV) Selection (MeV)

2.38(10) 4519
21 0.97830.0090

0.0098 0.010.60
0.01 9.56 2.00 < ECM < 2.55

2.678(57) 0.1750.041
0.044 0.1490.030

0.032 1.4860.073
0.074 9.85 2.55 < ECM < 2.80

4.238(57) 0.01420.0063
0.0076 0.01400.0061

0.0074 2.130.20
0.14 11.5 3.90 < ECM < 4.30

4.375(40) 0.00990.0046
0.0062 0.00980.0045

0.0060 1.950.17
0.11 11.5 4.30 < ECM < 4.45

4.448(29) 0.00670.0046
0.0068 0.00660.0045

0.0067 1.430.15
0.20 11.9 4.40 < ECM < 4.50

4.583(59) 0.0860.021
0.023 0.0800.018

0.020 1.4610.067
0.068 11.9 4.50 < ECM < 4.70

4.805(57) 1.260.24
0.23 0.5580.046

0.045 1.5410.051
0.051 11.9 4.70 < ECM < 4.90

5.249(70) 85489
105 0.98840.0659

0.0141 1.40.1
1.4 12.3 5.10 < ECM < 5.40

5.904(91) 18.87.5
5.6 0.9490.019

0.014 0.910.09
0.16 13.1 5.70 < ECM < 6.10

5.996(54) 9.75.9
4.0 0.9060.052

0.035 1.150.09
0.14 13.5 5.90 < ECM < 6.10
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fitted to energy selected data.
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5.6.4 Confidence regions
In multiple cases the obtained parameters were characterized by significant un-

certainties. The confidence intervals can be investigated in order to identify possible
problems. A plot of confidence intervals for energy point with regular uncertainties and
another with abnormally large uncertainties is given in the Figure 5.29.

Figure 5.29: Example confidence regions for polar angle distribution MLE. The confi-
dence regions were calculated with the likelihood ratio method for fits presented in the
Figure 5.27. Left: regular confidence region shape. The estimated uncertainties from
the fit could be to some degree approximated with a multivariate normal distribution
and covariance matrix. The obtained uncertainties values are reasonably small. Right:
peculiar confidence region shape. The uncertainties cannot be effectively described by
a multivariate normal distribution and covariance matrix. The resulting values of un-
certainties are significant as they poorly approximate the region.

In case of fit with large uncertainties a peculiar, highly correlated dependence be-
tween σE1

σE2
and ϕ12 is discovered. The shape of the confidence intervals strongly sug-

gested the use of non-symmetric uncertainties. Another observation is that the large
uncertainties are obtained predominantly for cases when E1 component is dominating.
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5.6.5 Power analysis
Basing on the poor fit performance in cases of E1 dominated samples the lim-

ited number of entries available is a concern. In general the effects of sample size on
a statistics can be addressed by a power analysis [43].

For instance in the light of an observation that the polar angle probability dis-
tribution W

(
cos (θ) | σE1

σE2
, ϕ12

)
has two limits that are independent on the second ϕ12

parameter, one can investigate a problem of statistically distinguishing a distribution
with given parameters from a limiting distribution.

Such study can be done by the use of a Likelihood Ratio Test (LRT) 2 [43]. In case
of E1 dominated samples a test with with following hypotheses is considered:

H0 : σE1

σE2
, ϕ12 = 0 (5.20)

H1 : σE1

σE2
= +∞, ϕ12 = 0 (5.21)

A similar test can be constructed for the case when the E2 component is dominating:

H0 : σE1

σE2
, ϕ12 = 0 (5.22)

H1 : σE1

σE2
= 0, ϕ12 = 0 (5.23)

A power analysis of the tests can be done in order to find the minimal number
of entries required to achieve desired test power when differentiating between a fit
parameters and limiting distribution or to find the range of parameters on which the
tests achieves required power given the number of entries. An example test power
analysis for the described tests is depicted in the Figure 5.30.

The tests’ power is different for pure E1 and E2 alternatives with the test with
pure E2 alternative achieving significantly bigger power. This result is compatible with
the results of the fits when E2 dominated samples in general achieved better values of
goodness-of-fit (GoF) statistics. A general conclusion that for σE1

σE2
in range of 10-100

a sample size of order 10000 is needed or of order 100000 in cases of 100-1000 range.
The sizes of samples used in the current studies are an order of magnitude smaller.
The given values are just an estimates as the simple tests did not include the E1–E2
mixing phase angle ϕ12 effect on the shape of the distribution.

Similar tests may be constructed without fixing the ϕ12 or for testing in a vicinity
of regions than the limiting distributions. For instance a vicinity of the parameters
σ̂E1
σE2
, ϕ̂12 obtained in a MLE may be scanned and tested with following hypotheses3:

H0 : σE1

σE2
, ϕ12 (5.24)

H1 : σ̂E1

σE2
, ϕ̂12 (5.25)

2A LRT with simple hypothesis is also known as a Neyman-Pearson test.
3A LRT with compound hypotheses when one of them is a MLE estimate is also known as a Wilks

test.
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Chapter 6

Results

The results of the analysis in a form of the 16O (γ, α) 12C reaction cross-sections
for E1 and E2 transitions respectively, total cross-sections including the E1–E2 phase
mixing angle ϕ12 are meant to after further refinement and verification enrich the
experimental knowledge on the highly important 12C (α, γ) 16O reaction — similarly to
studies [6–9] — that is much needed in order to improve the theoretical R-matrix fits
[1].

6.1 Relative cross-section
While calculating the absolute γ-beam and obtaining the absolute cross-sections

was outside of the scope of this work, the available relative cross-section can still be
compared with the theoretical values.

Given the multiple possible ways of presenting similar information such as S-factors
vs cross-sections or cross-sections of direct reaction vs photodisintegration, the choice
was made to stay with the representation natural to the Warsaw TPC— the cross-
sections of 16O (γ, α) 12C. The choice was dictated by the novelty of the study and
possible existence of detector effects that could be less visible with different represen-
tation. Having said that, the recalculation to the S-factor of 12C (α, γ) 16O reaction that
is more frequently used in the literature is possible.
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6.1.1 Total cross-section
An experimental total relative cross-section (including both E1 and E2 transitions)

of the 16O (γ, α) 12C reaction was obtained by the division of the measured energy re-
construction by fitted γ-beam energy spectra (see Figure 5.22). Without an absolute
γ-beam intensity a cross-section obtained this way is known with the respect to a mul-
tiplicative factor. For every experimental this normalization factor is expected to have
a different values, while the energy points of the same run should follow the same fac-
tor with a possible correction for efficiency. Due to this a shape of the relative total
cross-section can be qualitatively compared with a theoretical prediction.

The Figure 6.1 presents a comparison of relative total cross-section with a cross-
section calculated basing on the R-matrix fit by deBoer [1]. No major contradictions
were observed. The deviance from the R-matrix fit can might result from underestima-
tion of the detector resolution or shortcomings of the deconvolution method. Another
possibility is the discrepancy between the γ-beam energy spectrum delivered during
the run and a spectrum measured during the calibration run.
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Figure 6.1: Relative total 16O (γ, α) 12C cross-section qualitatively compared with de-
Boer’s R-matrix fit [1]. Each group of energy points was scaled to align with the
theoretical values. The deviance from the deBoer’s R-matrix fit might be explained by
underestimation of the detector resolution or discrepancy between deconvolved HPGe
γ-spectrum and real spectrum delivered during the experimental run.
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6.1.2 E1 and E2 cross-section fractions
Another possible presentation of the results is the fraction of cross-section for

16O (γ, α) 12C E1 transition against the total cross-section including both E1 and E2
transitions. This presentation does not require any scaling in order to be compared
with the theoretical values. The comparison of obtained E1 cross-section fraction (val-
ues from Table 5.10) with deBoer’s R-matrix fit [1] is presented in the Figure 6.2. No
major discrepancies are observed.
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Figure 6.2: 16O (γ, α) 12C cross-section of E1 component to the cross-section of sum of
E1 and E2 components. The experimental data is compared with R-matrix fit [1].
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6.2 E1–E2 mixing phase angle evolution
The validity of E1–E2 mixing phase angle ϕ12 obtained from the experimental can

be examine against the Equation 5.16 in order to address the concerns about the
validity of the the relation [71]. The Figure 6.3 presents the comparison of obtained
ϕ12 and theoretical predictions [70, 72]. No significant deviations from the theoretical
predictions were observed with the present uncertainties.
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Figure 6.3: E1–E2 mixing phase angle ϕ12 evolution. Theoretical prediction δ2 − δ1 +
arctan η based on elastic scattering [70, 72]. The E1–E2 mixing phase angle ϕ12 range
was normalized to
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rad.

The obtained E1–E2 mixing phase angles ϕ12 don’t require any further calibration
with absolute γ-beam intensity like the other values, and are a valuable result on they
own. For completeness the study can be repeated with ϕ12 fixed on the theoretical
values and compared with the present study with ϕ12 as a free parameter. The fixing
of values may improve the GoF for the cases when the large uncertainties due to the
angular distribution approaching the limiting distribution.
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6.3 γ-beam energy–spatial position dependence
An unexpected non-symmetric dependence of γ-beam energy and spatial beam

position has been observed. The dependence is presented in the Figure 6.4, where a
two resonances of different energies are also separated in spatial position of the event
vertex in a direction transverse to the γ-beam axis. Due to the shape of the cross-section
only one experimental point (Eγ = 11.9 MeV) happened in a large valley between two
resonances where such dependence could be observed.

The observation was a novelty to the HIγS γ-beam operators [69] and to the knowl-
edge no previous experiment at HIγS was sensitive to this effect or reported it. A
dedicated experiment to thoroughly study the effect is being organized in late 2023.
The result if confirmed might be applied to improve capabilities of the collimation
system. The observed dependence does not affect the quality of other results.
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Figure 6.4: Reconstructed γ energy position dependence. A total difference of 716(88)
keV in center of mass energy ECM is observed over the entire beam width. Left: a two-
dimensional histogram of event vertex xBEAM (direction transverse to the beam axis)
and center of mass energy ECM. Right: profile plot showing the average ECM vs vertex
xBEAM dependence.

6.4 Detector capabilities
The ability to obtain even with limited size of the experimental dataset, a meaning-

ful physical results that are compatible with current knowledge is a main proof of the
capabilities of the Warsaw TPC — both as a detector and together with accompany-
ing data processing and analysis techniques — as a tool for studying nuclear reactions
included with high intensity γ-beams. This result is very important to the Warsaw
TPC collaboration given the novelty of the detector.
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Chapter 7

Outlook

Many people have suggested that a modern
digital computer should be able to recognize a
fairly complex pattern of tracks in a bubble
chamber photograph.

— P. V. C. Hough, 1959

While even with the limited number of events used in the current study it was
possible to assess the Warsaw TPC as a detector for studying photonuclear reactions
and moreover obtain results of physical importance it is worth noting the manually
reconstructed data presents only a fraction of total number of events collected during
the experiment at HIγS. It is expected the quality and precision of determination of
cross-section ratios would greatly benefit from the increase of the dataset:

• the large statistical uncertainties of E1 and E2 cross-sections ratio and fractions
due to insufficient number of entries has been a limiting factor for energies dom-
inated by the E1 component,

• higher number of entries would allow for finer subsamples selection by energy and
thus lower the energy uncertainties.

The estimation of total collected number of events based on the data reconstructed
so far is presented in Table 7.1. Given the large size of the remaining unreconstructed
dataset the manual reconstruction method seems to be unfeasible and other procedures
should be pursued.
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Table 7.1: Estimated available number of events collected during the Warsaw TPC
experiment at HIγS in 2023. The manually reconstructed data was used to estimate the
relative reaction trigger rate and fiducial cuts efficiency. Other runs measured during
the experiment with nominal γ-beam energies different than the energies of recons
are not presented. The estimated values listed are after fiducial cuts and present the
number that would be available for the analysis.

estimated total number of available % of data manually
2-prong events 3-prong events reconstructed

Eγ (MeV)
13.9 45000 10000 3.0
13.5 71000 2700 2.8
13.1 130000 1100 3.3
12.3 174000 1400 1.9
11.9 70000 2700 9.1
11.5 145000 2000 3.5
9.85 1300 1200 89.6
9.56 3000 2100 46.9
8.66 1600 300 55.9

7.1 Machine event reconstruction
Having identified the need to proceed with reconstructing all the collected experi-

mental data, a two general approaches for machine reconstruction are proposed.

7.1.1 Classical event reconstruction
The so called classical event reconstruction is based on traditional image recognition

techniques and statistical fits. The classical algorithm consists usually of the following
steps:

1. Initial line detection with Hough transformation [42, 73] or RANSAC [74] algo-
rithms. The general topology of event is determined at this point. Events can be
selected for further reconstruction using criteria such as number of tracks.

2. Bragg curve model fits of all considered physical reactions. Either the lines found
during the first step are used as the initial point of the fit or full Monte Carlo fit
is employed.

3. Event classification based on GoF criteria (such as χ2 statistics).

The initial work on the classical event reconstruction for the Warsaw TPC data
based on the algorithm used by the Icarus experiment [25] was started [20, 75, 76] but
the progress halted due to the lack of simulation framework needed in order to measure
the quality of reconstruction and identify the weak points. With the recent addition of
the simulations the works are expected to reassume.
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Figure 7.1: Classic machine event reconstruction for Warsaw TPC. The algorithm
is using a Hough transform to identify lines followed up by a Bragg-curve fit. The
algorithm is still under development as a simulation framework required to benchmark
it was added only recently (May 2023).

7.1.2 Machine learning based event reconstruction

The utilization of Machine Learning (ML) based event classification or reconstruc-
tion has been already proven by a number of nuclear or HEP experiments . Even in
the domain of TPCs the ML techniques were proven very successful [77–79]. A recent
and very prominent example of Huangkai Wu et al. [80] presents the development of
ML models and procedures for studying the 12C (γ, 3α) with the future detector fMata-
TPC. The same reaction was measured as a background during the Warsaw TPC
experiment at HIγS.

Given that the Warsaw TPC is already represented as a tensor with an interpreta-
tion as a set of 3 two-dimensional projections, the use of Convolutional Neural Network
(CNN) known for their outstanding renown for working with images is anticipated. To
take advantage of the already developed CNN models the TPC data can be expressed
as an image with the usual channels expressing RGB mapped to UVW projections.
While the mention procedures enable using the TPC with already pre-trained models,
a certain limitation is that the channels are not aligned and certain operations on the
channels dimension (such as choosing the channel with highest values for a given pixel
in image) have no clear interpretation.

Similarly to the development of the classical algorithms for the Warsaw TPC
the main obstacle was lack of simulation framework. In case of supervised ML large
datasets of labeled data are required for training of the model. Such datasets are usually
created in realistic Monte Carlo simulations. Another possibility is the utilization of a
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dataset created by experts, although a ML model trained from such dataset is prone
to inherit the quality and possible shortcomings of a human expert. Another technical
obstacle is that the framework developed for working with the Warsaw TPC data
Appendix D (due to its legacy aspects) did not anticipate the need of highly performant
data accesses and exports needed to prepare datasets required for ML models training
and evaluation.

The prospects of employing ML based reconstruction for Warsaw TPC data has
been studied by Robin Smith, Kristian C. Z. Haverson, Alex Shenfield, Sheffield Hal-
lam University [35, 81]. The Figure 7.2 presents a confusion matrix[44] of one of the
machine learning classification models trained on the manually reconstructed data. The
confusion matrix depicts the fractions of a given class that the model predicted to be
represents of other classes.
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Figure 7.2: Confusion matrix of a event classification model trained on manually re-
constructed events. The model is using an ResNet-50 [82] convolutional neural network
architecture. The confusion matrix presents estimated probability of predicting a cho-
sen class (label) given the true class (label) of the input data. Figure taken from [81].

It is also worth mentioning that the event reconstruction is not the only field in the
Warsaw TPC project that could benefit from the use of the ML techniques Other
possible applications include problems such as fast simulation framework alternative
as an alternative to the näıve toy-simulation models, waveform de-noising including
electronic cross-talks between channels, realistic noise models.
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7.2 Absolute cross-sections
While the scope of this thesis was limited to providing the initial look at the relative

cross-section of the 16O (γ, α) 12C E1 and E2 components, the experiment has been
planned to allow monitoring γ-beam rate and calibrate it to absolute beam intensity
and thus calculating the absolute cross-sections of both E1 and E2 components will be
possible.

Calculating the required beam-intensities, elapsed-times and calibrating the aux-
iliary detectors is independent task from the development of machine reconstructions
and can be accomplished in parallel.

As mentioned in Section 3.2 in part of the experimental runs a 16O (γ, p) 15N reaction
with known cross-section [36] was measured. After a dedicated study this reaction can
be used as an independent source of calibration for other reactions’ rates. The study
will required repeating the reconstruction as the offline trigger was set to treat the
16O (γ, p) 15N reaction as a background.

7.3 Continuation of the experiments
As the measurement conducted in a scope of April and August experimental cam-

paigns were successful, the proof-of-principle of Warsaw TPCfor the study of photo-
disintegration reactions was accomplished.

With the event analysis principles in place and the upcoming progress in the event
reconstruction the main obstacle remaining is the intensity of the available γ-beam.
This problem becomes even more apparent for the lower-energies as the 16O (γ, α) 12C
cross-section decrease rapidly severely limiting the number of entries that can be col-
lected.

A latter of intend was submitted requesting a continuation of the Warsaw TPC
experiments at HIγS in a lower γ-beam energy region of 8.66 and 8.46 MeV. The
problem of decreasing cross-section is planned to be addressed by requesting higher
γ-beam intensities and with longer γ-beam exposure times. Such brute-forcing the
experiments can’t continue indefinitely as the monetary costs of every new experimental
point in lower energies direction will increase.

In coming years this problem can be averted by future γ-beam system at ELI-NP
that anticipates higher γ-beam intensities and better spectral width than HIγS. An
experiment with an active target TPC with electronic readout [83] was accepted as
a Day-1 experiment at the ELI-NP.
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Chapter 8

Summary

This thesis summarizes the four years of studies with the WarsawTPC — from the
detector concept, designing the procedures and planning the experiments to analyzing
the experimental data and obtaining the first results.

The first chapter of the thesis gives the physical motivation for the studies, the nu-
clear astrophysics context, the specifics of stellar nuclear reaction and the “paramount
importance” of the 12C/16O produced during the helium burning. The ratio is regulated
by the relative rates of two reactions: 3α → 12C and 12C (α, γ) 16O. The measurement
of the 12C (α, γ) 16O cross-section at the relevant energy pose a significant problem for
the experimental technique.

To avert the problem a time reversed photodisintegration reaction 16O (γ, α) 12C can
be studies instead as the reaction cross-section can be related with the 12C (α, γ) 16O
cross-section by the detail balance principle.

To take advantage of the photodisintegration two prerequisites are required: an
access to a monochromatic γ-beam with high intensity and a detector capable of mea-
suring the low energy products of the reaction. The HIγS facility is on of a few in
a world facilities with the γ-beam of the desired parameters.

The second chapter describes the Warsaw TPC detector — an active target time
projection chamber with an electronic readout. The detector’s R&D took place at the
University of Warsaw. The detector was designed with studying photo-nuclear reactions
with the particular aim at the 16O (γ, α) 12C photodisintegration. The detector employs
a stack of three GEM foils for charge amplifications and a multilayered PCB pads
organized into three families of strips (one strip family redundant). The DAQ is based
on GET. The system is capable of external and self-triggering. A stack of three GEM
foils is used for charge amplification.

The third chapter presents the experiment with the Warsaw TPC and the γ-
beam of HIγS facility at TUNL, Durham, NC, USA. The experiment took place in two
rounds in April 2022 and August 2022. The detector was filled with CO2 at subatmo-
spheric pressure and the working points where optimized for the measurements of the
16O (γ, α) 12C reaction.

A total of 15 experimental points in a center-of-mass energy range of 1.35–6.7
MeV were investigated. The expected background consists of other (γ, α), (γ, p) (γ, n)
reactions with the naturally occurring isotopes of oxygen and carbon. The other typo of
background are α particles emitted from the detectors hull. The background reactions
can be separated from the investigated 16O (γ, α) 12C reaction. While being categorized
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as a background some of the measured reactions such as 12C (γ, 3α) stand a separate
research material on they own.

The fourth chapter describes the data preprocessing and event reconstruction al-
gorithms. The preprocessing starts at the waveform level where the FPN and baseline
corrections are applied. A channel mapping is applied to transform the electronic sig-
nals into a representation related to the physical problem. Representations of most
important classes of events for the studies were given.

With the current study a manual reconstruction algorithm was used. In this proce-
dure human experts marked the vertices and endpoints in the events. The resolution
and compatibility were investigated statistically. To lessen the load on the experts an
offline trigger is used.

The fifth chapter contains the analysis of the reconstructed data and estimation
of the beam stability. A set of data quality checks and corrections was proposed such
as calculating the beam misalignment from experimental data and verifying the drift
velocity. The fiducial cuts were defined and applied in order to removed not-fully con-
tained or corrupted events as well as events not correlated with the beam. In the next
step a correction for detector efficiency was applied.

An isotopic selection procedure basing on the length of tracks was shown. In the
next step a method of reconstruction of ion energy and establishing an energy scale
was given. The energy effective resolution of the detector for the 16O (γ, α) 12C events
and manual reconstruction method was estimated to be 67(3) keV and much smaller
than the width of the γ-beam.

The measured energy distributions of 16O (γ, α) 12C reaction selected data were
studies in order to calculate relative cross-section for sum of E1 and E2 components.
The dependence of detector response on orientation was studied and a discrepancy
between event oriented towards and against the readout plane was found.

In the next step angular distributions of the 16O (γ, α) 12C reaction events were
studied. The polarization of the γ-beam was calculated for the experimental data and
a change of linear polarization fraction between the experimental campaigns was found.
The results were in good agreement with the beam facility diagnostics.

The final part of the analysis discusses the polar angle distributions encoding the
information about E1 and E2 cross-section ratios and E1–E2 phase mixing angle. The
distributions were fitted to the energy selected experimental data and E1 and E2 cross-
section ratio and phase mixing angle were obtained. The E1–E2 phase mixing angle
was a free parameter of the fit. In a few cases the sensitivity of the fit to the cross-
section ratio was too small with used sample sizes. A size of sample required to achieve
needed sensitivity was estimated. Reconstruction of the rest of experimental material
is expected to meet the requirements.

The sixth chapter presents the most important results of the analysis. Studying the
absolute beam intensity was outside of the scope of this work and relative 16O (γ, α) 12C
cross-section of sum of the E1 and E2 was given. A qualitative comparison to the state
of the art R-matrix fit was done.

The E1, E2 cross-sections were reported in a form of fraction of E1 cross-section to
the sum of cross-sections. The fraction was compared with the theoretical prediction
and no major discrepancies were found. cross-sections of the 16O (γ, α) 12C E1, E2
components were reported.
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Finally, the obtained values of E1–E2 phase mixing angle were compared with
the theoretical prediction based on the scattering data. In literature the relationship
between the E1–E2 phase mixing angle and the scattering was put into question, but
no discrepancies were found at the studied effective energies.

An unexpected result was the first observation of dependence between spatial posi-
tion and energy of the γ-beam at HIγS. To the knowledge no previous experiments and
detectors used at HIγS were able to measure this dependence. A follow up experiment
to investigate the observation is planned.

The seventh chapter gives an outlook into the future developments with the War-
saw TPC and ongoing work. To proceed with the study a machine based event recon-
struction should be utilized instead of the currently used manual reconstruction. Two
general notion of machine based reconstruction are possible: a reconstruction based on
a classical algorithms such as Hough line detection followed up by a ionization along
the track fit, or a reconstruction based on the machine learning. As a parallel effort
the beam intensity measurements collected during the experiment can be studied and
calibrated in order to calculate absolute cross-sections for both E1 and E2 components.

The capabilities of Warsaw TPC as a tool for studying γ-beam induced reactions
were proven and a latter of intent to continue the experimental program at HIγS in a
lower energy range was submitted.

The results in a form of E1–E2 phase mixing angle and relative cross-sections after
further refinement can enrich the experimental knowledge on the 12C (α, γ) 16O reac-
tion. Moreover the data processing, reconstruction and analysis methods and workflows
presented in this work can be either used or be a reference point for other analyses of
the Warsaw TPC data.
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Appendix A

Kinematics of photodisintegration
of oxygen

The photodisintegration of oxygen O (γ, α) C can be understood as a two-body
production of excited oxygen from a γ-particle and oxygen, followed by a two-decay of
the excited oxygen to an α-particle and carbon:

γ + O → O∗ → α + C (A.1)
In order not to loose the generality the relativistic formulas are provided and subrela-
tivistic limits are given when useful.

The relativistic relations for the total energy and kinetic energy are used. The rela-
tions hold in any reference frame and each particle since the omission of the reference
frame index and usage of i index for the particle. A standard units system is used with
the speed of light c.

Particle energy E expressed with the momentum p and its invariant mass m:

E2
i = (pic)

2 +
(
mic

2
)2

(A.2)

Energy E expressed as a sum of kinetic energy T and invariant mass m:

Ei = Ti +mic
2 (A.3)

By transforming Equations A.2 and A.3 relations between kinetic energy T and
momentum p can be found:

|pi| =
√
Ti (Ti + 2mic2) (A.4)

Ti =
√

(pic)
2 + (mic2)2 −mic

2 (A.5)
The following formulas can be adapted for other photodisintegration reaction to

two products such as 12C (γ, α) 8Be, 2H (γ, n) p, etc.
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A.1 Center of Mass reference frame

Figure A.1: Center of Mass reference frame.

The total momentum vanishes in the Center of Mass (CM) reference frame (Figure
A.1):

pCM
γ + pCM

O = 0 (A.6)
Similarly for the reaction products:

pCM
α + pCM

C = 0 (A.7)

The total energy in CM
√
s corresponds to the mass of excited oxygen:
√
s = ECM

γ + ECM
O = ECM

α + ECM
C (A.8)

Solve to obtain the product momentum:

|pCM
α | = |pCM

C | = 1
2
√
s

√
s− (mαc2 −mCc2)2

√
s− (mαc2 +mCc2)2 (A.9)

Similarly for the substrates:

|pCM
γ | = |pCM

O | = s−m2
Oc

4

2
√
s

(A.10)

Excitation energy of oxygen ECM
x is related to the total energy by:

ECM
x =

√
s−mOc

2 (A.11)

A Q-value (Q) is defined as the difference of masses between the substrates and products
of a reaction:

Q = (mO −mα −mC) c2 (A.12)
Note the Q-value is a constant since it depends only on masses of the reagents not on
their energies. The value for the 16O (γ, α) 12C reaction is:

Q16O(γ,α)12C = −7.162 MeV (A.13)

The Q-value can be also expressed with the kinetic energies:

Q = TCM
α + TCM

C − ECM
γ − TCM

O (A.14)
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The nuclear physics community often uses a values named Center of Mass Energy ECM
[1]:

ECM = TCM
α + TCM

C = Q+ ECM
x (A.15)

The used Center of Mass Energy ECM is different than the center-of-mass or invariant
mass known from general relativity

√
s.

A.2 Laboratory reference frame

Figure A.2: Laboratory reference frame (target rest frame).

The laboratory reference frame (LAB) also called the target rest frame is define as
a reference frame where the target (oxygen) is at rest (Figure A.2):

pLAB
O = 0 (A.16)

The relative speed between LAB and CM is given by:

β =
ELAB

γ

ELAB
γ +mO

(A.17)

The Lorentz factor associated with the relative speed between the reference frames:

γ = 1√
1 − β2 (A.18)

The ELAB
γ can be expressed using other energies in LAB:

ELAB
γ = ELAB

α + ELAB
C −mOc

2 (A.19)

A Lorentz boost can be applied to transform vectors between the reference frames.
For any particle when θ is the angle between the particle momentum and the boost
direction: 

ECM

pCM cos
(
θCM

)
pCM sin

(
θCM

)
 =

γ −β 0
β γ 0
0 0 1




ELAB

pLAB cos
(
θLAB

)
pLAB sin

(
θLAB

)
 (A.20)
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The boost Equation A.20 can be used to associate the γ-beam in the CM ECM
γ is

with the energy γ-beam in the LAB ELAB
γ with the following formula:

ECM
γ = ELAB

γ

√
1 − β

1 + β
= ELAB

γ

√
mO

2ELAB
γ +mO

(A.21)

Another implication of the A.20 is the transformation of the θ angle:

θLAB = arctan
 sin

(
θCM

)
γ
(
cos (θCM) + βECM

pCM

)
 (A.22)

Due to conservation principles the opening angle ϑCM(angle between two particles) of
products is CM is always equal 180◦. The opening angle in LAB ϑLAB is smaller than
the 180◦.

The Figure A.3 presents the transformations of chosen variables depending on the
θCM for the products of 16O (γ, α) 12C.

A.3 Useful relations
The kinetic energies of products in CM can be related by the energy-momentum

conservation law:

TCM
C =

√
TCM

α (TCM
α + 2mαc2) + (mCc2)2 −mCc

2 (A.23)

with a subrelativistic limit:

lim
Tα≪mαc2

TCM
C = TCM

α

mα

mC
(A.24)

The Center of Mass Energy can be expressed with the γ-beam energy in LAB:

ECM =
√
mOc2

(
2ELAB

γ +mOc2
)

−mαc
2 −mCc

2 (A.25)

with a subrelativistic limit:

lim
ELAB

γ ≪mOc2
ECM = ELAB

γ +Q (A.26)

The reverse relation of the γ-beam energy in LAB with the Center of Mass Energy
takes the following form:

ELAB
γ = (ECM +mαc

2 +mCc
2)2 − (mOc

2)2

2mOc2 (A.27)

with a subrelativistic limit:

lim
ECM≪mOc2

ELAB
γ = ECM −Q (A.28)
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Figure A.3: CM to LAB transformation
of 16O (γ, α) 12C products for example en-
ergy ECM = 4.3MeV (ELAB

γ = 11.5 MeV).
Top: angle transformation. The angle in
LAB is a convex function of the angle in
CM.
Center: Kinetic energy transformation. A
fixed value of kinetic energy in the CM is
shifted to higher or smaller values during
the transformation to the LAB reference
frame depending on the θCM.
Bottom: opening angle (angle between
the particles) transformation. The open-
ing angle in CM equals 180◦. The opening
angle in LAB depends on the θCM and is
smaller than the 180◦ except for θCM = 0◦

and θCM = 180◦.
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Appendix B

Coordinate system

In the scope of Warsaw TPC three coordinate systems are considered:

1. UVW coordinate system — associated with the segmentation of readout with
strip structures.

2. DET coordinate system — associated with the coordinates used during the cham-
ber design.

3. BEAM coordinate system — associated with the γ-beam and reflecting the reac-
tion kinematics.

B.1 DET and BEAM coordinate systems

B.1.1 Definition

DETector coordinates BEAM coordinates

readout plane

to cathode
(floor)

Figure B.1: DET and BEAM coordinate systems. Left: DET coordinate system asso-
ciated with detector coordinates. The xDET and yDET are to the readout plane, while
zDET is along the drift direction and points towards readout (geographically up). Right:
BEAM coordinate system associated with γ-beam coordinates. The nominal direction
of γ-beam (zBEAM) corresponds to −xDET.

The DET coordinate system is inherited from the chamber design. The planar
coordinates xDET and yDET are parallel to the readout plane, while the zDET coordinate
is perpendicular and directed towards the readout (along the drift direction).
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The BEAM coordinate system is a natural system to describe the physical phenom-
ena as it is dictated by the orientation of beam. The zBEAM coordinates is along the
direction of the γ BEAM, while xBEAM and yBEAM are perpendicular to it.

The DET and BEAM coordinate systems are depicted in the Figure B.1. Both of
the system are naturally related by the position of γ-beam relative to the detector.

The Cartesian DET system defines an associated DET polar coordinate system
with the following formula:

xDET = r cos (φDET) sin (θDET)
yDET = r sin (φDET) sin (θDET)
zDET = r cos (θDET)

(B.1)

Similarly a BEAM polar coordinate system can be associated with the Cartesian
BEAM coordinate system:

xBEAM = r cos (φBEAM) sin (θBEAM)
yBEAM = r sin (φBEAM) sin (θBEAM)
zBEAM = r cos (θBEAM)

(B.2)

B.1.2 Transformation
Assuming the nominal γ-beam direction of −xDET the transformation between the

system can be expressed with:xy
z


BEAM

= Anominal

xy
z


DET

=

 0 −1 0
0 0 1

−1 0 0


xy
z


DET

(B.3)

The transformation matrix is nonsingular and the transformation is invertible. For
convenience the transformation can be expressed as a rotation R with Euler angles
[84]: 

ϕ = π
2

θ = −π
2

ψ = 0
(B.4)

Anominal = R (ϕ, θ, ψ) (B.5)
A chamber misalignment (Section 5.1.3) can be taken into account by providing a

beam tilt correction to the transformation. The Figure B.2 depicts a parametrization
of the beam tilt with slope α and offset r. The beam normal offset ξ can be expressed
with offset r:

ξ =

−r sin (arctan (α))
r cos (arctan (α))

0


DET

(B.6)
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r

(0,0)

nominal beam
real beam

Figure B.2: Beam tilt correction. The real beam is tilted with slope α and offset r with
respect to the nominal beam. A beam normal offset ξ can be calculated as a projection
of origin of coordinate system on the real beam. The beam tilt presented on the plot
is exaggerated on purpose, the real beam expected in experimental data should follow
the nominal direction with only a small correction.

For practical reasons the corrected transformation between DET and BEAM coor-
dinate systems is factorized as a translation T by beam normal offset ξ followed by
nominal rotation Anominal and rotation R by beam slope α (expressed in the following
formula with the Euler angles):xy

z


BEAM

= R
(
π

2 , arctanα, π2

)
AnominalT (ξ) ·

xy
z


DET

(B.7)

B.2 UVW coordinate system

B.2.1 Definition
A UVW coordinate system is associated with the readout strips. The coordinates

u, v, v are used to describe position in readout plane and corresponds to the projection
of a point on U, V, W strip directions. The U strip direction is parallel to the beam
direction, while the V and W are tilted under −120◦ and −60◦ respectively. The t
coordinate corresponds to the position along the drift direction and comes from the
sampling of electronic signal. The UVW coordiante system is presented in the Figure
B.3

Note the coordinates of this system are not orthogonal and the system is described
with 4 coordinates (one redundant planar coordinate).
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t

u

w

v

U1 U2 U3

V1 V2
V3

W1
W2

W3

Figure B.3: UVW coordinate system. The three planar coordinates u, v, w corresponds
to the projections of a given point on the readout strip directions U, V ,W, while the
vertical coordinate is measured in DAQ electronics time bins along the drift direction
(perpendicular to the readout plane all).

B.2.2 Transformation
Assuming a drift velocity vd a transformation from DET to UVW coordinate system

can be expressed with the following formula:


u
v
w
t

 =


cos (0) sin (0) 0

cos
(
−2π

3

)
sin

(
−2π

3

)
0

cos
(
−π

3

)
sin

(
−π

3

)
0

0 0 1
vd


xy
z


DET

(B.8)

The angles appearing in this formula are fixed and related to the directions of the read-
out strips. The UVW has redundant coordinates the transformation is non-invertible.
Since the natural notion during the data reconstruction is to measure positions in UVW
related to the readout and transform to DET coordinate system, a few approaches has
been proposed:

• pseudoinverse - a generalization of inversionn for non-square matrix such as
Moore-Penrose inverse can be used. While well known and defined, assumes all
the coordinates in UVW are equally weighted which may not be strictly ful-
filled given the coordinates are determined with finite and potentially different
precision from the experimental data.

• reduced system inverse - by removing one of the u, v, w coordinates a non-
redundant, invertible system can be obtained. Usually a coordinate obtained with
the lowest precision or from degenerated data is chosen to be removed. Given the
redundancy the removed coordinate can be later reobtained from the remaining
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coordinates in self-consistent manner. For instance, an inversion using only u and
v coordinates yields:

xy
z


DET

=


cos (0) sin (0) 0

cos
(
−2π

3

)
sin

(
−2π

3

)
0

0 0 1
vd


−1uv

t

 (B.9)

• Monte Carlo fit - a minimization procedure is used to fit inverse UVW to DET
relation. Accommodation for different weighting of coordinates is possible.

B.3 Reference frames
In scope of this work two reference frames are used:

• LAB reference frame — associated with laboratory. Also target rest frame.

• CM reference frame — center-of-mass frame. A reference frame with zero total
momentum, natural to describe physical phenomena such as nuclear reactions.

These frames are the same as presented in Appendix A, but this time they relationship
and practical relisation will be discussed.

The reference frames are related by a Lorentz boost with β (formula for transfor-
mation from LAB to CM, the opposite sign for the other direction):

β = −βezBEAM (B.10)

The relative speed β is given by the formula A.17.
Depending on the problem, but very often in this work the coordinate system

and reference frame are associated together into two pairs, namely (DET coordinate
system, LAB reference frame) or (BEAM coordinate system, CM reference frame) as
they appear to be best suited to describe detector and reaction related phenomena
respectively.

In principle the γ-beam energy ELAB
γ used in the formula A.17 can be expressed in

two ways:

1. Nominal energy of the γ-beam ray. The same value is used for all the events and
disregarding the beam energy spectrum width.

2. Energy of the γ beam reconstructed from measured data using the equation A.19.
The value is established per event basis.

In practice, for light nuclei such as 12,13C or 16,17,18O and γ-beam energy in range
8–14 MeV with resolution ∼1 MeV, and assuming the energy reconstruction pessimisti-
cally of 1 MeV, the differences in boost obtained with both methods are negligible ( β
difference of order 1�) as the whole problem operates in classical regime.

A certain advantage of using the nominal γ-beam energy is that the value does not
relay on the reconstruction of ion energies and can be established independently from
them. As such this method has been used in the current analysis for the Lorentz boost
transformation between the LAB and the CM reference frames.
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Appendix C

Detector Control System

The design of DCS for the Warsaw TPC was started as apart of the MSc thesis
[20]. The concept was later refined and the functional implementation [85] was used
during the experiments with the experiments with Warsaw TPC.

The DCS also known as a slow-control is a Supervisory Control And Data Acqui-
sition (SCADA) [86] adapted for the needs of the physical experiments. The system
acts as am interface for all the sensors, controllers and other experimental equipment
accompanying the detector. The basic, most common need for implementing such sys-
tem is the requirement of providing an online, remote access to the experimental setup
during the experiments, when the physical attendance at the experiment hall is prohib-
ited due to safety reasons such as radiation safety. In such cases usually the operators
stand is moved to a separate Control room from which the experiment is conducted.
The scheme of such situation is depicted in the Figure C.1.

Experimental hall
Experimental
equipment

Control room

Detector DAQ

Operator

DCS

Figure C.1: DCS scheme

While the remote the access is an important feature for some of the experiments
the system provides also other important functionalities on its own:

• monitoring - a semi-real access to the states of the devices can be provided to
inspect the current status of the setup,
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• controlling - besides reading the states of the devices the system may enable mod-
ifying their states by sending commands and request such changing the output
voltage,

• state restriction - the system may implement a state machine model and restrict
the set of available commands depending on the current state of the setup,

• alarming - a logical function can be performed on the monitor data and an alarm
can be issued if predetermined conditions are not met,

• access control - restricting the functionalities to available groups of users with
different levels of privileges such as users such as viewer, run operator, engineer,
administrator,

• logging - keeping track of all the activities done in the scope of system,

• archiving - storing historical data for later reference and offline access,

• automation - a tedious and error prone set of consecutive actions can be auto-
mated into high level routines, such as pre-configuring the devices or a multi-step
operation of brining up the detector.

C.1 DCS structure

Figure C.2: Diagram of the DCS structure. The DCS servers control the communication
with the hardware and store the records in a database. The database is connected to
a dashboarding service that allows monitoring historical data. A client application can
connect to the server to monitor or request a change of the state of the hardware
through server.
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The DCS dedicated for Warsaw TPC follows a client-server model. A scheme
of the system structure is presented in the Figure C.2. In this model the server is
responsible for all the direct communication with the devices (state polling, sending
commands) and applying logical functions (alarms, high level routines).

A client can subscribe to a server updates of selected states and request a command
to be issued or higher level routine to be performed. In such model the user cannot
directly tamper with the equipment as its hidden behind the server. The server manages
also its activity logging and archiving the measurement to an external Database (DB)
that can be accessed by the users in order examine the historical information.

C.2 Middleware
During the design phase of the DCS for Warsaw TPC several possible technologies

for the server-client middleware were investigated. The two most commonly found
frameworks among HEP community are Tango Controls [87] and EPICS [88] were
considered among others and several drawbacks were found such as:

• relatively high entry barrier,

• outdated or unavailable documentation and developer guides (EPICS),

• feature bloat - both the system were designed to handle setups much more com-
plex than the Warsaw TPC.

As an alternative a newer industrial open standard OPC UA [89] was chosen. Even
tough being originating from industry the standard has been embraced already by some
parts of the HEP community and found its use both in CERN infrastructure [90] and
experiments like ATLAS [91]. The usage of this framework when compared to EPIC
or Tango Controls allows the system to better reflects the current needs of Warsaw
TPCwithout the need to implementing the features that unused and minimizing the
probability that the backing middleware will become abandoned in the near future.

The standard is actively developed and available on many platforms and operat-
ing systems, the APIs are provided for multiple programming languages. For instance
clients written in Python or Java can communicate without issues with a server written
in C.

The OPC UA stack used by the DCS is the open62541 [92] — an open source C99
implementation certified by the OPC Foundation. The same implementation is used
by the CERN quasar [93].

C.3 User interface
The DCS designed for Warsaw TPCincludes a Graphical User Interface (GUI)

client application aimed to be a run operator interface and a (Human-Machine-Interface
HMI) for the experimental equipment and sensors. The interface implements a separate
display for each device where the current measurements and states are displayed. An
example window for a HV controller is presented in the Figure C.3.
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Figure C.3: DCS GUI client application. Operator can monitor and control the state of
all the devices in experimental setup from native graphical windows. Example window
for high voltage module is presented. The operator can among other options monitor
the voltages and amplitudes of each channel as well as turn on or off outputs or set the
voltages.

For compliance and debugging the server has been accessed and tested with an
independent generic client UaExpert [94]. The dedicated operator interface graphical
elements are based on the popular Qt library [95]. Note that thanks to the usage of
client-server model the client can be run natively on a separate platform than the server
application.
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C.4 Historical data

Figure C.4: Example Grafana [96] dashboard. Historical measurement data is stored
in a time series database and presented using Grafana dashboarding service for later
reference. The example shows historical record of stabilizing pressure after changing
detector configuration.

The ability to monitor the statuses on-line in semi-real time is only one of the desired
accesses to the data. The possibility to retrieve and check the historical statuses of the
system becomes essential during debugging the system, assessing its stability and acts
as a reference for offline physics analysis.

The DCS takes advantage of the “Data historizing” feature of the OPC UA speci-
fication, that allows the server to collect the variables and store them in a given DB.

The proof-of-concept version of the DCS for Warsaw TPC used SQLite [97] a
relational DB based on SQL, but the for the next iteration of the system it was decided
that a time-based DB is a preferred choice over a relation database as the data on which
the system operates has a natural representation as time series a time-based and gives
more flexibility.

Finally the InfluxDB [98] was decided to be used with the system. Other alternatives
were consider with the strongest contester being Prometheus [99], but were rejected
given the higher popularity of InfluxDB [100].

A very important aspect of historical access is providing interfaces for accessing the
DB in effective and efficient ways. A very popular choice for monitoring interface are so
called dashboarding services that with no-code configuration allows for displaying and
organizing a vast amount of graph, plots and tables constructed from the data stored
in a DB.

The dashboarding system of choice for the DCS is Grafana [96]. An example dash-
board for monitoring the pressure in Warsaw TPC is presented in the Figure C.4.
The InfluxDB and Grafana is a very popular stack that has been used not only in an
industry but also in a great number of scientific applications such as [101, 102].
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C.5 Experimental equipment and sensors
The DCS has been successfully applied and operates currently two setups at the

University of Warsaw:

1. Warsaw TPC experimental setup.

2. Low-pressure test-bench circular detector [17].

The system has been used not only during the laboratory tests with the detectors but
has been already used in full-scale physical experiments ([21, 58]).

Regardless of the additional features of the system its the most crucial component
is support for the equipment. The DCS supports a number of devices from a range of
system:

• Low Voltage (LV) system — LV Power Supply Unit (PSU)s, Power Distribution
Units (PDU),

• HV system — HV PSUs,

• vacuum system — Proportional-Integral-Derivative (PID) controllers, gas-flow
controllers, vacuum gauges, transducers,

• environmental sensors — temperature sensors, pressure gauges,

with a possibility to add new systems and devices as needed. A non-exhaustive list of
supported equipment being use in laboratory test and the experiments is presented in
Table C.1.
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Table C.1: Experimental equipment used with the DCS. The devices are divided into
three subsystems: low volt-age power supply units, high voltage power supply units
and vacuum equipment.

Device Vendor Role Remote Control
Interfaces Image

DT1415ET CAEN [103] 8 channel
HV PSU

Ethernet,
USB

DT1470ET CAEN 4 channel
HV PSU

Ethernet,
USB

N1471 CAEN 4 channel
HV PSU USB, RS-232

HMP2020 Rohde &
Schwartz [104]

2 channel
LV PSU

Ethernet,
RS-232/USB,

GPIB

HMP4040 Rohde &
Schwartz

4 channel
LV PSU

Ethernet,
RS-232/USB,

GPIB
946 Vacuum

System
Controller

MKS
Instruments

[105]
PID controller RS-232

910 DualTransTM

MicroPiraniTM
MKS

Instruments
Vacuum
gauge RS-232

TPG 362 Pfeiffer-
Vacuum [106]

Vacuum
gauge RS-485, USB
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C.6 Interlock
An interlock is a safety feature that couples the state of two devices in order to pre-

vent occurrences of undesired or hazardous global state. The interlocks are important
part of any hardware control system. In general two types of interlock implementation
are considered.

C.6.1 Hardware interlock
The hardware interlock relays on the capabilities built-in in the equipment by its

vendors. While the naming depends on the vendor two general capabilities are consid-
ered:

1. Relay - a sensor with this capability can be set with a threshold. Depending on
the setting when the measured value is either above or below the threshold the
device will provide different analog output. Example device with such capability
is a MKS 910 vacuum gauge that after measuring a pressure above set threshold
will change the voltage at its relay output.

2. Interlock - a device with this capability will turn off and lock its outputs depend-
ing on the state that of its interlock input. Example device with this mechanism
is a DT1415ET HV PSU that depending on the voltage at its interlock input will
enter kill state and terminate its HV outlets.

Those basic capabilities can be extended with some additional behaviors such as relay
with hysteresis that is more robust against fluctuations or locking interlock that will
remain in terminate mode until the state is acknowledged and reset.

Given the features of relays and interlocks it is natural to create large systems
of many devices fused with relays. The Warsaw TPC setup employs such interlock
system to terminate the HV outlet connected to the chamber if the pressure inside
the chamber crosses operational range. The main purpose of this system is to increase
detectors safety by avoiding sparking and breakdowns.

C.6.2 Software interlock
In cases when the vendor did not provide a device with any interlocking capabilities,

such mechanism can be simulated by software. The disadvantages of this is approach
are that the speed of reaction is limited by sampling the state of the devices by the
monitoring system. The other disadvantages is that such system requires constant
connection to the software system and does not provide any form of safety if that
system goes offline.

The clear advantage of this approach is that relay-interlock pair can be built using
any variables and actions existing in the system and can be easily extended for more
complicated series of operations or even created programmatically.

A software interlock has been used in the Warsaw TPC setup to provide extra
level of safety and prevent overfilling of the chamber by coupling the measured pressure
in the chamber with controlling the gas flow of mass flow controller operated from PID
controller.
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C.7 Software project
The DCS as a software project is written in C++ with elements of C, Python and

shell script. It uses the popular build system generator CMake. The project has two
main dependencies:

1. Qt5 [95] for GUI part of the project.

2. open62541 [92] for middleware part of the project.

The project follows Semantic Versioning (SemVer) [107] based release cycle and uses
Git [108] as Version Control System (VSC). A public MIT licensed mirror [85] of the
software repository is available. The package includes both server and client applica-
tions as well as a software library. The software is distributed for x86 architectures in
form of source code, deb packages or Open Container Initiative (OCI) containers (such
as docker [109]). The projects implements the Continuous Integration/Continuous De-
livery (CI/CD) practices via Gitlab Pipelines.

C.8 3rd party bug fixes
During programming communication with the DT1415ET module by CAEN [103],

a few inconsistencies between firmware 1.10 and documentation rev. 7 of the module
were discovered and reported back to the vendor.caen
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Appendix D

TPCReco

To err is human, but to really foul things up
you need a computer.

— Paul R. Ehrlich

TPCReco is a software suite developed specifically for the Warsaw TPC. The wide
range of this project covers:

• event viewer,

• event reconstruction with manual procedure and preliminary attempts at batch
reconstruction [75, 76],

• general data analysis and data quality analysis,

• recent addition (May 2023) of the Monte Carlo simulations with fast-toy simula-
tion or Geant4 [57].

The suite is based on ROOT [63] and GET [27] software. For user convenience the
GUI application for online event preview as well as offline data viewer and manual
reconstruction tool are provided. The Figure D.1 presents a screenshot from manual
event reconstruction with the GUI application.

The suite comes with a collection of utility scripts for common workflows with
Warsaw TPC data. As such the project is mostly written in C++ language with
some minor elements written in Python or shell script.

The project evolved from a collection of legacy ROOT macros. After refactoring
which aimed to bring the project closer to a standard development practices, the
project’s core is standard C++14 and using CMake [110] as a build generator system.
A small but growing suit of tests with GTest framework [111] has also been added. The
project is using Git [108] for VSC and follows a release cycle which make it transparent
to track and audit.

The software is developed and deployed using both the OCI containers (such as
docker [109]) and Apptainer (previous name Singularity) [112, 113]. Thanks to the
use of container technology the software is equally accessible for the main DAQ server
during the experimental run, High-Performance Computing (HPC) environment for
eventual batch reconstruction and also on individual researches computers.
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Figure D.1: TPCReco GUI application for online event preview, offline viewer and
manual reconstruction. A manual fit to a 2-prong event is displayed.

While the TPCReco provides a general data analysis utilities, its libraries can also
be used as a dependencies for ROOT or CMake based user analysis. Alternatively
the output data formats produced by TPCReco can be converted with uproot [52] to
typical Python formats when working with higher level language is expected to be more
convenient (the user analysis described in Chapter 5 follows this path).
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