ID computing
Poland

Polish Particle Physics Symposium, Warszawa, 21.04.2008
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ing needs of LHC
periments

Muon Detectors Electromagnetic Calorimeters

Y Forward Calorimeters

End Cap Toroid
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Inner Detector

Barrel Toroid Shielding

Hadronic Calorimeters
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Challenges of LHC experiments

¢ High radiation (radiation resistance)

¢ Complex events (high granularity of detectors, long
processing time)

¢ Very rare events (preselection)

4 Huge volume of data (registration, storage)

4 World-wide access to the data (networking)

4 Large, distributed collaborations (coordination)

¢ Long-lasting experiments (documentation)

Particle Physics Symposium, Warszawa, 21.04.2008
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Data
preselection in
real time

- many different
physics
processes

- several levels
of filtering

- high efficiency
for events of
interest

- total reduction
factor of about
107

Michal Turala

LHC data preselection




Data rate of LHC experiments

Rate RAW ESD AOD Monte Monte
Reco Carlo Carlo
[HZz] [MB] [MB] [kB] [MB/evt] %o of real

For LHC computing, 100M SpecInt2000 |
or 100K of 36Hz Pen’rlum 4 ar'e neededl

- ATLAS 200 100

For data s‘l'or'age, 20 Peta By'l'es or
100K of disks/tapes per year is needed!

First data in 2008
107 seconds/year pp from 2009 on > ~10° events/experiment
106 seconds/year heavy ion

Michal Turala




HEP networking needs

ICFA Network Task Force (1998):
required network bandwidth (Mbps)

1998 2000 2005
BW Utilized Per Physicist 005 -025]| 0.2-2 0.8-10
(and Peak BW Used) (0.5 -2) (2-10) (10 -100)
BW Utilized by a University

Group 0.25-10 1.5-45 34 - 622

BW to a Home Laboratory Or

Regional Center 1.5-45 34 -155 | 622 - 5000

BW to a Central Laboratory

Housing Major Experiments | S+~ 192 |155-6222500 - 10000

BW on a Transoceanic Link 1.5-20 34 -155 622 - 5000




LHC computing model 1998

100-200 MBytes/s

Tier 0
2.5 - 10 Gbits

Physics cache

SRR Particle Physics Symposium, Warszawa, 21.04.2008




LCG-TDR=-001
CERN-LHCC-2005-024

=" LHC Computing Grid

Technical Design Report

Editor: Jiirgen Knobloch

#§=

www.cern.ch/lcg

Polish Particle Physics Symposium, Warszawa, 21.04.2008




LHC Grid computing model

The LCG project was launched in
2002, with a goal to demonstrate
the walablllty of such concept

: 1 \\FermiLab / _——— 0k 3 \
The Memorandum of Understanding

[to build World-wide LHC Computing
gGrid has been prepared and signed

by almost all countries/ agencies
participating in the LHC program
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National Reasearch Networks (NRENs) at Tier-1s:

Required networking

Tier-2s and Tier-1s are
inter-connected by the general
purpose research networks

Any Tier-2 may
access data at
any Tier-1

For Tier-2s

e.g. Polish Tier2




LHC computing needs

Summary of Computing Resource Requirements
All experiments - 2008

From LCG TDR - June 2005

CERN  All Tier-1s  All Tier-2s Total
CPU (MSPECint2000s) 25 56 61 142
Disk (PetaBytes) 7 31 19 57
Tape (PetaBytes) 18 35 53

CPU Disk Tape

18% 12%
All Tier-2s

33% o
Al Tier-2s ° 34%

43%

Al Tier-1s
Al Tier-1s 66%

All Tier-1s
39%

55%




Sy

I.Lce. Grid activity
2000000 -
Jobs per month - total

7000000 -

B LHCb — -
6000000 - o CMS
5000000 LSS

m ALICE
4000000 -
3000000 -

2000000

1000000

¢ These workloads (reported across all WLCG centres) are at
the level anticipated for 2008 data taking

from |. Bird, April 2008

Particle Physics Symposium, Warszawa, 21.04.2008
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CP usage

CPU Usage Jan-Feb 2008

CERN: 11%

m CERN

m BNL

m TRIUMF

W FNAL

B FZK-GRIDKA
m CNAF

® CC-IN2P3
Tier 2: 54% m RAL

Tier 1: 35% = ASGC
= PIC

= NDGF
= NL-T1

[ Tier 2

~ 90% of CPU Usage is external to CERN

(not all external resources taken into account) from . Bird, April 2008

Particle Physics Symposium, Warszawa, 21.04.2008
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Tier2 sites — recent usage

B RU-RDIG

Tier 2 federation use B FR IN2P3 CC T2

m [T-CMS-federation
H US-MWT2

B UK-NorthGrid

B T2 _US Wisconsin
N USSWT2

B UK-London-Tier2

¥ FR-GRIF

m US-AGLT2

N FR-IN2P3-LPC

B T2 US Nebraska

® PLTIER2-WILCG €&——
H RO-LCG

B US-WT2

N JP-Tokyo-ATLAS-T2
ETZ2 US MIT

N ES-ATLAS-T2

B IT-ATLAS federation
N FR-IN2P3-SUBATECH
W [T-ALICE-federation
B T? IS Florida

E T2 US Purdue

from |. Bird, April 2008
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CERN data export

Michal Turala

Averaged Throughput on 22702708
YO0—wise Data Transfer From All Sites To All Sites
2000
2000
-
= flice
£ Akl
= 1500 8%
- CMS
= LHCk
& 1000 OTHERS
E COMpass
[
(=)
faluls]
© ol 02 03 od 05 05 0OF 05 03 1o 11 12 13 14 15 186 17 18 19 20 21 Z2 23
Tine {GHT?} GRIDOWIEW
Averaged Througzhput From 040208 To 11704508
YO0—wise Data Transfer From All Sites To All Sites
2000 —
- [
EW 1500 B
m - .
&3 [ W Alice
- B O Atlas
E_ 1000 = O CHs
%-“ [ B LHCh
E 3 O OTHER=
£ hod |-
=
o - S = — I ) ) I S O
oy M Ly Py P, PR, P, P M “L-.h":.h"’:l.h’b ﬁﬁﬁ‘%ﬁ‘%ﬁ"’:ﬁ‘% .h“j.h’b.h“:,h‘b,hﬁ ﬁﬁﬁﬁﬁ‘bﬁhﬁhﬁhﬁhﬁh
R OO A A N A I M i S S S AN
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from |. Bird, Apr. 2008




Reliability

Site Reliability
CERN + Tier 1s

100%
i I aE.

80% ~ N\

60%

40%

20%

0% T T T 11T 1T 17T 17 1T "1 T T T T T T"T1
(XN = e R e B W B o T e T B Bl B P el b T B B i e T T e = L)
TIIIIFIFIFIFIPIIIIIRY
=l - To = R - e R T = o R T A ] £
S ST Ys2dzafirsS=399a0x0

TV O zZzaoa-"wZzIds = Twnmw D =2o= <
Average Average - 8 best sites = = = Target

100%
80%
60%
40%
20%

0%

Tier 2 Reliability

0(-' %0 Q'z‘(; \’b{\ &%ﬂq

Average

SN

b
® “&r D’

Top 50%

Top 20%

In February 2008 All Tier 1 and 100 Tier 2 sites reported reliabilities

Michal Turala

from |. Bird, Apr. 2008

Particle Physics Symposium, Warszawa, 21.04.2008




gl

Rump-up needed before LHC start

25

20

15

MSIZK

10

CERN - CPU Installed

Michal Turala

PetaBytes

Tier-1s - Disk Installed

MSI2K

Tier-2s - CPU Usage
Ramp-Up

30

25 ﬂ

20 /

g 37X/
/

10 7

0 I T

Jul-07

[5]

Mov-07 Mar-08

Tier-1s - CPU Installed
a5 -
a0
35
f 30
L
< 20
15
10
5
0
&pb
o
CERN - Disk Installed
a5 250
4.0 -
35 | f_ 200 -
zz | 2.3X/ _E:_.;. 15.0
2.0 4 E
1 I E 10.0
1.0 al 5.0 -
05 - -
0.0 - 0.0
Lﬁqpb \é\ﬁ\ @""’\I\ LPQI\ \*"‘& squb \""‘SS\ \\*5\9
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from L. Robertson
Oct. 2007
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| NFRASTRUCTURE FOR e-SCILENCE

‘ PIONIER
; \. OLSZTYN BASNE 4 Mb/s 4Q2080

//d
o g — 7BI LYST
GEANT210+10Gb/s S\ OB Ll »

% “ ‘ 2 x 10 Gb/s
DFN 2x10 Gb/s " 4 NN\ ) 8
— 2

GEANT2/Internet = WARSZAWA N CBDF 10Gb/s

7,5 Gb/s y " T (20

Internet 2,5 Gb/s
CBDF 10Gb/s
(12)

J:’ﬁ=gim

KRAKOW

BIELSKO-BIALA

CESNET, SANET 10 Gb/s




Polish participation in networking and grid projects

PELLUCID

W "m}{:#
i GRIDSTART
CragsEE=c| I euchiriagrid
EURSGRID BIBGRID Enabling Grids @ K-W¥ Grid

for E-sciencE
= i,

PIONIER, Cross6rid and EGEE were essential for
the development of Polish WLCG infrastructure

| Michal Turala Symposium LHC, Warszawa, 21.04.2008




- ACC Cyfronet AGH in LCG-1

| BN
Sept. 2003: Sites taking part in the initial LCG service (red dots)
qnall Test clusters

at 14 institutions;
Grid middleware package
(mainly parts of EDG and VDT)
= a global Grid testbed

from K-P. Mickel
at CGWO03

This was the very first really running global computing and
data Grid, which covered participants on three continents




Networking and computational infrastructure of
Polish Tier2 for WLOG

10 Gbps " S

| | Ghps :x:
| a’ Poznafi §

-~

PoznanGW
— /LAN 2011

& DWDM system
= 4

E Project's servers

Border router
PIONIER network switch

Michal Turala Particle Physics Symposium, Warszawa, 21.04.2008




Polish infrastructure for WLOG

ACK Cyfronet AGH — Tier2 PCSS Poznan Tier2
for LCG: 450 kSI2k, 50 TB LCG ~400 kSI2k, 16 TB

b
4 b = '

| - : '
ICM Warszawa — Tier2 IFJ PAN Cracow — Tier3
for LCG: 350 kSlI2k, 40 TB at IPd Warsaw — soon

Michal Turala HC, Warszawa, 21.04.2008




Resources of BEGEE for WLOG

COUNTRY_T2 Normalised CPU time per COUNTRY _T2
EGEE VOs. May 2007 - April 2008

[] France
B Germany
30,00 W Italy
O Japan
O Paland
B Romania
11.2% O Ruszian Fed.
H spain
W K

O s
3.64 W Others

2008-04-12 08:22 UTC

(C) CESGA 'EGEE View': COUNTRY_T2 / rormepu / 2007:5-2008:4 / COUNTRY_T2-VO / eqee (x) / ACCBAR-LIN /i
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Data transfer FZK-Cyfronet FTS

d hFZ]'f dCache{d | Star-FZK:
ooy e &b 1O rate fday Parallel streams: 10
& %mq:l::{' T Parallel files: 10
g, Star-CYFRONET:
* _._,_\_,—r’_l : Parallel streams: 10
o m guf:w 12: 00 ae: a0 aE: Ao Para”el f||eS 20
20 June 2007
Krakow—FZK FZK—Krakow
192.168.0.247 Network last hour g 192.168.0.247 Network last hour g
o o 45~5---f-§|es I E " ' \ E
u only active . ﬂ | g ﬁ E
v o g 1) 7 W SOM m
0 i S 0
09: 40 10: 00 121 20 121 40 13100
O In M out O In M out

Michal Turala




Polish CP usage

CCCC pr==

Enabling Grids =

fO r E =S Ci enc E Institute of Bioorganic Chemistry Paolish Academy of Sciences Poznan
Supercomputing and Metworking Center

ALl PSNC Computational Elements (last 6 hours)

ICM Warsaw

Site: WARSAW-EGEE

WARSAW-EGEE

Warsaw University Site: CYFRONET-LCG2

CYFRONET-LCG2

ALl WARSAW-EGEE Computational Elements (last & h
ACC CYFROMET AGH, Cracow, Paland

ACK Cyfronet

A1l CYFRONET-LCG2 Computational Elements (last 6 hours) i | Krakow

11;00 12;00 13:00 14: 00 15: 00
MW atlas MWcms M@ compass [ dteam @ lhck O ops

Imperial College

11:00 12:00 13:00 14: 00 15: 00 16: 00

MW atlas M balticgrid M belle M biomed E cms Odt N u
O gaussian [ geantd4d @M ogear M hone [O lhck @ ops 3 G “ d

s
: “LJH_ Computing foPPart

RTM snapshot of 15 Apr. 08.




Poland in WLOG

4 In 2006 Poland has signed the Memorandum of Understanding (MoU) on the
participation in the WLOG project as distributed Tier2, which includes computing centers
of Cracow (ACK Cyfronet AGH), Poznan (PSNC) and Warsaw (ICM),

¢ According to thisagreement in 2007 Poland should provide for LHCexperiments about
650 processors and about 60 TB of disk storage; during 2008 these numbers should
increase by about a factor of 2.

¢ Fomthe WLCG acmunting summary for ,‘hnuary 2008 Reliavility Availability ~ Oct.07 Nov.07 Dec.07

IT-LHCh-federation 64% 64% 64% 78% 65%
lapan, ICEPP, Tokyo TOKYOD-LCG2
JP-Tokyo-ATLAS-T2
MNorway, UNINETT SIGMA Tier-2 MNO-NORGRID-T2
NO-NORGRID-T2
Pakistan, Pakistan Tier-2 Federation MCP-LCG2
PAKGRID-LCG2
PK-CMS-T2
Poland, Polish Tier-2 Federation AMDEA.PSMC.PL

CYFROMET-1AG4
CYFROMET-LCG2
egee.man.poznan.pl
WARSAW-EGEE

PL-TIERZ-WLCG

Portugal, LIP Tier-2 Federation LIP-Coimbra
LIP-Lisbon
PT-LIP-LCG-Tier2
Romania, Romanian Tier-2 Federation MNIHAM
RO-02-NIPNE
RO-07-NIPNE
RO-11-NIPNE 78% B81%
RO-LCG 08% IT%% 72% 73% B5%

Michal Turala




Future development

Tiert
Summary EXL. Tierls 2007 2008 2009 2010 2011 2012 | Spiit 2008 | ALICE | ATLAS | CWS | LHCb_[SUM 2008]
Offered B6a1 10195 | 10201 | 253 | 37563
CPU (kSI2K) 14894 | 37563 | 61692 | 101737 | 126523 | 146130 | Required | 10100 18120 9800 | 1770 | 39590
) Balance 5% 6% ™% | 4% 5%
Offered 2395 10913 EGA6 | 1367 | 20221
Disk (Thytes) 7221 | 20221 | 35222 | 60008 | 79875 | 93821 | Required | 4000 10730 7200 | 1025 | 22955
Balance 0% 2% 3% | 3% | 2%
Offered 2983 7692 9429 | 1194 | 21298
Tape (Thytes) BEO3 | 21298 | 40329 | 65436 | 88837 | 108775 | Required | 5600 8070 9600 860 | 24530
Balance 9% 5% % | 9% | 13%
Tier2
SUMMary T1er2s with Spii in 2008 2007 | 2008 2000 T 2010 2011 2012_|__Spit 2008 ALICE | ATLAS | CWS THCD | SUW 2008
Offered 5603 | 17608 | 17042 703 | 45
CPU (kSI2K) 21036 | 45435 | 68432 | 10753 | 138070 | 153850 | Required 12500 | 17510 | 13400 I I
Balance 5% W | 2% % 5%
Offered 1363 | 6314 | 4309 130 [ 12125
Disk (Thytes) 4641 | 12125 | 21728 | 33187 | 42085 | 47703 [ Required 00 | 7770 | 5100 | 145719
Balance 20% | A% | 6% | 1443% 7%
Tape (Thytes) 0 0 0| 150 | 2000 | 3000
For ATLAS Disk/CPU=44%
Poland
Poland, Polish Tier-2 Federation 2007 | 2008 | 2000 | 2010 | 2011 | 2012 | Spinz008 | AGCE | ATUAS | CWS | UHCH T SUM 2006
CPU (kSI2K) 650 | 1250 | 1780 | 2635 | 3265 | 3040 g:ff'ﬁgm 2;;} 42”; 331:3 2;; 1232[;
. Offered 15 3 74 0 202
Disk (Thytes) 60 m 0 539 8 | 1019 | - - i~ - =
Nominal WAN (Wbits/sec) 1000 | 1000 | 2000 | 2000 | 2000 | 2000

For ATLAS Disk/CPU=27%




POLTIER - a national network on LHC computing

¢ Created in 2006 by 8 research institution: IRJPAN, PK UST
AGH, UdKrakow; PANC Poznan; IFD UW, IPJ PW Warsaw with
|IFJ PAN being a coordinator

¢ A main goal of the network isto coordinate Polish effort
towards LHCcomputing, including coordination with

relevant international bodies (CERN, LOG, GDB, FAK
Karlsruhe, others)

¢ Sveral local meetingstook place: Warsaw (2006), Poznan
(2006), Krakow (2007), Warsaw (2007); participation to
international meetingsislimited due to lack of finding,

¢ Fnancial support isbadly needed —first application of 2006
\(/jvas_, rejected on formal grounds; the 2007 request awaits
ecision.
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Polish participation in networking and grid projects
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Very recently Belarussia become a nhew member of CEGC ROC

Poland is also a member of Baltic Grid projects, which includes Estonia, Lithuania and Latvia
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Resources of EGEE CEGCROC

¢ 2008/04/19 08:07 2008/04/19 08:07
CPU CPU TB T8
300012246 1026 451439859 |5[117.189]
1000 108.219
2750 400 110 —=
2500 _ V 100
2250 800 350 5
2000 700 300 &0
1750 il 70
i 600 — 250
1500 500 e &0
50
1250 400 |
1000 o 150 40
750 30
200 100
500 20
250 100 10
0 0 of >
3 § &L Uy 3
& [ iy 2= 6
§ 5 [§ 61518 | [7/3/)] §
9 o i Z ¥ 5
x gl1€(gl8]_ s é" BN £ (9 (e
§ afb?@.ﬂao.g&&ga‘éﬁ&‘i =
D - A CPUS above current commilmeml - Pt 12 EGEEZ (March 2007) commitment D - Ay TBs above current commitment . - Pt 12 ECGEEZ (March 2007 commitment
l - Ay CPUs below current cammilmentD - PM 24 ECEEZ {March 2008) cammitment . - Awg TBs below current commitment D - PM 24 ECEEZ {March 2008) commitment

_ These resources are mainly used by physics, bioinformatics and chemistry
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Resources of EGEE CEGCROC

CentralEurope Normalised CPU time per SITE

EGEE VOs. January 2008 - April 2008

2.0%
308
1.5

t:3

f.dd

3.5%

11,08

f

(€) CESEA 'EGEE View': CertralEurcps / normepu / 2008:1-2008:4 / SITE-VO 7 egee (x) £ ACCBAR-LIN / i

] BMEGrid

B EUDRPEST

B CYFRONET-1AG
O CYFROMET-LECGE
O egee.irb.hr
B egee.man.poznan.pl
O egee.zrce.hr
I ELTE

B HEPHY-LIIEK
O] Hephy-Yienna
B IEFSHS-Kosice
B praguelcs?
W PsiC

O SiGNET

B vARSAN-EGEE
B Others
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Users of the Polish BEGEE Grid

Poland Normalised CPU time per VO
EGEE VOs. May 2007 - April 2008

MW alice
W atlaz
B biomed
O cns

B compchen
O 1hch
11.1% O others

012
& .54

2.1%

20,28

(£) CES&A 'EEEE View': Polard / mormeopa / 2007:5-2008:4 / STTE-VO / egee () / ACCBAR-LIN /| 200B-04-14 OR:39 UTS

¢ Physics, Biomedical, Chemistry...

Michal Turala




GRID PL-Grid Initial Phase

¢ Creation of Polish Grid
(PL-Grid) Consortium

¢ Agreement signed in January
2007

¢ Preparation of PL-Grid Project
(2008-2010, 2011-2013)

¢ Consortium made up of five
largest Polish supercomputing
and networking centers
(founders):

+ Academic Computer Center Oyfronet AGH (ACK CYFRONET AGH) — Coordinator

+ Poznan Qupercomputing and Networking Center (PCSS

+ Wroctaw Centre for Networking and Supercomputing (WCSS)

+ Academic Computer Center in Gdansk (TASK)

+ Interdisciplinary Center for Math. and Computat. Modelling, Warsaw University (ICM)

. ACK CYFRONET AGH

Symposium LHC, Warszawa, 21.04.2008




@ PL-Grid Project Aims

¢ The main aim of the PL-Grid Project isto create and develop
a stable Polish Grid infrastructure, fully compatible and
interoperable with European and worldwide Grids.

¢ The Project should provide scientific communitiesin Poland
with Grid services, enabling realization of the e-ience
model in various scientific fields.

¢ Smilarly to solutions adopted in other countries, the Polish
Grid should have a common base infrastructure. Soecialized,
domain Grid systems—including services and tools focused
on specific types of applications—should be built upon this
iInfrastructure.

Michal Turala




@ PL-Grid generic architecture

These domain Grid systems can be further developed and maintained in the
framework of separate projects. Such an approach should enable efficient
use of available financial resources.

Advanced Service Platforms

Clusters High Performance Computers Data repositories

National Computer Network PIONIER

Particle Physics Symposium, Warszawa, 21.04.2008
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@ PL-Grid Workpackages

¢ Project management (including PL-Grid architecture and
dissemination) — coordinated by AGK CYFRONET AGH
(Krakow),

¢ Panning and development of infrastructure — TAK (Gdansk),
¢ Operations Center — ACK CYFRONET AGH

¢ Development and installation of middleware — PCSS
(Foznan),

¢ Support for domain Grids— /G (Warsaw),
¢ Scecurity Center — WCSS (Wroctaw)

Michal Turala
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PL-Grid Project

¢ The Consortium has prepared a PL-Grid Project proposal, to
be financed by national funds over athree-year period
(2008-2010); it needs un update to satisfy requirements of
the recent call,

¢ The Consortium plansto continue the Project (-s) in the years
2011-2013, however the next phase will depend on the
results of the first one, aswell as on user needsand
international developmentsin thisfield.

¢ The PL-Grid Project is consistent with long term plans on the
development of Polish IT infrastructure,

¢ The PL-Grid Initiative aligns well with the European Grid
Initiative, towards creation in Europe a sustainable
production Grid for e-Science

~ Michal Turala ’ / yMPOSIUM, WdrszdWa, 1052000 41




Polish Particle Physics Symposium, Warszawa, 21.04.2008




Condlusions

Poland is well placed in the framework of European networking and
grid computing, which is used by local research groups (in particular
by physicists, bioinformatics, chemistry....),

Polish physicists and computer scientists created distributed LCG Tier2,
which availability and efficiency is high; the delivered computing power
is in the range 2-3 % of the total, the disk storage needs an increase,

There is a systematic effort in Poland to develop national grid
infrastructure for science, in particular the PL-Grid, to be able to
participate efficiently in the forthcoming EU and other projects,

The networking and grid computing in Eastern European countries

(in particular in the Baltic States) is improving with the help of EU and
the neighbouring countries, including Poland; we would be ready to play
a role of a regional EGI coordinator.
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