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Abstract

This PhD thesis presents a comprehensive review and a significant extension of the classical Marsden—
Meyer—Weinstein reduction theorem to manifolds endowed with different geometric structures. Moreover,
results are also applied to some relevant physical systems. In particular, this dissertation presents the
k-polysymplectic Marsden—Meyer—Weinstein reduction theory by removing unnecessary technical assump-
tions, such as coadjoint equivariance of momentum maps, via a theory of affine Lie group actions, while
correcting some misconceptions in the previous literature. The geometry of fibred k-polysymplectic mani-
folds is studied in depth, leading to a new k-polycosymplectic reduction theory, which is applied to systems
with field symmetries, including coupled vibrating strings. A geometric reduction from k-cosymplectic
to f-cosymplectic structures is also developed and applied to vibrating membranes, giving one of the
few geometric reduction theories of space-time variables in the literature. A Marsden—Meyer—Weinstein
reduction for k-contact manifolds is also developed, and existing contact reduction results are revisited
and clarified by solving some problems in the previous literature.

This dissertation develops new geometric methods for the analysis of non-autonomous Hamilto-
nian systems with symmetries, focusing on stability, reduction, and generalisations of classical energy-
momentum techniques. A new cosymplectic energy-momentum method is formulated, providing a more
general framework for analysing time-dependent Hamilton equations. Cosymplectic geometry enables the
treatment of broader classes of Lie symmetries like Hamiltonian, gradient, and evolution vector fields.
This also gives rise to the definition of new types of relative equilibria, such as gradient relative equilibria.
These methods are applied to study physical systems like the restricted circular three-body problem. A
cosymplectic-to-symplectic reduction method is introduced, extending results of C. Albert, and eigen-
functions of time-dependent Schrodinger equations are interpreted as relative equilibria in a cosymplectic
setting.

Finally, a k-polysymplectic energy-momentum method is constructed, along with new stability anal-
ysis techniques for Hamiltonian systems on k-polysymplectic manifolds. Applications include integrable
systems, polynomial dynamical systems, and quantum oscillators with dissipation.

Keywords:

symplectic geometry, Marsden—Meyer—Weinstein reduction, cosymplectic geometry, contact geometry,
k-symplectic geometry, k-cosymplectic geometry, momentum maps, energy-momentum methods,
Lyapunov stability, relative equilibrium points, Lie systems.



iv

Streszczenie

Niniejsza rozprawa doktorska stanowi calo$ciowy przeglad oraz istotne uogdlnienie w zakresie klasy-
cznego twierdzenia redukcji Marsdena—Meyera—Weinsteina. W szczegdlnosci, praca przedstawia teorig
k-wielosymplektycznej redukcji Marsdena—Meyera—Weinsteina poprzez usuniecie zbednych zatozen tech-
nicznych, takich jak niezmienniczo$¢ odwzorowania momentu wzgledem dziatania dotaczonego, przy
wykorzystaniu afinicznych dziatan grup Liego. Szczegélowo analizuje geometrig rozwldknionych roz-
maitoéci k-wielosymplektycznych, co prowadzi do nowej teorii redukcji k-wielokosymplektycznej,
stosowanej nastepnie do ukladéw z symetriami polowymi, w tym sprzezonych drgajacych strun. Opracow-
ano réwniez geometryczna redukcje struktur k-kosymplektycznych do ¢-kosymplektycznych i zastosowano
ja do analizy drgajacych membran. Rozwinigto takze redukcje Marsdena—Meyera—Weinsteina dla struk-
tur k-kontaktowych oraz poddano rewizji i uscisleniu istniejace wyniki dotyczace kontaktowej redukcji
Marsdena—Meyera—Weinsteina.

W rozprawie rozwinieto réwniez nowe metody geometryczne stuzace analizie nieautonomicznych
uktadéw hamiltonowskich z symetriami Liego, koncentrujac si¢ na problematyce stabilnosci, redukcji oraz
uogdblnieniach klasycznych metod energii-pedu. Sformutowano nowa metode energii-pedu w kontekscie
geometrii kosymplektycznej, co pozwala na analize réwnan Hamiltona z czasowo zaleznymi funkcjami
Hamiltona w bardziej ogélnych ramach. Geometria kosymplektyczna umozliwia uwzglednienie szerszych
klas symetrii Liego — w tym wektorow Hamiltonowskich, gradientowych i ewolucyjnych a takze definicje
nowych typéw punktéw réwnowagi wzglednej, takich jak réwnowagi wzgledne gradientowe. Zastosowano
te konstrukcje do badania ukladéw takich jak ograniczony kotowy problem trzech cial. Wprowadzono
réwniez metode redukcji kosymplektycznej-symplektycznej oraz zinterpretowano funkcje wlasne réwnan
Schrédingera zaleznych od czasu jako punkty réwnowagi wzglednej w kontekécie geometrii kosymplekty-
CZnej.

Ostatecznie, skonstruowano metode energii-pedu dla geometrii k-wielosymplektycznej oraz opracow-
ano nowe techniki analizy stabilnosci dla uktadéw hamiltonowskich zdefiniowanych na rozmaitosciach
k-wielosymplektycznych. Pokazano réwniez przyktady zastosowan k-wielosymplektycznej metody energii-
pedu, obejmujace uktady catkowalne, uktady dynamiczne opisywane przez wielomiany oraz oscylatory
kwantowe z dysypacja.

Stowa kluczowe

geometria symplektyczna, redukcja Marsdena—Meyera—Weinsteina, geometria kosymplektyczna,
geometria kontaktowa, geometria k-symplektyczna, geometria k-cosymplektyczna, odwzorowania
momentu, metody energii—pedu, stabilnos¢ Lyapunova, punkt wzglednej réwnowagi, system Liego.

Tytul pracy w jezyku polskim

Teorie redukcji Marsdena—Meyera—Weinsteina i ich zastosowania w metodach energii-pedu
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Introduction

The Marsden—Meyer—Weinstein (MMW) reduction theory [4, 103, 109, 111] represents a pivotal result in
the geometric formulation of classical mechanics, building upon foundational developments in symplectic
geometry and Hamiltonian dynamics [128]. The MMW reduction not only clarified the geometric un-
derpinnings of conserved quantities in classical Hamiltonian systems and their reduction to manifolds of
smaller dimension, but also provides the foundation for powerful methods in dynamical systems, stability
theory, and mathematical physics.

The roots of the MMW reduction can be traced back to Lie and Noether [115]. Nevertheless, significant
advances towards our modern understanding can be found in the works by Souriau and Kostant [92, 143],
who introduced the use of momentum maps to encode symmetries of Hamiltonian systems, as well
as the ideas of symplectic quotients in the context of geometric quantisation [115]. After many other
contributions [5, 6], they were Meyer in [120] and Marsden and Weinstein in [109] who unified these earlier
ideas within the modern framework of symplectic geometry, showing that, under suitable regularity and
symmetry conditions, one can construct a reduced phase space—obtained as a quotient of a level set of
the momentum map—which inherits a natural symplectic structure.

Many physical systems of interest today, such as time-dependent mechanics and classical field theories,
demand geometrical formalisms beyond the symplectic setting [128]. This dissertation extends the MMW
reduction to k-polycosymplectic [50] and k-contact [51] frameworks. In addition, it corrects and clarifies
some mistakes from the literature concerning contact [4] and k-polycosymplectic MMW reductions. At the
same time, the already established results in the context of k-polysymplectic geometry are generalised
to a broader class of k-polysymplectic momentum maps. This allows for broadening the applicability
of reduction techniques to systems characterised by non-autonomous dynamics and multiple time-like
parameters.

The core of this work consists of a rigorous development of momentum maps and reduction procedures
within these new geometrical settings. In particular, novel reduction theorems for each of the above
structures are proven and subtle aspects of the existing literature are clarified, especially by addressing
issues such as the lack of equivariance in momentum maps and the role of affine Lie group actions.
These generalisations are not merely of theoretical interest; they provide the mathematical underpinning
necessary to apply energy-momentum methods to a broader class of systems. This is demonstrated
through stability analysis of relative equilibria in reduced systems, incorporating both autonomous and
time-dependent Hamiltonian dynamics. The results contribute to the refinement of modern geometric
mechanics and offer tools applicable in both mathematical physics and engineering contexts.

The content of this Doctoral Dissertation is based on five research papers:

e J. de Lucas, B.M. Zawora, “A time-dependent energy-momentum method”. Journal of Geometry
and Physics 170, 104364, 2021, 21 p.

The article presents a generalisation of the energy-momentum method for studying the stability of
non-autonomous Hamiltonian systems with a Lie group of Hamiltonian symmetries. A generalisa-
tion of the relative equilibrium point notion to a non-autonomous realm is provided and studied.
Relative equilibrium points of a class of non-autonomous Hamiltonian systems are described via

ix
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foliated Lie systems, which opens a new field of application of such systems of differential equations.
Non-autonomous Hamiltonian systems are reduced via the MMW theorem, and conditions ensur-
ing the stability of relative equilibrium points are given. Remarkably, the presented geometrical
approach provides valuable insight, which is not common in the existing literature. As a byproduct,
a geometrical extension of notions and results from Lyapunov stability theory on linear spaces to
manifolds is provided. As an application, a class of mechanical systems, hereafter called almost-rigid
bodies [113, 114, 138], which covers rigid bodies as a particular case, is analysed.

J. de Lucas, X. Rivas, S. Vilarino, B.M. Zawora, “On k-polycosymplectic Marsden—Weinstein re-
ductions”. Journal of Geometry and Physics 191, 104899, 2023, 36 p.

This work reviews and slightly improves the known k-polysymplectic MMW reduction theory by
removing some technical conditions on k-polysymplectic momentum maps by developing a theory
of affine Lie group actions for k-polysymplectic momentum maps, avoiding the necessity of their
co-adjoint equivariance. Then, a particular case of k-polysymplectic manifolds, the so-called fibred
ones, is analysed, and their k-polysymplectic MMW reductions are studied. Previous results led
to the development of a k-polycosymplectic MMW reduction theory, which is one of the main
results of the article. Results are applied to study k-polycosymplectic Hamiltonian systems with
field symmetries. In particular, two coupled vibrating strings are studied. Then, it is shown that
k-polycosymplectic geometry can be understood as a particular type of k-polysymplectic geometry.
Finally, a k-cosymplectic to ¢-polycosymplectic geometric reduction theory is presented, which
reduces, geometrically, the space-time variables in a k-cosymplectic framework. An application of
this latter result to a vibrating membrane with symmetries is provided.

J. de Lucas, A. Maskalaniec, B.M. Zawora, “Cosymplectic geometry, reductions, and energy-
momentum methods with applications”. Journal of Nonlinear Mathematical Physics 31, 64, 2024,
58 p.

This work devises a new cosymplectic energy-momentum method, providing a more general frame-
work to study t-dependent Hamilton equations. Cosymplectic geometry allows for using more
types of distinguished Lie symmetries (given by Hamiltonian, gradient, or evolution vector fields),
relative equilibrium points, and reduction methods than symplectic techniques. Additionally, it
reviews the cosymplectic formalism and the cosymplectic MMW reduction. Known and new types
of relative equilibrium points are characterised and studied. Technical conditions used in previous
energy-momentum methods, like the Ad*-equivariance of momentum maps, are removed. Eigen-
functions of t-dependent Schrédinger equations are interpreted in terms of relative equilibrium
points in cosymplectic manifolds. A new cosymplectic-to-symplectic reduction is developed, and a
new associated type of relative equilibrium points, the so-called gradient relative equilibrium points,
are introduced and applied to study the Lagrange points and Hill spheres of a restricted circular
three-body system by means of a non-Hamiltonian Lie symmetry of the system.

L. Colombo, J. de Lucas, X. Rivas and B.M. Zawora, “An energy-momentum method for ordinary
differential equations with an underlying k-polysymplectic manifold”. Journal of Nonlinear Science
35, 42, 2025, 54 p.

This work presents a comprehensive review of the k-polysymplectic MMW reduction theory, ex-
plaining previous errors and inaccuracies in the previous literature [62, 107] while introducing novel
findings. It also emphasises the genuine practical significance of seemingly minor technical details.
On this basis, a novel k-polysymplectic energy-momentum method and new related stability anal-
ysis techniques are introduced and applied to study Hamiltonian systems of ordinary differential
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equations relative to a k-polysymplectic manifold. Detailed and illustrative examples of both phys-
ical and mathematical significance are provided, including the study of complex Schwarz equations
related to the Schwarz derivative, a series of isotropic oscillators, integrable Hamiltonian systems,
quantum oscillators with dissipation, affine systems of differential equations, and polynomial dy-

namical systems.

e J.de Lucas, X. Rivas, S. Vilarifio, B.M. Zawora, “ Marsden—Meyer—Weinstein reduction for k-contact
field theories”. Preprint: arXiv:2503.03463, 2025, 50 p.

This work devises a Marsden—Meyer—Weinstein k-contact reduction. Our techniques are illustrated
with several examples of mathematical and physical relevance. As a byproduct, we review the
previous contact reduction literature to clarify and to solve some inaccuracies.

These papers address the generalisation of the MMW theorem to the k-polysymplectic, k-cosymplectic,
and k-contact settings, the formulation of energy-momentum methods in the cosymplectic framework,
and applications to non-autonomous systems, including the restricted three-body problem and quantum
quadratic Hamiltonians. The theoretical advances are motivated by significant references such as Ortega
and Ratiu’s foundational work on momentum maps and reduction [128], as well as modern treatments of
polysymplectic and cosymplectic geometry by de Ledn, Salgado, and Vilarifio [43].

A primary goal of this research is to unify and extend the applicability of geometric reduction and
stability analysis across different mathematical models of physical systems. This objective is achieved
by systematically developing the theory of momentum maps in generalised geometrical contexts and
establishing conditions under which reduction and stability theorems remain valid. An equally important
aim is the derivation of criteria for Lyapunov and formal stability of equilibrium points in reduced
Hamiltonian systems, particularly in those defined on cosymplectic or k-polysymplectic manifolds. These
criteria are shown to be effective by application to important systems such as the circular restricted
three-body problem and complex extensions of Lie systems such as the Schwarz equations.

There are several possibilities for further research that emerge from this dissertation. One natural
direction involves relaxing some of the global assumptions made for simplicity, such as the existence of
global Reeb vector fields or the connectedness of manifolds, which would make the results applicable to
a wider class of models. Another promising extension is the adaptation of the methods developed in
this PhD thesis to infinite-dimensional settings, such as those encountered in the study of classical field
theories and quantum field theories, and in particular to deal with energy-Casimir methods [71, 84, 113].
The extension of these results to non-smooth or singular spaces is also of high interest, especially in
connection with the reduction of singular Hamiltonian systems or systems with constraints. Finally, the
interplay between generalised reduction and quantisation procedures remains an open field, where the
methods introduced could provide a solid foundation for future explorations.

In summary, this PhD thesis presents geometric frameworks for the reduction and stability analysis of
Hamiltonian systems in several contemporary geometrical settings. It addresses both theoretical founda-
tions and practical applications, offering a substantial contribution to the fields of differential geometry,
geometric mechanics, and mathematical physics.

There are other papers related, but not principal, to this doctoral dissertation:

1. C. Gonera, J. Gonera, J. de Lucas, W. Szczesek, B.M. Zawora, “ More on superintegrable models on
spaces of constant curvature”. Regular and Chaotic Dynamics 27, 561-571 (2022).

2. AM. Grundland, J. de Lucas, B.M. Zawora, “Stability analysis of the (1 + 1)-dimensional Nambu-
Goto action gas models”. J. Phys. A 58, 50LT01 (2025).

3. X. Rivas, N. Roméan-Roy, B.M. Zawora, “Symmetries and Noether’s theorem for action-dependent
multicontact field theories”. Lett. Math. Phys. 115, 108 (2025).


https://arxiv.org/abs/2505.05462
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4. J. Lange, B.M. Zawora, “Reduction of exact symplectic manifolds and energy hypersurfaces”. Pro-
ceedings of the Tth International Conference on Geometric Science of Information, LNCS, vol
16035:328- 336, Springer.

A brief description of all the above articles is as follows.

The article entitled “More on superintegrable models on spaces of constant curvature” is devoted to
the previously less studied models characterised by the radial potential of the generalised Kepler type.
Introduces a new two-parameter family of associated angular potentials expressed in terms of elementary
functions. For a specific choice of parameters, this family reduces to the asymmetric spherical Higgs
oscillator.

The main goal of the paper “Stability analysis of the (1 + 1)-dimensional Nambu-Goto action gas
models” is to perform a nonlinear stability analysis of such action gas models. The study employs the
energy-Casimir method, which is an extension of the energy-momentum method one [84], to examine in
detail the Lyapunov stability of the Chaplygin and Born-Infeld models. Moreover, particular solutions
are considered and their stability is studied to demonstrate the application of the obtained results. The
paper deals with the stability of PDEs using infinite-dimensional geometry.

The article “Symmetries and Noether’s theorem for action-dependent multicontact field theories”
studies symmetries in action-dependent Lagrangian and Hamiltonian field theories together with the
corresponding dissipation laws. In particular, the work introduces the notions of conserved and dissipated
quantities, formulates the definitions of general symmetries of both the field equations and the underlying
geometric structures, and studies their fundamental properties. These symmetries, referred to as Noether
symmetries, give rise to a version of Noether’s theorem adapted to this framework, which associates each
such symmetry with the corresponding dissipated quantity and the related conservation law.

Finally, the article “Reduction of exact symplectic manifolds and energy hypersurfaces” presents
two reduction schemes for Hamiltonian systems defined on exact symplectic manifolds endowed with
Lie group symmetries. It is demonstrated that these reduction procedures are equivalent by employing
a modified Marsden—-Meyer—Weinstein reduction theorem for exact symplectic manifolds and contact
manifolds arising as energy hypersurfaces. Each approach is illustrated through an example. Moreover,
the Prize Committee recognised the work for its strong mathematical core, which established a connection
between symplectic reduction and contact structures, as well as for the clarity and didactic quality of the
presentation at GSI 2025 (selected among approximately 250 other participants).

This work concerns results previously obtained for this PhD dissertation and other results that ap-
peared as a byproduct of my formation at the University of Warsaw.

The dissertation is divided into three chapters. Chapter 1, titled Fundamentals, establishes the
necessary mathematical background, beginning with a generalisation of Lyapunov stability theory to
differentiable manifolds. It proceeds with a detailed review of symplectic geometry and then introduces
cosymplectic, contact, k-symplectic, and k-cosymplectic structures, focusing on their geometric proper-
ties. These tools are fundamental for the reduction and stability methods developed in the subsequent
chapters.

Chapter 2 is the theoretical heart of this PhD thesis and is devoted to extending the Marsden—Meyer—
Weinstein reduction to a wide range of geometric contexts. It begins by recalling the classical symplectic
case, then moves through cosymplectic, k-polysymplectic, k-polycosymplectic, and k-contact reductions,
providing rigorous proofs of new theorems and developing the theory of momentum maps suitable to each
structure. It also discusses the particular case of k-contact MMW reduction when k£ = 1, explaining and
correcting mistakes in the literature. The chapter highlights both mathematical and physical motivation,
presenting examples such as the reduction of coupled vibrating strings and quantum systems.

The final chapter, Chapter 3, entitled “Energy-momentum methods”, applies previous general reduc-
tion frameworks to the analysis of Lyapunov stability on reduced manifolds. The chapter is divided into
sections for the symplectic, cosymplectic, and k-polysymplectic settings, each of which develops stability
criteria and applies them to illustrative examples, including the restricted three-body problem, quantum
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Hamiltonians, and affine Lie systems. The PhD thesis concludes by summarising the contributions: a
unified theory of generalised MMW reduction, new criteria for stability of non-autonomous Hamiltonian
systems, and corrections to earlier results in the literature. It also outlines possible directions for future

research.
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Chapter 1

Fundamentals

This chapter introduces concepts and geometric structures essential for this dissertation by establishing
the foundations for the systematic study of reduced dynamics in the subsequent sections. It begins
with an extension of Lyapunov stability theory [79, 90, 124, 147] to non-autonomous dynamical systems
on manifolds, needed for the further analysis of stability of the reduced systems. Then, symplectic and
cosymplectic geometries are briefly discussed [2, 25, 27, 95, 100, 101, 128], including the description of the
properties of Hamiltonian systems. This chapter also reviews some geometric descriptions of field theories,
with particular focus on the k-polysymplectic [7, 39, 41, 67, 78, 89, 117, 126, 134], k-polycosymplectic
[43, 74, 125], and k-contact [130, 131, 132] frameworks. These structures generalise classical symplectic,
cosymplectic, and contact geometries, respectively, and provide the appropriate setting for studying more
general Hamiltonian systems. It presents the necessary mathematical formalism, including the theory of
differential forms, vector fields, and Lie group actions. These tools are systematically developed, focusing
on the application to reduction theory and the stability analysis of Hamiltonian systems.

Unless explicitly stated otherwise, several general assumptions hold throughout this work.

All geometric objects are smooth and real. Manifolds are assumed to be finite-dimensional, connected,
paracompact, and Hausdorff. In particular, this ensures the existence of partitions of unity. Moreover,
all geometric structures are globally defined. Of course, a more detailed treatment without previous
assumptions is possible (especially since it is believed that most results could be extended to the complex
case without much difficulty). These simplifications stress our key ideas and allow us to avoid minor or
unnecessary technical problems. Moreover, QF(M) and X(M) stand for the spaces of differential k-forms
and vector fields on a manifold M, respectively.

1.1 Fundamentals on the Lyapunov stability of non-autonomous
systems

This section provides an adaptation of some fundamental results from the Lyapunov stability theory on
R™ [79, 90, 124, 147] to the setting of manifolds. This generalisation enables the application of Lyapunov
theory to study differential equations on manifolds. It is worth noting that there is not much work on
Lyapunov stability on manifolds, and some results were presented in the work [122].

It is worth stressing that the extension of Lyapunov theory to manifolds is quite recent, with only
a few published works on the subject (see [54, 122] and references therein). Remarkably, the presented
generalisation retrieves the standard Lyapunov theory when restricted to problems on a Euclidean space
R"™. The main objective of the introduced techniques is to analyse the stability close to its equilibrium
points of the Hamilton equations of various reduced Hamiltonian systems, including non-autonomous
ones, obtained through the MMW theorems discussed in detail in Chapter 2.

To generalise Lyapunov theory from linear spaces to manifolds, it is necessary to find a substitute for
the norm on linear spaces, which plays a fundamental role in the classical Lyapunov theory. This norm
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comes from a Euclidean metric on linear spaces. Its natural extension to manifolds is provided through
Riemannian metrics. In particular, the existence of partitions of unity, which follows from the general
assumptions in this work, ensures that any manifold P admits a Riemannian metric [11]. Assume that
P is endowed with a Riemannian metric g. Then, the distance between two points z1,z2 € P, denoted
by d(x1,x2), is defined as
d(z1,22) = Lo length(7),
7(0)=w1,7(1)=x2

where length(vy) is the length of a smooth curve 7 in P relative to the Riemannian metric g (see [94]). Let
B, .. be the ball of radius r centred at x. € P with respect to the distance induced by the Riemannian
metric g, namely B, , = {z € P | d(z,z.) < r} with r > 0. It can be proved that the topology induced
by a Riemannian metric on P is equivalent to the topology of the manifold P [91, 95]. Consequently, for
any point x € P, every chart on P containing x gives a homomorphism to an open subset of R™. This
implies that on an open coordinate neighbourhood of x € P, the topology of the manifold is equivalent
to the topology of an open subset in R™ induced by the standard norm in R™. Therefore, topological
properties on an open coordinate neighbourhood of any « € P can be analysed using the norm on R"™.

Throughout this section, ¢ stands for the physical time. Counsider a t-dependent vector field X : (¢,z) €
R x P+ X(t,z) € TP, which is a ¢-parametric family of vector fields X;: x € P+ X(¢t,z) € TP on P
with ¢ € R (see [52, 151] for details). Consider the following non-autonomous dynamical system

%:X(t,x), VteR, VeeP. (1.1.1)

where X is assumed to be smooth and (1.1.1) satisfies the conditions of the Theorem of existence and
uniqueness of solutions [2, Theorem 2.1.2].

Define R := R, U {0} as the space of non-negative real numbers. Then, I;; := [t’, 00| for any #' € R
and I_ = R. A point z, € P is an equilibrium point of (1.1.1) if X(¢,x2.) = 0 for every t € R. An
equilibrium point z. is stable from t° € R if, for every to € I;o and any ball B, ,, for € > 0, there exists
a ball of radius d(to, €), namely Bs,,e),2, » such that every solution x(t) to (1.1.1) with x(to) € Bs,e),2.
satisfies that x(t) € B, 4, for all time t € I,,. If tV is not hereafter explicitly detailed, it is assumed that
t® = —00. An equilibrium point z, € P is uniformly stable from t° € R if for every e > 0, one can choose
§(to, €), with ty € L0, to be independent of ty. An equilibrium point is unstable from t° if it is not stable
from t°.

The equilibrium point z, is asymptotically stable from t° if . is stable and for every ty € I0 there
exists an open neighbourhood B,.(4,) 5, of . such that every solution z(t) to (1.1.1) with z(to) € By (zy),z.
converges to x.. Moreover, x. is uniformly asymptotically stable from t° if it is asymptotically stable and
r(tp) can be chosen to be independent of ¢y, € I;0 and the convergence to . is uniform relative to = in
B, ., and t € Lo (see [147, p. 140]).

Definition 1.1.1. A continuous function M: I;o x P — R is a locally positive definite function (lpdf) at
an equilibrium point x. from t° € R if, for some r > 0 and some continuous, strictly increasing function
a: R — R with a(0) = 0, one has that

M(t,ze) =0, M((t,z)> a(d(z,x.)), Vi€ lop, Yr€B,,,.

Definition 1.1.2. A continuous function M : I;o0 X P — R is decrescent at an equilibrium point x. from
t? € R if, for some s > 0 and some continuous, strictly increasing function 3: R — R with 3(0) = 0, is
fulfilled that

M(t,x) < p(d(x,x)), ¥Yt€ Lo, V& Bsg,.

Although Definition 1.1.1 and Definition 1.1.2 concern a continuous function M, as in the literature
[79, 90, 124, 147], for the present analysis, it is sufficient to assume that M (¢, ) is a ¢! function. Hence,
from now on, M is assumed to be €'. Note that Definition 1.1.1 could be reformulated without requiring
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(a) (b)
Figure 1.1: An example of an equilibrium point z. € R™ that is stable (a) and asymptotically stable (b).

T, to be an equilibrium point. Nevertheless, its current form is appropriate for further developments,
which refer to the case for z. being an equilibrium point.

Define M: I;o x P — R as the function for which M(f,2), with (£,2) € I,o x P, denotes the time
derivative of M (t,z(t)) at t = £ along the particular solution z(¢) of (1.1.1) with initial condition z(f) = 2.

Explicitly,
dim P
A d oM . oM . .
M(t,z) = —| M(tx(t)=—I(,2 —(t,2) X" (¢, 2
(0.8) = | Mt.ol0) = 5 60) + 3 G oX (o),
where {z!, ..., 24™ P} is a local coordinate system on P around & and X', ..., X4™ " are the components

of X in the basis of vector fields associated with the given local coordinates.

The above definitions play a crucial role in understanding Theorem 1.1.6, which characterises the
stability of (1.1.1) by studying the properties of an appropriate associated function.

For completeness and clarity, the following theorems provide an extension to manifolds of several
classical results for linear spaces presented in [147].

Theorem 1.1.3. An equilibrium point . € P of the system (1.1.1) is stable from t° if there exists a Ipdf
€L -function M : I;o x P — R from t° € R and a constant r > 0 such that

M(t,x) <0, Vte o, Vo€ Bg,.

Proof. Since the function M is assumed to be Ipdf from t°, Definition 1.1.1 yields that there exists a
continuous strictly increasing function a: R — R from t° and a constant s > 0 satisfying

ald(z,z.)) < M(t,x), Vit € Lo, VYo & Bsg,, .

The proof that x. is stable from t° boils down to showing that for any € > 0, tg € L0, and t € Iy, there
exists §(tg, €) =: § such that, if (t) is the particular solution of (1.1.1) with initial condition xg := x(to),
then

d(zo,ze) < = d(z(t),z.) <, vVt e I, .

Fix €, top, and set p := min(e, 7, s). Then, there exists 6 > 0 so that

sup  M(tg,x) < ap).
d(z,ze)<d

This holds since a(u) > 0 and lims_,o+ SUpg(,, 4, )<5 M (to, ) = 0. To show that § guarantees the stability
of xe, suppose that d(zo, ) <. Then, M(to, o) < SUPg(y 4, )<s M (to, ) < a(p).
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Assume, for the moment, that x(t) remains in B, ,, for every ¢t € I,. Then, B, ;, C B, . and since
M (t,z(t)) <0, together with the assumption that M(t,z) is a €'-function, it follows that M (t,z(t)) —
M (to, zg) < 0. Thus,
M(t,z(t)) < M(to,z0) < a(p), Vit e I, .

Moreover, since x(t) € B, 5, C Bs 5, for t € I, by assumption, one also obtains
ald(z(t),ze)) < M(t,z(t)), Vi e I, .
Hence, combining the previous two inequalities yields
ald(z(t), ze)) < alp), Vt e I, .
Since « is strictly increasing, it follows that
d(z(t),ze) < p <, Vt e I, . (1.1.2)

Consequently, z. is a stable equilibrium point provided that z(t) belongs to B,, ;. for every t € I,. It
remains to show that this assumption is indeed satisfied.
Suppose that T := min{t € R | d(z(t),z.) > p} (it is well defined, since z(¢) is continuous). By the
definition of T', one has
d(@(t),ze) <p,  VtElto,T],

and, by continuity, d(x(T), z.) = p. Moreover, since u < r, it follows that

M(t,z(t) <0,  Vtelto,T].
Hence, since M is a €'-function, one obtains
M(T,z(T)) < M(to,zo) < a(p) . (1.1.3)
On the other hand, as p < s, it follows that
M(T,2(T)) 2 a(d(@(T),.)) = alu). (1.14)

However, Equations (1.1.3) and (1.1.4) contradict each other. Consequently, no such T exists, and
therefore (1.1.2) holds. O

Theorem 1.1.4. An equilibrium point z. of system (1.1.1) is uniformly stable from t° if there exists a
€', Ipdf and also decrescent function M: I,o x P — R from t° and a constant r > 0 such that

M(t,z) <0, VtE€ o, Vr€ B, .
Proof. The proof of this theorem is only sketched, because it is essentially the same as the proof of
Theorem 1.1.3.
As M is assumed to be decrescent from t°, Definition 1.1.2 ensures the existence of a continuous,
strictly increasing function 3: R — R satisfying 8(0) = 0 and a constant s > 0 such that

M(t,z) < B(d(z,z.)), Vt€ I, V&€ Bg,, .

Define

w(d) :== sup M(t,x).
d(z,ze)<0, t€l,o0

This function is well defined for § < s, since M (¢, ) is decrescent and w(d) < 5(d). Moreover, w(d) is

non-decreasing and

li 0)= 1l Mt < Ii 6)=0.
6i%1+ w( ) 6LI(I)1+ d(z,mjgg tel,o ( ,a:) - 5gg+ 6( )
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Since M is a ldpf function, consider the function a: R — R and the constant s; > 0 satisfying
O‘(d(xaxe)) S M(t,x), vVt € Ito ) Vo € le,ze .

Fix € > 0 and define p := min(e, r, s, s1). Choose ¢ such that 5(d) < a(u).
The rest of the proof proceeds exactly as in Theorem 1.1.3, including the argument showing that x(¢)
remains in By, ,, for all t > to > t° whenever x(tg) € B, 4, . O

Theorem 1.1.5. The equilibrium point x. of system (1.1.1) is uniformly asymptotically stable from t° if
there exists a decrescent, Ipdf, € -function M : Iyo x P — R from t° such that —M s a lpdf from t°.

Proof. Let z(t) denote a solution of (1.1.1) with initial condition z(to) = xo for some ¢, > t°. Since
—M is a lpdf function, Definition 1.1.1 implies the existence of a continuous, strictly increasing function
7: R — R with 7(0) = 0 and a constant s > 0 such that

M(t,z) < —y(d(z,z.)), Vt € I, V&€ Bg,, .
Since «y is a non-negative function, one has

M(t,x) <0, Vt € I, Vr€ Bs,, . (1.1.5)

Thus, M satisfies the hypothesis of Theorem 1.1.4 and . is a uniformly stable equilibrium from ¢°. Then,
what remains to prove is that, for every ¢ > 0 and ¢y > t°, there exists T := T'(¢) and § > 0 such that
every solution x(t) with x(f9) € Bs s, satisfies

d(z(t),ze) <€, Vt>T+ty.
It is sufficient to show that such a constant § exists. This condition can be equivalently written as
Ye>0, 36>0, 3T >0, d(mo,ze) <6 = d(z(t),xz.) <e, Vt>T+1p. (1.1.6)
By the hypothesis, there exist functions a, 3: R — R and constants &, > 0 such that
ald(z,z.)) < M(t,x), Vte o, VYa€ Bgg,, (1.1.7)
M(t,z) < B(d(z,z.)), Vtel,o, VreDB,,. (1.1.8)

Set r := min{k, [, s, e} and define positive constants x1, k2, T as follows

k1< B7Ha(r), k2 <min{B7'(a(e),m}, T:=

To prove that fixing § = ko and T satisfies (1.1.6), recall that every particular solution z(t) to (1.1.1)
with z(tg) =: xg € By, o, remains inside the ball B, ,_ for all ¢t € I;, and k2 small enough. Indeed, the
argument follows from the same reasoning as in the previous theorems. Therefore, one can assume that
(1.1.7) and (1.1.8) apply to By, 4. -

First, one needs to prove the following

d(zg,xe) < k1 = d(z(t1),ze) < K2, 3ty € [to, to+T. (1.1.9)
The proof proceeds by contradiction. Suppose that
d(zo,xe) < K1 A d(z(t), ze) > Ka, Vt € [to, to +T).
From (1.1.7), (1.1.8), and (1.1.5) it follows

Bld(xo, xe)) < B(r1),  y(d(@(t),ze)) = (k2),  alke) < ald(x(t), z.)),
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for all tg <t <tg+ T and z¢ € By, .. Consequently,

to+T
0<alky) <M(tg+T,x(to+T)) = M(tg, x0) —|—/ M(7,z(7))dr <

to

to+T
Bld(zo, z.)) — / Y(d(z(7), ze))dr < B(k1) — Ty(k2) =0,

to

which is a contradiction. Therefore, (1.1.9) holds.
To complete the proof, consider ¢ > tg + T. Inequality (1.1.7) holds for all ¢ € I;,, and by (1.1.9)
there exists 1 € [to, o + T such that 5(d(z(t1),ze)) < S(x2). Then, by (1.1.5), it follows that

a(d(e(t), ze)) < M(t,2(t)) < M(ty, z(t1))
and
M(tr,2(t)) < Bld(x(tr), ze)) < B(ka) .-
Combining these two inequalities, one gets
a(d(z(t),zc)) < Bk2) < ale),
which establishes (1.1.6) for § = k2 and finishes the proof. O

The following theorem summarises the last three theorems in a single statement, referred to as the
basic Lyapunov theorem on manifolds.

Theorem 1.1.6. (The basic Lyapunov theorem on manifolds [90, 147]) Let M : I;o0 x P — R be
a non-negative function, let x. € P be an equilibrium point of (1.1.1), and let M stand for the function
(1.1). Then, one has the following results:

1. If M is €' and lpdf from t° and M(t, x) <0 for x locally around x. and for all t € T o, then x is
stable.

2. If M is 6", lpdf and decrescent from t°, and M(t,x) < 0 locally around z, and for allt € I 0, then
T 1s uniformly stable.

3. If M is €', lpdf and decrescent from t°, and —M(t,x) is locally positive definite around x. and
t € Lo, then . is uniformly asymptotically stable.

1.2 Basics on symplectic geometry

This section presents fundamental notions and results in symplectic geometry while establishing the
notation used hereafter [2, 25, 95, 128].

Definition 1.2.1. A symplectic manifold is a pair (P,w), where P is a manifold and w € Q2(P) is closed
and non-degenerate, namely the map &: TP — T*P, given by &(v) := wy(vp,-) € T, P for every p € P
and each v, € T, P, is a vector bundle isomorphism. The form w is called a symplectic form.

Hereafter, (P,w) stands for a symplectic manifold. For any subspace V, C T,P, the symplectic

orthogonal is defined as
Vike = {0, € T,P | wyp(9p,v,) =0, Vo, € V, }.

Theorem 1.2.2. Let (P,w) be a symplectic manifold of dimension 2n. Then, around any point p € P,

there exist an open neighbourhood U and a coordinate system {qi,pi}izlﬁ_wn such that

n
wly =Y _dg’ Adp;.

i=1

These coordinates are called the symplectic Darboux coordinates.
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It is worth noting that symplectic Darboux coordinates are not unique.
Cotangent manifolds are naturally endowed with a symplectic form to be described next.

Definition 1.2.3. The canonical one-form or Liouville form on T*Q is g € Q'(T*Q) on T*Q defined
by
(0Q)a, (Vay) = (g, Ta,T(va,)), Yg€Q, VYo, € T;Q, Vv, €Ty, T;Q
where @ is any manifold, 7: T*Q — @ is the canonical cotangent bundle projection and (-,-) is the
natural pairing between covectors and vectors. The canonical two-form wg € Q?(T*Q) is the differential
two-form on T*(Q) given by
wQ = 7d9Q.

In local adapted coordinates {¢,p;}i=1,....n to T*@, one has 6 = > | p;dg’. Then, wg = —dfg =
S, dg® A dp; becomes the canonical symplectic form [2, 25, 128]. The symplectic manifold (T*Q,wq)
plays a significant role in many physical applications [2].

Definition 1.2.4. A vector field X € X(P) is Hamiltonian if txw = df for some f € €°°(P). Then, f
is called a Hamiltonian function associated with X.

Since w is non-degenerate, every f € €°°(P) corresponds to a unique Hamiltonian vector field X.
The space of Hamiltonian vector fields on P relative to a symplectic form w is denoted by Ham(P,w).
Moreover, the Cartan’s magic formula [2, p 194] yields

Lx w:Ldew+dLXfw=Ldew+d2f:0, (1.2.1)

h
where Zx ,w is the Lie derivative of w with respect to X;.
Definition 1.2.5. A Poisson bracket is a bilinear map {-,-}: €°(P) x €°°(P) — €°(P) satisfying that
(€>(P),{,-}) is a Lie algebra and
{fghy ={f,9th+g{f.h},  Vfg,heC>(P).
Define a bracket
() EP) X 62(P) 5 (f.9) o (X, X,) € 6(P),

This bracket is bilinear, antisymmetric, and, since dw = 0, it satisfies the Jacobi identity [2, 93, 128],
which makes {-,-} into a Lie bracket. Furthermore, {-,-} satisfies the Leibniz rule, i.e.

{f,gh} ={f.g}h+ g{f,h}, Vf,g,h € €F(P).

Due to all such properties, {-, -} becomes a Poisson bracket according to Definition 1.2.5. Since LX X, =
Lx,ix, —tx,ZLx, for every f,g € €(P) (see [2, p 121]), and by using (1.2.1), it follows that

UX; X W = Lxpix,w — ix, Lx,w=Lxix,w=dX;g = d{g, f}

and Xy, 5y = [Xy, Xg]. In other words, the mapping f € €°°(P) — —X; € Ham(P,w) is a Lie algebra
morphism relative to the Lie bracket {-,-} in ¥°°(P) and the commutation of vector fields in X(P).

The following definition plays a crucial role in reduction theory, as it serves as a fundamental tool for
describing Lie symmetries. Assume G to be a Lie group with a Lie algebra g.

Definition 1.2.6. The fundamental vector field associated with a Lie group action ®: G x P — P related
to £ € g is the vector field on P defined by

d
(fP)p = a t—o(I)(exp(tg),p)’ Vp € P7

where exp: g — G is the exponential map related to the Lie group G.
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If the Lie group action ® is known from context, the notation gp is used instead of ®(g,p) for every
g € G and each p € P. The convention used in Definition 1.2.6 gives rise to an anti-morphism of Lie
algebras £ € g — &p € X(P) (see [2, 25, 30]). Define

¢:peP—gpeP, ®:gcG—gpeh, Vge G, VpeP.
Each @4, for g € G, has an inverse ®,-1. Thus, @, is a diffeomorphism for every g € G.

Definition 1.2.7. The isotropy subgroup of ® at p € P is the Lie subgroup of G defined by
Gp={9€Glgp=p}CGC.
The orbit of a point p € P relative to ® is given by

Gp:={gp | g€ G}.

The constant rank theorem yields that the orbits of a Lie group action ® are immersed submanifolds
of P [2, p 48]. Consequently, for each p € Gp one has

T5(Gp) ={(&p)s | € € 9}
Recall that each g € G gives rise to the following diffeomorphisms on G

Ly: G hw gheg, Ry: G>hw hg €@,
I,:G>hw ghg ' €G.

Then, the adjoint action of G is defined as
Ad: (g,6) e G xg— Ady€ € g, (1.2.2)

where Ady€ := (Tely)(€). The fundamental vector field associated with the adjoint action for a given
£ € g is given by

d

(Eg)v = 77 Adexp(tf)v = [gvv] = adévv Vv € g,

dt,_,
where [, -] denotes the Lie bracket in g. Note that ({4), € T,g and ad¢v € g. Although both elements
belong to different spaces, (£4), and ad¢v can be identified due to the existence of a natural isomorphism.
Specifically, when dimV < oo, there exists an isomorphism v € V ~ D,, € TyV, at each ¥ € V, identifying
each v € V to the tangent vector at ¢ associated with the derivative at ¢ in the direction v. If S¢ is the
orbit of the adjoint action passing through £ € g. Then

TS ={(&)v | €€ g},

for every v € S¢.
The group G also acts on g* via the co-adjoint action, given by

Ad": (g,p) € G x g = Adj-p € g,
where Adj is the dual map to Adgy, namely (Adju, &) = (u, Ady€) for all £ € g and p € g*, where (-, -)
denotes the natural pairing between g* and g. Then,

d

(&g*)u = a t_

OAdep(—tf):u = _<,u7 [57 ]> = _a‘dzﬂa v,u € g* (123)

Consequently, adg is defined as (adgd),v) := (v,ad¢v) for every ¥ € g* and v, € g. The co-adjoint orbit
of u € g* is given by

OM = {Ad}lu | g < G}, and TﬁO,L = {(fg*)ﬁ | f S 9}7
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at every point ¥ € O,. Furthermore, the fundamental vector fields {; and 4~ are related by

((€g-)psv) = (madgp,v) = =(p, (§g)o), Vo€ g=Tg", Vneg =Tg.

Finally, the following definition introduces Lie group actions that preserve the symplectic form. Such
actions play a fundamental role in the symplectic Marsden-Meyer—Weinstein reduction [128].

Definition 1.2.8. A Lie group action ®: G x P — P is a symplectic Lie group action relative to (P,w)
if ®jw = w for every g € G. Equivalently, in terms of fundamental vector fields associated with ®, one
has

Lepw =0 VEeg.

Furthermore, ® is a Hamiltonian Lie group action if its fundamental vector fields are Hamiltonian relative
to (P,w).

1.3 Basics on cosymplectic geometry

This subsection establishes fundamental results on cosymplectic geometry [27, 100, 101] to be used here-
after.

Definition 1.3.1. A cosymplectic manifold is a triple (M,w,7), where M is a (2n + 1)-dimensional
manifold, w € Q?(M) and T € Q(M) are closed forms satisfying that 7 Aw™ does not vanish at any point
of M.

Note that 7 A w™ does not vanish at any point of M if and only if 7 A w™ is a volume form. Hence,
cosymplectic manifolds are always orientable and odd-dimensional.
The Darboux theorem for cosymplectic manifolds [4] states the following.

Theorem 1.3.2. Let (M,w,7) be a cosymplectic manifold. Then, each point x € M admits a local
coordinate system {t,q*,...,q",p1,...,pn} on an open neighbourhood U of x so that

n
wlu :qui/\dpi, Tl = dt.
i=1

Such local coordinates are referred to as cosymplectic Darboux coordinates.

As in the symplectic setting, cosymplectic Darboux coordinates are not unique. As shown in the
following theorem, each cosymplectic manifold (M,w, 7) admits a unique vector field R on M satisfying

trw =0, trT = 1.

This vector field is called the Reeb wvector field of (M,w,7). In cosymplectic Darboux coordinates
{t,q', ..., q", p1,...,pn}, it is given by R = %.
Theorem 1.3.3. Every cosymplectic manifold (M,w,T) admits a unique Reeb vector field.

Proof. Since M is odd-dimensional, suppose that dim M = 2n + 1. Since ker 7, N ker w, = 0 for every

x € M and kerw, # 0, it follows that 7 does not vanish. Consequently, dim ker 7,, = 2n and dim ker w, =

1. Indeed, if dimkerw, > 1, then dimker(r; A w}) > 0, which leads to a contradiction. Therefore,

ker w, @ ker7,, = T, M for each x € M. Let D, € kerw, \ {0}. A Reeb vector field is then defined by
D,

R, = , reM. (1.3.1)
LDsz

It satisfies tgp, 7 = 1 and tp, wy; = 0. Moreover, if Ry and Ry are two Reeb vector fields, then
tr, (TAW") = tp,(TAW") = tp,—R,(TAW") =0 = R; = Rs.

Hence, the Reeb vector field is unique and is given by (1.3.1). O
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Definition 1.3.4. A cosymplectomorphism is a map ¢: M; — My between cosymplectic manifolds
(M1, w1,m) and (Ma,ws, 72) such that p*ws = wy and p*m = 71.

Then, in terms of Lie group actions, one has the following definition.

Definition 1.3.5. A cosymplectic Lie group action relative to (M,w, T) is a Lie group action ®: Gx M —
M such that, for every g € G, the map ®,: M — M is a cosymplectomorphism. In other words,

PFw=w, o, T =1, Vg € G.

Assuming G is connected, as assumed in this PhD thesis, ®: G x M — M is a cosymplectomorphism
if and only if
g&l\/lw =0, "%51\47- =0, V€ € g,

where Z,, denotes the Lie derivative along the fundamental vector field &y;.

Additionally, since d7 = 0, the condition .%¢,, 7 = 0 implies that ¢¢,,7 is a constant function on M,
which does not need to be one or zero. This property will be relevant in Section 3.2.7 when studying the
restricted circular three-body problem [2, 60].

Proposition 1.3.6. A triple (M,w,T) is a cosymplectic manifold if and only if the vector bundle homo-
morphism
b: TM — T*M, vy € ToM — b(vy) = ty,wa + (Lo, Ta ) Tas Vo € M,

s a vector bundle isomorphism.

Proof. Assume that b(v,) = 0 for a certain v, € T, M. Then,
Lo, Wg + (Lo, To)Tw = 0. (1.3.2)
Contracting both sides of (1.3.2) with the Reeb vector field at =, namely R, € T, M, one has
LRy by Wa F (boy T )LR, T = Lo, Tw = 0,

and v, € ker7,. Then,

0=">0(vz) = ty,Wa

and v, € kerw,. Therefore, v, € ker7, Nkerw, = 0. Hence, b is an injective vector bundle morphism

and becomes a vector bundle isomorphism since TM and T*M are vector bundles of the same rank.
Conversely, by contradiction, if (M,w, ) is not a cosymplectic manifold, then there exists a non-zero

vz € ker 7, N ker w,,, which exists by assumption. Then b is not a vector bundle isomorphism. O

Definition 1.3.7. Given a cosymplectic manifold (M,w, 7). Then, each f € ¥°°(M) gives rise to three
vector fields:

e A gradient vector field, namely

Vfi=b"Ydf), (1.3.3)
which amounts to saying that vy jw = df — (Rf)7 and vv;7 = Rf.
o A Hamiltonian vector field, Xy, given by
Xp=bv"Ydf — (Rf)7), (1.3.4)
which is equivalent to tx,w = df — (Rf)7 and tx,7 = 0.

e An evolution vector field
E; =R+ X;y. (1.3.5)
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In cosymplectic Darboux coordinates for (M,w,7) around a point @ € M, the vector fields (1.3.3),
(1.3.4), and (1.3.5) read

Of 0 ~[O0f 0 Of O “/of 0 Of O
_ 4 9] 9 X = 9] 9
VIi= ot (31)1- o¢  oq 8pi)’ ! Z(@pi o¢  oq opi )

=1 i=1

and

0 “./Of I af o
Br= 0 3 (9L 0 010
ot pt Odp; 0¢*  0q* Op;
The integral curves of E are given, in cosymplectic Darboux coordinates, by the solutions of

dp;  9f
ds  0¢

- dg _of

ds = ap t i=1,... 1.3.6
ds ) ds 8pz( 7Q7p)? ( 7Qap)7 7 R ,n, ( a)

where (t,q,p) stands for (¢,q%,...,¢", p1,...,Pn).

Example 1.3.8. Let T be a one-dimensional manifold, and let (P,w) be a symplectic manifold. Consider
the product manifold M =T x P and the projection map np: M — T and np: M — P. A symplectic
form w on P induces a closed differential two-form on M given by wp := mpw. Similarly, a non-vanishing
differential one-form 7 on T gives rise to a closed differential one-form 7 = 7}, 7 on M. Consequently,
(T x P,wp, 1) becomes a cosymplectic manifold.

Unless otherwise stated, cosymplectic Darboux coordinates on (T X P,wp,7r) are assumed to be
of the form {t,q¢',...,¢",p1,...,pn}, where t stands for the pull-back to M of a potential of 7, while
q',...,q" p1,...,pn are the pull-backs to M of symplectic Darboux coordinates for (P,w). For clarity,
the pull-backs of coordinate functions from 7" and P to M are denoted identically to their counterparts
in T and P. VAN

If M =R x T*Q, with 7 = dt and w = Y- ; dg* A dp;, then (1.3.6a) can be rewritten as

d¢*  of
dt N api

dp; _ of
dt  o¢

(t7 q? )5

(t7qap)7 1= 1,...,77,. (136b)

Thus, (1.3.6b) retrieves the Hamilton equations for a time-dependent symplectic Hamiltonian system on
T*Q (see Subsection 3.1.1 or [2, 54]).
More generally, one has the following definition.

Definition 1.3.9. Given a cosymplectic manifold (M,w,7), the Hamilton equations associated with

h € €°°(M) are defined as the system of differential equations which, locally on each coordinated open

neighbourhood U C M with cosymplectic Darboux coordinates {t,q",...,q¢", p1,...,pn}, is given by
dq’ _ Oh

dt - 8p(t qlv"'vqnvplv"'7pn)7
4

=——(t,q' ..., ¢"p1,...apn), di=1,...,n. (1.3.7
dz aql( yq s »q 5 P1, » D ) ? n ( )

Roughly speaking, Equations (1.3.7) are the system of differential equations for the integral curves of
E), parametrised by points in T' described by the coordinate ¢ in the Darboux coordinates obtained from
coordinates on T and P as indicated previously. Although the coordinate t is defined up to an additive
constant, equations (1.3.7) are equivalent for any admissible choice of variable ¢ within the cosymplectic
Darboux coordinate class. Consequently, the Hamilton equations exhibit a geometrical meaning. This
property remains valid even in the cases where T = S!, provided that the particular solutions are allowed
to match every point of T with several points of P (see Figure 1.2).

The integral curves of X; in M are given by the solutions of
dp; of

t =L
(t,q,p) P o

dt dq’
_0 ¢ _9f

a ¢ i=1,....n.
o= a5~ o, (t,q,p), i=1,...,n
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Figure 1.2: Example of solutions of Hamilton equations on a cosymplectic manifold (S! x T*R, wr+g, 7s1)
for S' being the circle of radius one centred at zero. Only the coordinates of solutions in S' x R are
represented.

It is worth noting that X} on M = R X P can also be considered as a time-dependent vector field [2, 54].
In this setting, its integral curves are R > ¢ — (¢,p(¢)) € R x P, where p(t) denotes a solution of (1.3.7).
This provides the geometric interpretations of the solutions.

An analogous construction extends to any cosymplectic manifold of the form (M :=T x P,wp, 7).
However, in this setting, the solutions of the Hamilton equations can associate each point ¢ € T with
multiple distinct points in P. Nevertheless, locally in a neighbourhood of any point ¢y € T, a solution
can be considered as a union of local sections of mp: M — T, whose images do not intersect each other
(see Figure 1.2).

The following result shows a useful property.

Proposition 1.3.10. For any f € € (M), the gradient vector field on (M,w,T) is given by V f =
X+ (Rf)R. Moreover, if Rf =0, then [R,Xy] = 0.

Proof. From the definitions of the Hamiltonian and gradient vector fields, one has
wwpw=df = (Rf)T =1x,w = 1yr_x,w=0.
Hence, Vf = Xy 4+ Y for some vector field Y on M such that ¢tyw = 0. Furthermore,
LT = Lx,T+1yT=Rf.

Since tx,7 = 0 and ker 7 @ kerw = TM, then Y = (Rf)R and Vf = X; + (Rf)R.
If, in addition, Rf = 0, then

L[Xf,R]W = ZXfLRw - LRG.%Xfw = —LRdLXfw = LRd(df - (Rf)T) = 0,

and similarly
L[Xf,R]T:zXfLRT_LRngT: —LRdLXfTZO.

Since TM = ker 7 & ker w, it follows that [ Xy, R] = 0. O
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Any cosymplectic manifold (M, w, 7) naturally induces a Poisson bracket {-, -}, r: € (M) x€>°(M)—
€ (M) of the form

{fag}w,r = W(vav.g) :w(Xf7Xg)v vfng(goo(M), (1'3'8)

where the last equality is a consequence of Proposition 1.3.10 and the condition tgw = 0. As in the
symplectic case, the Poisson bracket satisfies

X{f,g}w,q— = —[Xf,Xg], Vf,g S cgoo(M) (139)
The Poisson bivector A, . associated with the Poisson bracket {-, -}, r is given by
Aw,T(x)(a.’IjaﬁfL') = {f:g}wﬂ'(x) :ww(XﬁXg)a Vo € M,

where df(z) = a, and dg(z) = B, are elements of TEM for certain f,g € €°(M). In cosymplectic
Darboux coordinates, the Poisson bivector A, » reads

) 0
Aor = 75 Ao
T =0 Opi

It is worth noting that ZrA. - = 0.
The space of Hamiltonian vector fields relative to a cosymplectic manifold (M,w,7), denoted by
Ham(M,w, 1), forms a Lie subalgebra of X(M). Moreover, the map

fe€¢>* (M)~ —X; € Ham(M,w, )

is a Lie algebra homomorphism. Note that X is a Hamiltonian vector field relative to the Poisson bracket
{,-}w,7, namely Xy = {-, f}. -, whereas the corresponding evolution vector field E; is never so and V f
is not Hamiltonian in general either (cf. [146]).

1.3.1 Symplectic, cosymplectic, and Poisson geometries

In physical applications, particular attention is given to cosymplectic manifolds of the form (T'X P,wp, 7r),
where T is a one-dimensional manifold representing a certain time interval and P is a symplectic manifold.
Several choices of T' and P are interesting in this context.

Let @ be the configuration manifold of a physical system. A standard choice for P is the cotangent
bundle of @, i.e. P = T*Q, equipped with its canonical symplectic structure, see Definition 1.2.3.
Alternatively, one may consider P = T(Q endowed with the symplectic structure induced by a regular
Lagrangian function (see [112] for details).

Meanwhile, T can be chosen to be R with its natural variable ¢ and the closed non-vanishing one-form
7 = dt, which represents the flow of time over the real line. This choice is appropriate for systems evolving
continuously over an unbounded time interval. Another relevant option is T = S', the unit circle in R?,
endowed with the closed non-degenerate one-form df, where 6 denotes the angular coordinate relative to
a reference point in it. This model is suited for the analysis of ¢-dependent Hamilton equations with a
t-dependent periodic Hamiltonian.

Recall that cosymplectic Darboux coordinates for (T' x P,wp,7r) are assumed to be of the form
{t,q',...,q", p1,...,pn}, where the functions {q',...,q", p1,...,pn} denote the pull-back to M of sym-
plectic Darboux coordinates for a symplectic manifold P and the function ¢ is the pull-back to M of a
potential of a closed one-form on 7.

Although a cosymplectic manifold (M, w, 7) naturally induces both a symplectic manifold (R x M, &)
and a Poisson manifold (M, {-,-}., -), it is shown that neither of these approaches provides an appropriate
framework for extending the energy-momentum method from symplectic to cosymplectic setting.

The following lemma illustrates the natural relationship between symplectic and cosymplectic mani-
folds [44]. A complete proof is provided, as it is often omitted in the existing literature.
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Lemma 1.3.11. Let w € Q*(M),7 € QY (M) and let pr: R x M — M be the canonical projection onto
M. Let s be the natural coordinate in R understood as a variable in R x M in the natural manner. Then,
(M, w, T) is a cosymplectic manifold if and only if (R x M, pr*w+dsApr*T =: @) is a symplectic manifold.
Moreover, pr is a Poisson morphism, i.e.

{fopr,koprly={f kluropr, Vf ke (M).

Proof. Recall that if (M,w, ) is a cosymplectic manifold and dim M = 2n + 1, then w™ A 7 is a volume
form. Since w € Q(M) and 7 € Q' (M) are closed, then

dw = d(pr*w + ds A pr*7) = prdw — ds A pr*dr = 0, (1.3.10)

and @ € Q%(R x M) is also closed. Since 9"*! = 0 for every differential two-form ¥ on M, one has that

O™ = (prrw +ds A pr*r)"T = (n + 1)(pr*w)” Ads A prit = (n 4+ 1)ds A pr*(w” A7), (1.3.11)

is clearly a volume form on R x M and it is non-zero. Thus, & is non-degenerate.

Conversely, if (R x M,®) is a symplectic manifold, relation (1.3.11) shows that w™ A7 # 0. Moreover,
(1.3.10) gives that pr*w and pr*r are closed forms. Since pr is a surjective submersion, dw = 0 and
dr = 0. Therefore, (M,w, ) is a cosymplectic manifold.

Furthermore, if {-, -}~ is the Poisson bracket induced by the symplectic form &, then

pr{f, ktwr = —pr'(tx,tx,w) = —pr(x,dk — (REk)ix, )
= —txp, Pridk = —ix . dpr'k = {pr"f, prik}s,

for every f,k € €°(M), and pr: R x M — M is a Poisson morphism. Note that X« stands for the
Hamiltonian vector field on (R x M, @) of the function pr*f € € (R x M). O

This paragraph aims to show that the vector fields Vf, Xy, and E; on a cosymplectic manifold
(M, w, T) cannot, in general, be considered as Hamiltonian vector fields relative to the symplectic manifold
(Rx M,©), where @ is a symplectic form induced by (M, w, 7). To clarify this point, it is necessary to relate
f, Vf, X, and E; to natural mathematical structures on R x M. Consider f := pr*f € €=(R x M),
where pr: R x M — M is the canonical projection. Define the vector fields Fg, Xf, and E'f on R x M
to be the unique vector fields projecting onto V f, Xy, and Ey via pr,, respectively. Then, taking into
account the isomorphism T, ;) (R x M) ~ T;R @& T, M for every s € R and 2 € M, one gets that

Lﬁgds = Ldes = LEde =0.
Furthermore,
dep, @ =d(ep, priw — (p, pri7)ds) = d(pr' (v s w) — pr(Rf)ds)
— pr(d(df — (RF)7)) — pr* (A(RF)) Ads = —pr(d(Rf)) A (ds + pr°r)
Consequently, Fg is not, in general, a Hamiltonian vector field on R x M relative to @. Similarly,
deg, w=d(eg, priw— (1g,pri7)ds) = d(pr’(ux,w) — pr(ux,7)ds)
= pr(dix,w) — pr(dex,7) Ads = —pr*(d(Rf) A T),
and X ¢ is not, neither, a Hamiltonian vector field on R x M in general. Finally,
deg, W=d(Lpw+1g, @) =dig, @=—pr'(d(Rf) A7),

where R is the unique vector field on R x M that projects onto the Reeb vector field R on M via pr.
and satisfies tzds = 0. Accordingly, E r, in general, fails to be a Hamiltonian vector field with respect to
(R x M,©).
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Nevertheless, if d(Rf) = 0, then Vf, X;, Ey naturally give rise to Hamiltonian vector fields Fg, X 75
and Ef, respectively, relative to the symplectic manifold (R x M,©). However, in general, the latter
is not necessarily satisfied. The condition Rf = 0, which appears in a different form in cosymplectic
theory [4], may be used to define, on cosymplectic manifolds, an analogue of the geometric structures
and techniques appearing in symplectic manifolds [44].

It is worth noting that alternative approaches exist to consider some of the vector fields mentioned
above in M as Hamiltonian vector fields on R x M (see, for instance, [44] or the proof of Lemma 1.3.11).
However, these methods are used to change the intrinsic properties of vector fields on M, potentially
complicating their analysis. For example, certain methods can turn a vector field on M with equilibrium
points into one without them in R x M, which can give rise to problems with studying the stability.
Specifically, the vector field (Rf )a% + X is Hamiltonian on R x M with respect to @ and projecting onto
X relative to pr,. Nevertheless, the stability properties of (R f)% + X significantly differ from those
of X¢, e.g. it may admit no equilibrium points at all while X; does, and thus introduces new difficulties
in the stability analysis of the original dynamics on M.

Note that every cosymplectic Hamiltonian vector field is indeed Hamiltonian relative to the Poisson
bracket associated with its underlying cosymplectic manifold. Nevertheless, gradient vector fields are not,
in general, Hamiltonian, and evolution vector fields are never Hamiltonian with respect to such a Poisson
bracket, as shown before. These facts, along with further results presented in the subsequent sections,
indicate that the Poisson bracket associated with a cosymplectic structure is insufficient, by itself, for
the analysis of the problems to be studied hereafter. Moreover, neither the classical energy-momentum
method [113] nor the energy-Casimir method, developed for studying the stability of relative equilibrium
points of Hamiltonian systems on Poisson manifolds [113], is applicable in the forthcoming analysis. In
particular, the restricted circular three-body problem examined in Subsection 3.2.7 demonstrates the
necessity of the new techniques introduced within this PhD thesis. It also highlights the limitations of
existing techniques, such as the time-dependent energy-momentum method [54], which proves to be not
enough to analyse certain types of problems addressed through the new methods proposed in Chapter 3.

1.4 Fundamentals on geometric field theory

This section reviews the geometric preliminaries required for the development of the geometric formulation
of Hamiltonian field theories (see [7, 37, 38, 75, 78, 106, 107] for details on k-polysymplectic and k-
polycosymplectic formalisms). Throughout this work, it is assumed that R* has a fixed basis {e1,...,ex}
giving rise to a dual basis {e!,...,e*} in R¥*. Let 8 = 0 ® e, € QY(M,R*) be an R¥-valued differential
{-form. The contraction of 8 with a vector field X € X(M) is defined as

k
ix0 = (1x0%) @ eq € AT (M,RF).

a=1

The contraction of @ with a k-vector field X = (X1,..., X3) € X¥(M) is defined as

k
1x0 = ZLXOGQ € Qeil(M).
a=1
The exterior product of two R¥-valued differential forms ¥ = 9% @ e, € Q% (M,R*) and p = u* @ e, €

QFf2 (M, R") is defined by
k

DAp=> (0°Apu*) ®eq € QT2 (M,RY).
a=1
The above definitions are useful for simplifying the notation of the theory. Note that a point-wise
analogue can be defined similarly. In particular, these definitions apply to the contraction of elements of
E or E®R* with E* @ RF for a vector space E.
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1.4.1 k-Vector fields and integral sections

This subsection reviews the theory of k-vector fields, which plays a crucial role in the geometric analysis
of systems of partial differential equations [43].
First, the following fundamental definition is introduced.

Definition 1.4.1. The Whitney sum of k copies of the tangent bundle to M is defined as !

k
k
@TM:TM@M~(~)~@MTM,

where the fibre product is taken over M. This construction admits the natural projections

k k
pr*: PTM - TM ,  pry: TM — M, a=1,...,k

Definition 1.4.2. A k-vector fieldon M is a section X: M — @kTM of the vector bundle pr, : @k ™™ —
M. The space of k-vector fields on M is denoted by X*(M).

Each k-vector field X € X*(M) is equivalent to a family of vector fields X7,..., Xy € X(M) defined
by X, = pr; oX for @ =1,..., k. This fact justifies the notation X := (Xy,..., Xy).

Definition 1.4.3. Given amap ¢: U C R¥ — M, its first prolongation is the map ¢': U C RF — EBkTM

defined as follows
1o}
., T —
t> 9 ) t¢ ((’“)75’“

The integral sections of a k-vector field are defined in the following definition.

§(1) = («b(t);w (af

)> =: (o(t); 9L, (1)), t=(th, ... t*) e RF.

Definition 1.4.4. Let X = (Xy,..., Xx) € X¥(M) be a k-vector field. An integral section of X is a map
¢: U C R¥ — M such that ¢/ = X o ¢, namely T¢ (5%) = Xo0¢ for o = 1,..., k. A k-vector field
X € XF(M) is integrable if [Xo, Xgl=0forl1<a<p<k.

Let X = (X1,..., X)) be a k-vector field on M with local expression X, = X} 8‘27., fora=1,...,k.
Then, ¢: U C R*¥ — M is an integral section of X if and only if its coordinates satisfy the following
system of PDEs

gfa:Xéqu, i=1,...,n, a=1,...,k. (1.4.1)

Indeed, (1.4.1) is integrable if and only if [X,, Xg] =0for 1 <a < g <k.

1.4.2 k-Polysymplectic geometry

Geometric covariant descriptions of first-order classical field theories can be performed by appropriate
generalisations of some of the structures mentioned in the previous sections. One of the simplest among
them is k-symplectic geometry (also known as k-polysymplectic), originally introduced by A. Awane [7, 8]
and subsequently used by M. de Leén et al. [39, 41, 42], and L.K. Norris [117, 126] to describe first-order
classical field theories. This formalism coincides with the polysymplectic structures developed by G.C.
Giinther [78], although it differs from the polysymplectic frameworks introduced by G. Sardanashvily
et al. [67, 134] and 1.V. Kanatchikov [89]. As there are many k-symplectic-like definitions with related
but mainly different and even contradictory meanings, it is relevant to fix the terminology properly, as
accomplished in Definition 1.4.5.

k-Polysymplectic manifolds have been widely used in the analysis of physical systems described by
partial differential equations. In particular, they provide a geometric framework for the Euler-Lagrange
and Hamilton-de Donder-Weyl field equations, together with the dynamical systems described by them,

1The subindex of the Whitney sum will be skipped if it is understood from context
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notably including first-order regular autonomous field theories [37, 43, 46, 57]. Moreover, k-polysymplectic
geometry offers a natural setting for the study of symmetries, conservation laws, and reduction procedures
in field theories [7, 78, 107, 133]. Remarkably, k-polysymplectic geometry has also proved to be effective in
the study of systems of ordinary differential equations, and their superposition rules [53]. It is also worth
stressing that the analysis of ordinary differential equations within the framework of k-polysymplectic
geometry differs significantly from the standard approach, which primarily addresses systems of partial
differential equations, and therefore gives rise to new lines of research.

This subsection provides an overview of the theory of k-polysymplectic, polysymplectic, k-symplectic
structures, and related concepts that appear in the literature. It clarifies the terminology adopted in this
PhD thesis, as well as introduces the definitions to be used. Such clarification is particularly necessary
due to the lack of terminological consistency in the literature, where the same term can refer to different,
not equivalent, geometric concepts. Certain examples of this ambiguity can be found in the foundational
works by Giinther [78] and Awane [7].

Definition 1.4.5. A k-polysymplectic form on P is a closed non-degenerate R*-valued differential two-

form
k

w= Zwo‘ ® eq € V2 (P,RY).
a=1
The pair (P,w) is called a k-polysymplectic manifold. In addition, if w = d@ for some 8 € Q' (P, RF),
then (P, 0) is an exact k-polysymplectic manifold.

In the literature, k-polysymplectic manifolds are often called, for simplicity, polysymplectic manifolds
(see [107] for instance). However, the term ‘polysymplectic’ also refers to a different notion that is
explained below. To prevent ambiguity, the terminology ‘k-polysymplectic manifold’ and other related
ones in our work are not simplified, unless otherwise stated.

A manifold P admits a k-polysymplectic form w if and only if there exists a family of k& closed

two-forms wl, ..., w* € Q?(P) satisfying the non-degeneracy condition
k k
kerw = ker(z W ®eqy) = ﬂ kerw® =0.
a=1 a=1

Hereafter, R¥-valued differential forms are written in bold. Now, one can proceed to define polysymplectic
manifolds as follows.

Definition 1.4.6. Let P be an n(k + 1)-dimensional manifold. Then,

o A polysymplectic form on P is a differential R*-valued two-form of the form

k
w= Zwa ® eq € (P, RY),
a=1
where w!, ... w* € O2(P) are closed two-forms such that the non-degeneracy condition

k
kerw = ﬂ kerw® =0.
a=1
holds. A manifold P equipped with a polysymplectic form w is referred to as a polysymplectic
manifold and is denoted as a pair (P,w).

o A k-symplectic structure on P is a pair (w,V’), where (P,w) is a polysymplectic manifold and
V C TP is an integrable distribution on P of rank nk such that
Wy =0.

In this case, (P,w,V) is a k-symplectic manifold and the distribution V is called the polarisation
of the k-symplectic manifold.
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If the two-form w is exact, namely w = d@ for some 8 € Q'(P,R¥), then the corresponding structure,
whether polysymplectic or k-symplectic as introduced in Definition 1.4.6, is said to be ezact.

The definition of a k-symplectic manifold coincides with the one introduced by A. Awane [7, 9].
Additionally, it is locally equivalent to the concept of the standard polysymplectic structure introduced
by C. Giinther [78] (they are globally equivalent provided there exist compatible Darboux charts?) and
globally equivalent to the integrable p-almost cotangent structure introduced by M. de Leén et al [41, 42].
In the special case when & = 1, Awane’s definition reduces to the well-known notion of a polarised
symplectic manifold, namely a symplectic manifold with a Lagrangian distribution [46].

In Giinther’s works, polysymplectic manifolds refer to the differential geometric structures obtained
from the definition of a k-symplectic manifold by removing the existence of the distribution V. On
the other hand, a standard polysymplectic manifold in Giinther’s terminology [78] is a polysymplectic
manifold admitting local Darboux coordinates, which is equivalent to the definition of a k-symplectic
manifold. The existence of the polarisation V' in the definition of a k-symplectic structure is necessary
to guarantee the existence of an atlas of compatible k-symplectic Darboux coordinates (see [7, 73] and
[130, p 57]) and vice versa.

Theorem 1.4.7 (Darboux theorem for k-symplectic manifolds). Let (P,w, V) be a k-symplectic manifold.
Then, on a neighbourhood U of any point p € P, there exist local coordinates {q*,p®}, withi=1,...,n
and a =1,...,k, such that

k

w:Zqui/\dpf‘@ea, V:<0189?>'

a=1i=1
Such coordinates are called k-symplectic Darboux coordinates.

Before presenting the canonical example of a k-symplectic manifold, it is useful to recall the following
example, which will be used extensively throughout this PhD thesis.

Example 1.4.8 (Canonical model for k-symplectic manifolds). Let @ be an n-dimensional manifold and
consider the Whitney sum
k
@T Q=TQdg - ®o T*Q,

with natural projections 7 : @k T"Q — T*Q, from the a-th component of @k T*Q onto T*Q, with
a=1,...,k and mq: @k T*Q — Q. A coordinate system {¢‘} in @) induces a natural coordinate system
{¢,p?} in @k T*@, where a = 1,...,k. Consider the canonical forms in the cotangent bundle T*Q of
Q given by § € Q(T*Q) and w = —df € Q?(T*Q). Hence, the Whitney sum @k T*Q has the canonical
forms taking values in R* given by

k
0r=> (T)0@ea, wy=—dby,

a=1

which, in natural coordinates {q*,p®} in @" T*Q, read

k n k n
0k=ZZp?dqi®ea, wk:Zqui/\dp?Q@ea.
a=1i=1 a=1i=1

Taking all this into account, the triple (@k T*Q, wk, Vi), with Vi, = ker Tmg, is a k-symplectic mani-
fold. Notice that the natural coordinates {¢%, p$} in @k T*@Q are the canonical example of k-symplectic
Darboux coordinates. A

2Note that it is not clear what Giinther means by an atlas of canonical charts, namely, which is the equivalence between
different pairs of Darboux charts.
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Given a k-polysymplectic manifold (P,w), the vector bundle morphism

k k
b: (vi,...,0%) E@TPI—> ZLUa<w,e°‘> eT*P,
a=1

induces a morphism of > (P)-modules b: X¥(P) — Q!(P). The morphism b is surjective because the
annihilator of its image belongs to ﬂizl ker w® = kerw = 0.

1.4.3 w-Hamiltonian functions and vector fields

This subsection surveys the basic theory of k-polysymplectic vector fields and functions. These structures
play a fundamental role in the k-polysymplectic energy-momentum method introduced in Section 3.3.

Definition 1.4.9. Let (P,w = 2221 w® ® eq) be a k-polysymplectic manifold. A vector field Y € X(P)
is w-Hamiltonian if it is Hamiltonian with respect to all the presymplectic forms w',...,wk € Q%(P),
namely tyw® is closed for a = 1,..., k. The space of w-Hamiltonian vector fields on a k-polysymplectic
manifold (P,w) is denoted by X,,(P).

Note that if tyw® is closed, it generally admits a potential function only locally. Nevertheless, since
the present PhD thesis is mainly focused on local aspects, the possible lack of a globally defined potential
function does not affect what follows.

For the study of w-Hamiltonian vector fields, it is useful to introduce a generalisation of the concept
of the Hamiltonian function for presymplectic forms. This generalisation allows for dealing with all

k

associated functions h',..., h¥ simultaneously (see [7, 53] for details).

Definition 1.4.10. Let (P,w = 22:1 w® ® e, ) be a k-polysymplectic manifold. An R¥-valued function

h = 2221 h® ® e, is an w-Hamiltonian function if there exists a vector field X; on P such that
tx,w = dh, namely tx, w® = dh® for « = 1,..., k. In this case, h € (P, Rk) is an w-Hamiltonian

function associated with Xp. The space of w-Hamiltonian functions on (P,w) is denoted by €. °(P).

An w-Hamiltonian vector field (resp. function) is often called k-Hamiltonian at times if w is under-
stood from context or its specific expression is not relevant. In [118], the author defined the k-Hamiltonian
system associated with the R*-valued Hamiltonian function h as the vector field X}, from the previous
definition. Additionally, A. Awane [7] called h a Hamiltonian map of X when X is additionally an in-
finitesimal automorphism of a certain distribution on which it is assumed that the presymplectic forms
of the k-symplectic manifold vanish.

Example 1.4.11. Consider the two-polysymplectic manifold (R3, w), where {u,v,w} are linear coordi-
nates on R3 and

1 2
w=w ®e +w Kea,

with
4 1 4ap? 4 8
wl = ——wdu/\dw—i—fdv/\dw—i—ldu/\dv, w? = ——du/\dw—i——wdu/\dv7
v2 v v3 v2 v3
The vector fields
X —éluzg—l-éluvﬁ—l-vzi X —2
= ou Ov ow’ 27 ou’
are w-Hamiltonian with w-Hamiltonian functions
2,2 2 2 2
f= (4uw—8u v _1) ® e + (4u—16M) ® ez, g= 2% e —4£®627
v2 2 v2 v2 v2
respectively, with respect to the two-polysymplectic form w. A

The following propositions provide some properties of w-Hamiltonian functions and vector fields.
More details can be found in [53].
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Proposition 1.4.12. Each w-Hamiltonian vector field is associated with at least one w-Hamiltonian

function. Conversely, any w-Hamiltonian function uniquely determines a w-Hamiltonian vector field.

Proof. The non-trivial part of the proof is the converse. By the definition, each w-Hamiltonian function
h =h'®e'+- - -+h* Qe is associated with a vector field Xj,. Suppose that there exist two w-Hamiltonian
vector fields X} and X7 related to h. Then,

LXIW = LW = dh = Lxl_xzW = 0.

Hence X} — X7 takes values in ker w yields that X} = X7. O
Proposition 1.4.13. The space €5°(P) relative to k-polysymplectic manifold (P,w) becomes a Lie al-
gebra when endowed with the natural operations

h+g:=(h"+4¢%) ®eq, A-h:=M*®eq,
where h = h*®eq,, g = §*Qeqy € €°(P), A € R, and the Lie bracket {-, -} : X (P)XE°(P) — 63 (P)
1s of the form

{hvg}w = {hlagl}wl ®er+ -+ {hkagk}w’“ @ ek )
where {-, -} o is the Poisson bracket naturally induced by the presymplectic form w®, with « =1,... k.

Proof. Let X3 and Xy be w-Hamiltonian vector fields associated with h and g, respectively. The linear
combination Ah + pg, with A\, u € R, is also an w-Hamiltonian function associated to the vector field
AXp + pXg since

Xp+ux, = d(AR + pg).

Therefore, €5°(P) becomes a vector space. Moreover,

UXp, X)W = d{g,h}. .

Hence, {g,h}. is an w-Hamiltonian function with Hamiltonian vector field [X}, Xg]. Thus, €5°(P) is
closed with respect to this bracket, which is trivially antisymmetric and satisfies the Jacobi identity,
which turns (€5°(P),{, }.) into a Lie algebra. O

The product of w-Hamiltonian functions, defined as
hxg=(h'g)®er+--+(h'g") @ e,

is not, in general, an w-Hamiltonian function [53, p. 2239]. Therefore, (€°(P),*,{-, }.) is not, in
general, a Poisson algebra [53, p 2239]. Moreover, the map {h, -}, : g € €°(P) — {g,h}w € €F(P),
with h € €3°(P), is not, in general, a derivation with respect to x either. Thus, k-polysymplectic
geometry significantly differs from Poisson and presymplectic geometry. Nevertheless, {h,g}. vanishes
for every locally constant function g € €5°(P) and any h € €°(P). Additional properties of this Lie

algebra are presented below.

Proposition 1.4.14. Consider a k-polysymplectic manifold (P,w). Every w-Hamiltonian vector field
Xp acts as a derivation on the Lie algebra (€5°(P),{-, }w) in the form

Xh.f:{f,h}wa ercggo(]j)v
where h is an w-Hamiltonian function related to Xp,.

Proof. Note that {f, h}., does not depend on the chosen w-Hamiltonian for X. Every two w-Hamiltonian
functions related to the same w-Hamiltonian vector field differ by a constant (on each connected com-
ponent of P). So, if hy and hy are w-Hamiltonian functions for X. Then {f,hi}o, = {f, ho}o, and X¢
become well defined. Furthermore,

Xn{f.9te = {{f.9}e, Rl = {{F h}w. g}o +{F {9, h}u}o = {Xnf,g}e + {f, Xng}e .
Since Xp, acts linearly on €.5°(P) the results follows. O
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1.4.4 k-Polycosymplectic geometry

A natural generalisation of the k-polysymplectic structures is provided by k-polycosymplectic manifolds,
which extends the cosymplectic framework for non-autonomous mechanical systems [2] to regular field the-
ories whose Lagrangian and/or Hamiltonian functions, in the local description, depend on the space-time
coordinates [38, 40]. Non-autonomous field theories can be effectively formulated within the framework
of k-polycosymplectic [119] and k-cosymplectic [38] geometry. For further details on the k-symplectic
and k-cosymplectic formalisms, see [43, 74, 125]. The relationships among k-symplectic, k-cosymplectic,
and multisymplectic structures are systematically discussed in [129]. The basic definitions and properties
associated with these geometric structures are introduced in this subsection.

Definition 1.4.15. A k-polycosymplectic structure on M is a pair (T,w), where 7 € Q'(M,R*) and
w € O2(M,R¥) are closed differential one- and two-forms taking values in R* such that

k k
rkkerw =rk (ﬂ kerwa> =k, kerw Nkerr = m (ker7* Nkerw®) =0.

a=1 a=1

In this case, (M, T,w) is called a k-polycosymplectic manifold. If, in addition, dim M = k + n(k + 1) for
a certain n € N, it is said that (M, T,w) is a polycosymplectic manifold and (7,w) is a polycosymplectic
structure.

Every k-polycosymplectic structure on a manifold M gives rise to two closed R¥-valued differential
forms w € Q?(M,R*) and T € QY (M, R¥) given by

k k
wzg w® ® eq, 7':5 ™R eq,
a=1 a=1

for a canonical basis {ey,...,e;} in R¥ and some differential two- and one-forms on M given by w® and
7% for a = 1,. .., k, respectively.

Definition 1.4.16. A k-cosymplectic structure on M is a family (7,w, V), where (7, w) is a polycosym-
plectic structure on M and V' C TM is a distribution of rank nk on M such that

7|, =0 and Wy =0.
Then, (M, T,w,V) is k-cosymplectic manifold.

If w is exact, namely w = d@ for some € Q!(M,R¥), the k-polycosymplectic (resp. polycosymplectic
or k-cosymplectic) structure is said to be exact. Throughout this work, M will be occasionally used to
denote a k-polycosymplectic manifold (M, 7,w). This allows for shortening the notation.

Theorem 1.4.17 (Darboux theorem for k-cosymplectic manifolds). Let (M¥,V) be a k-cosymplectic
manifold. Then, on a neighbourhood U of any point x € M, there exist local coordinates {t*,q*, p&}, with
i=1,....nand a=1,...,k, such that

k n k

. 0

W= A A B, =Y A B, V= <ap> |
a=1i=1 a=1

Such coordinates are called k-cosymplectic Darboux coordinates.

For the sake of clarity, it is convenient to establish the following result. Moreover, it will be necessary
to relate the class of the considered k-polycosymplectic manifolds to a specific type of k-polysymplectic
manifolds. It is a natural extension of Theorem 1.3.3.

Proposition 1.4.18. Let (M, T,w) be a k-polycosymplectic manifold. There exists a unique family of
vector fields Ry, ..., Ry on M, called Reeb vector fields, such that

LR, T = €q, tp,w =0, a=1,...,k. (1.4.2)



22 Chapter 1. Fundamentals

Proof. By Definition 1.4.15, one has ker 7 N kerw = 0, which means that, if 7 = ZZ:l T ® eq, then

7V Ao~ A 7% does not vanish on D = kerw. The distribution D has rank k by the definition of a k-
polycosymplectic manifold. Therefore, 71|p,,...,7%|p, are linearly independent at every € M and the
restrictions of 71,...,7F to D admit a unique dual basis Ry, ..., R of vector fields on M taking values
in D. Then, the vector fields Ry, ..., Ry satisfy the conditions (1.4.2). O

1.4.5 k-Polycosymplectic Hamiltonian systems

This subsection presents the application of k-polycosymplectic geometry to the description of non-
autonomous field theories.

Definition 1.4.19. Let (M, T,w) be a k-polycosymplectic manifold and let h € €°°(M). Then,
(M, T,w,h) is said to be a k-polycosymplectic Hamiltonian system. A k-vector field X = (Xy,...,X) €
XF(M) on M is a k-polycosymplectic Hamiltonian k-vector field if it satisfies the system of equations

k
ixw =dh — > (Rah)™*,

a=1

6=1,...,k. (1.4.3)
LXﬁ’T =E€s,

Then, the function h is a Hamiltonian function associated with X. The space of all k-polycosymplectic
Hamiltonian k-vector fields on M is denoted by X¥. (M, T, w).

Ham

It is worth noting that every function f € € (M) corresponds to multiple distinct k-polycosymplectic
Hamiltonian k-vector fields. Note that for k = 1, Definition 1.4.19 retrieves the evolution vector field in
the cosymplectic setting from Definition 1.3.7.

Suppose that, in a neighbourhood of a point x € M, there exist k-cosymplectic Darboux coordinates
{t*, q%,p?}. Consider a k-vector field X = (X1, ..., X3) € X¥(M) which, in these k-cosymplectic Darboux

coordinates, reads
59
otP

0 0
4 (Xo))—.
oy T op;

If X is a k-polycosymplectic Hamiltonian k-vector field, then conditions (1.4.3) imply the following

KXo = (Xa) + (Xa)i

(X.)? = o° (l; = (Xp)', g{; =3 (Xa)P. (1.4.4)

% a=1

The Equations (1.4.4) imply that, for a given h € €°°(M), there may exist multiple k-polycosymplectic
Hamiltonian k-vector fields. Let ¢o: R¥ — M be an integral section of a k-polycosymplectic Hamiltonian
k-vector field X, locally expressed as

Y(s) = (t%(s).4'(),p7(s)), s €R".
Then, v satisfies the following system of partial differential equations

otP d¢  Oh "opr  onm
55, 8Sa == W, a o == _8 s (145)
i = 0s q

D5

These equations are called k-polycosymplectic Hamilton-De Donder-Weyl equations for a k-vector field
X.

Example 1.4.20 (The vibrating membrane with external force). Consider a horizontal vibrating mem-
brane with coordinates {z,y} subjected to a time-dependent external force given by a function f(¢,z,y).
The phase space of this system is M = R3 x @3 T*R and it admits global coordinates {t, x, vy, ¢, p', p*, p},
where ( stands for the distance of every point in the membrane with respect to its equilibrium position,
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and pt,p®,pY are the corresponding momenta. This system is described by the Hamiltonian function
h € €°°(M) given by

1 1

h(t T oy T (N2 T (T2
(t.2,y,¢,0° 0%, p%) = 5 ()" = 5 5 (")

1
2c2

(py)2 - Cf(t,x,y) )

where ¢ € R is a constant depending on the physical properties of the membrane, such as its tension. For
a section

3
Y (ta,y) € R (tz,y,C(t, 2, y), 0 (¢, 2, y), 0" (t, 2,9), p¥ (£, 7,y)) € R x P, _, T*R,
Equations (1.4.5) yield

opt  op*  OpY
EJF or +87y7f(t’x’y)’
% o %_ 1 aC 1

i

a P oar 2P oy &P

y .

The choice of {t,z,y} as the coordinates of the domain of a section v is a slight abuse of notation that,
however, is standard in the literature [130] and is adopted throughout this work.
Combining the above equations, one obtains the equation of a forced vibrating membrane, namely

0? 1 (62 0?
1 (754 25) <

To rewrite this system in polar coordinates {r, 8}, consider the Hamiltonian function

ot?  ¢2

~ ,,,.2
0t ) = g (0 = 5072 = 500 ) = r¢rter6).

Then, Equations (1.4.5) for a section
T 3 *

become

opt  op”  op’
o " or tog =00,
o 1, 9¢_ 1 . 00 T

ot L o P e &P

Combining the above equations yields the equation of a forced vibrating membrane in polar coordinates

82¢ 2¢ 18¢ 1%
02<8r2+rar+r2892):ﬂt’r’9)'

ot?

1.4.6 k-Contact geometry

k-Contact geometry arises as a natural generalisation of contact geometry, designed to describe non-
autonomous Hamiltonian field theories [130, 131, 132]. Contact geometry dates back to 1872, when Sophus
Lie introduced contact transformations to study differential equations [102]. Since then, it has evolved into
rich geometric concept with numerous applications, including Gibbs’ thermodynamics [21, 139], Huygens’
geometric optics, non-autonomous Hamiltonian dynamics [45], control theory [144], Lie systems [47], and
many others [22, 36, 59, 64]. The main concept of classical contact geometry is the contact distribution,
defined as a maximally non-integrable distribution C on a manifold M.

The recent decades of growing mathematical and physical interest in contact geometry motivated
its extension to field-theoretic settings [48, 49, 76, 85, 87, 131, 132, 142, 148]. In k-contact geometry,
a manifold M is equipped with an R*-valued differential one-form 1 whose kernel is a non-zero regular
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distribution of corank k, satisfying kern @ ker dn = TM [7, 65, 97, 130, 131]. This definition extends the
classical properties of contact forms. From a physical perspective, it provides a framework for studying
Hamilton-De Donder-Weyl equations with dissipation through the use of k-vector fields and k-contact
forms [78, 133]. It should be noted that most works on k-contact geometry focus on the co-orientable
case [130]. More recently, a general formulation was introduced in [48], in which the main object of inves-
tigation is a distribution of corank k that is maximally non-integrable, and locally admits & commuting
Lie symmetries - the k-contact distribution.

This section provides an overview of the theory of k-contact manifolds [63], as well as generalised
subbundles and other related notions crucial for developing Marsden—-Meyer—Weinstein reduction for
k-contact manifolds [99].

Definition 1.4.21. Let E — M be a vector bundle over M. Then,

e A generalised subbundle on M is a subset D C FE such that D, = D N E, is a vector subspace of
the fibre E, of the bundle F of every x € M. The rank of D at x € M is the dimension of the
subspace D, C F,.

e A generalised subbundle D C E is smooth if it is locally spanned by a family of smooth sections
of E — M taking values in D, namely, if for every x € M, there exists a family of sections
€1,...,er: U C M — El|y defined in a neighbourhood U of x such that D, = {ei(a'),..., e ("))
for every 2’ € U.

e A generalised subbundle D is reqular if it is smooth and has constant rank.

A generalised subbundle in T M is called a generalised distribution. A generalised subbundle in T* M
is called a codistribution. For simplicity, the word generalised will be skipped.

Consider a differential one-form n € Q!(M). Then, 7 spans a smooth co-distribution C = () = {(n.) |
x € M} C T*M. Then, C has rank one at every point where 1 does not vanish. The annihilator of C is
the distribution ker n C TM. The distribution C° has corank one at every point where 1 does not vanish,
and zero otherwise.

Definition 1.4.22. A k-contact form on an open U C M is a differential R*-valued one-form n =
> n% ®eq € QYU,R) such that

(1) kern C TU is a regular non-zero distribution of corank &,
(2) kerdn C TU is a regular distribution of rank £,
(3) kermnNkerdn = 0.

If n € QY(M,RF) exists globally, the pair (M,n) is a co-oriented k-contact manifold. Moreover, if
dim M = n + nk + k for some n,k € N and M is endowed with an integrable distribution V C kern with
tkV = nk, then (M, n,V) is a polarised co-oriented k-contact manifold and V is a polarisation of (M,n).

It is worth noting that the case k = 1 recovers the classical notion of a co-oriented contact manifold
[48]. Every co-orientable k-contact manifold admits a set of Reeb vector fields, which play a fundamental
role in the k-contact geometry [43]. Note that Definition 1.4.22 does not cover one-dimensional contact
manifolds to avoid considering kern to be integrable.

From now on, ¢ € Q*(M) denote the differential components of 1 = ZZZI P ® e, € Q5(M,RF).

Theorem 1.4.23. Let (M,n) be a k-contact manifold. Then, there exists a unique family of vector fields
Ry,...,R; € X(M), called the Reeb vector fields of (M,n), such that

LRQnﬂ = 55 y LRad,r] = 07

for o, = 1,...,k. Moreover, [Ry,Rg] = 0 with o, = 1,...,k, while kerdn = (R1,...,Ry), and
Ri A--- A Ry, is non-vanishing.
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Definition 1.4.24. Every (M, n) defines a vector bundle morphism over M
by @"TM — T*M xR
v= (01, ,0) = bp(0) = (X8 e dn®, S wn®).
A n-gauge k-vector field of (M, n) is a k-vector field on M taking values in kerb,,.

The following example presents the canonical construction of a co-oriented polarised k-contact mani-
fold.

Example 1.4.25. The manifold M = (EBkT*Q) x R¥ carries a natural k-contact form given by

k
’)’]Q = Z(dza — ea) ® €q
a=1
where {z!,..., 2"} are the pull-back to M of standard linear coordinates in R¥ and each 6 is the pull-

back of the Liouville one-form 6 on T*() via the projection pr®: M — T*(@Q onto the a-th component of
@kT*Q. Furthermore, M admits a natural projection onto @ x R¥ and a related vertical distribution V
of rank k-dim () contained in ker ng. Thus, ((@kT*Q) x R¥ ng, V) is a polarised co-oriented k-contact
manifold.

Local coordinates {q',...,¢"} on @ induce natural coordinates {q*, p¢}, for a fixed value of a, on the
a-th component of EBkT*Q and {¢*,p¢, 2%}, with a = 1,...,k, on M. In these coordinates, one has

k

nQ=Z<dzo‘_2p?dql>®ea, kernQ:<6pq, a(]i+zp?aza> ’
i=1 i =1

a=1

and dng = 20, S8 (dg' A dp®) @ en. The associated Reeb vector fields are R, = 8/0z% for a@ =

1,...,k, and
0 0
kerd'f]Q:<(9zl7...7azk> .

A

Example 1.4.26 (Contactification of an exact k-symplectic manifold). Let (P,w = d@) be an exact k-
symplectic manifold and consider the product manifold M = P x R*. Let {z!,..., 2"} be the pull-back to
M of some Cartesian coordinates in R* and denote by 6, the pull-back of §% to the product manifold M.
Consider the RF-valued one-form n = Zizl(dza +0%,) @ eq € QH(M,R¥). Then, (M,n) is a co-oriented
k-contact manifold, because kern # 0 has corank k, while dn = d@y; and kerdn = (9/92,...,0/02")
has rank k since w is non-degenerate. It follows that n is a globally defined k-contact form.

Note that the so-called canonical k-contact form ng described in Example 1.4.25 is essentially a
contactification of the k-symplectic manifold (P = EBk T*Q,wq) described in Example 1.4.8. The only
significant difference is that 6%, is minus the pull-back to M of the Liouville form to the a-copy of T*Q
in M. A

Theorem 1.4.27 (k-contact Darboux Theorem [63]). Consider a polarised k-contact manifold (M,n, V).
Then, around every point of M, there exist local coordinates {q',p%, 2%}, with 1 < a < k and 1 < i <
n = dim M, such that

k n
) 0 0
n=z<dz“—2p?dq’>®ea, kerd??:<8za> ) VZ<8p‘»"> :
a=1 i—1 !

These coordinates are called k-contact Darboux coordinates of the polarised k-contact manifold (M,n, V).

Theorem 1.4.27 justifies treating the manifold introduced in Example 1.4.25 as the canonical model
of polarised co-oriented k-contact manifolds. Furthermore, any polarised k-contact manifold arising as
the contactification of a polarised k-symplectic manifold admits Darboux coordinates.
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1.4.7 k-Contact Hamiltonian systems

This section presents the basics of the Hamiltonian formulation of classical field theories with dissipation
in a co-orientable k-contact setting; for more details, see [49, 63, 130, 131].

Definition 1.4.28. A k-contact Hamiltonian system is a triple (M,n, h), where (M, n) is a co-oriented
k-contact manifold and h € €°°(M) is called a Hamiltonian function. Let ¢p: U C R¥ — M, where U is
an open subset of R¥. The k-contact Hamilton—De Donder-Weyl equations associated with (M, n, h) are

of the form i

k k
Zlqp(/]dfr]a = (dh— Z(Rah)’l?a> 01/}7 wa;na = —hodj’ (146)
a=1 a=1 a=1

where ¥/ (t) = (Y1(t),..., ¢ (t)) € @"TM denotes the first prolongation (see Definition 1.4.3).

In k-contact Darboux coordinates Equations (1.4.6) take the form

8qi ah k ope on k 8h k k dim M

Definition 1.4.29. The k-contact Hamilton—De Donder—Weyl equations, associated with (M, n, h), for
a k-vector field X = (X1,..., Xy) € X¥(M) are

k k
Z tx,dn® =dh — Z(Rah)na ) Z tx, N =—h. (1.4.7)
a=1 a=1

Then, a k-vector field X that satisfies equations (1.4.7) is a k-contact Hamiltonian k-vector field.

Note that a k-contact Hamiltonian system admits a family of k-contact Hamiltonian vector fields.
Indeed, if X is a k-contact hamiltonian k-vector field for (M,n, k), then so X + Y for any n-gauge
k-vector field Y of (M,n,h).

Let X = (X1,...,Xk) € X¥(M) be a k-vector field expressed in k-contact Darboux coordinates as

dim M k dim M

X, = }: aq

i=1

k
—ﬁ Z: 8257 a=1,..., k.

p=1 i=1 P;

Then, equations (1.4.7) are equivalent to

. on k . oh <~ , Oh . . Oh
(Xa) :%’ ;(Xa)z <aqi+;pi aza> ’ Z(XO’) :Z . piﬂih

Then, one immediately obtains the following propositions.

Proposition 1.4.30. Let X € X¥(M) be an integrable k-vector field. Then, every integral section
Y: L C R¥ — M of X satisfies the k-contact Hamilton-De Donder-Weyl equations (1.4.6) if, and only
if, X is a solution to (1.4.7).

It is important to emphasise that the existence of a k-vector field satisfying equations (1.4.7) does
not, in general, guarantee the existence of integral sections.

Corollary 1.4.31. The k-contact Hamilton-De Donder—Weyl equations (1.4.7) are equivalent to the
following conditions

k k
fxn = Z fxaﬂa =i1xdn+dixn = — Z(Rah)na )

a=1
k
xn =Y ix,n"=—
a=1

where X = (X1, ..., X)) € Xk(M).
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Example 1.4.32 (The damped wave equation). The dynamics of a vibrating string can be formulated
within the k-contact Hamiltonian setting [63].

Let {t,z} be coordinates on R? and consider the configuration space Q = R. The phase space becomes
GBQT*R x R?, with coordinates (u,p’,p®, s, s”), where u denotes the displacement of a point from its
equilibrium point, while p* and p® are the momenta associated with u with respect to the independent
variables t and x, respectively. The canonical two-contact on @2 T*R x R? is given as in Example 1.4.25,
namely

nt =dt — ptdu, n* =dx —p*du.
A Hamiltonian function h € € (@2 T*R x R?) describing the damped vibrating string reads
1

h(uaptvpxa 5t7 SI) = 7(pt)2
2p

1 z\2
N kst

5 (P7)" +ks',
where p is the linear mass density, 7 is the tension, and k > 0 is the damping coefficient of the string, all
of which are assumed to be constant.

A corresponding two-contact Hamiltonian two-vector field X = (X!, X?) has the form

to 0 0 0 0
Xlzpii pnw? 9 g9 g9
p8u+ tapt+ ””6pm+ t@st+ Ps’
2 _pjj 2&_ t 1, 0 2i (pt)2_(pr)2_ t _ pl i
X T Ou + 4 opt (kp +At>8pz + B Ost 2p 2T ks' = By 5%

where A}, AL, B}, BL, A?  B? are arbitrary functions on M. For instance, by choosing B. = 7k(p')?u/(pp®)
and B? = B?(s',p®), and setting A?, B}, AL = 0 and A} = —kp!, it follows that X becomes an integrable
k-vector field. Thus, the Hamilton—De Donder—Weyl equations are

du _ 1,

5t =7

ou 1,

oxr s

opt  op® .

o o T

dst 0s® 1,4 1, . .
ot %—%(p)—g(p)—ks

Substituting the first two equations into the third yields the damped wave equation

0%u 0%u ou
57 C g TRy =0

where ¢2 = : A
p
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Chapter 2

Marsden—Meyer—Weinstein
reduction theorems

The reduction problem for systems with symmetry has, for decades, drawn significant attention from both
mathematicians and theoretical physicists, motivated by the objective of reducing the number of equations
describing the behaviour of the dynamics of such systems through the first integrals or conservation laws
[115, 128]. The general procedure of the symplectic reduction can be traced back to E. Cartan, and it
goes as follows (see [2, p 298] or [115, 128] and references therein):

"Suppose that P is a manifold and w is a closed two-form on P; let kerw = {v € TP | ¢,w = 0}
be the characteristic distribution of w and call w regular if ker w is a subbundle of TP. In the
regular case, ker w is an involutive distribution. By the Frobenius theorem, ker w is integrable
and it defines a foliation F on P. This gives rise to a quotient space P/F by identification of
all points on the same leaf of F. Assume now that P/F is a manifold, the canonical projection
x € P+ [x] € P/F being a submersion. Then, the tangent space at a point [z] is isomorphic
to T, P/kerw, and w projects onto a well-defined closed, nondegenerate two-form on P/F;
that is, P/F is a symplectic manifold: a so-called reduced space."

The application of geometric methods has proven to be a particularly powerful tool in the analysis of
this problem. A breakthrough was achieved by Marsden and Weinstein in their work on the reduction
of autonomous Hamiltonian systems on symplectic manifolds admitting the action of a Lie group of
symmetries, under the assumption that the momentum map takes regular values [109]. One year before,
Meyer had obtained related results [120], although not as detailed and comprehensive as those later
presented by Marsden and Weinstein [115]. More generally, the results in [120] and [109] were indeed
the culmination of many other previous achievements by Smale, Sternberg, Kostant, Robbin, and many
others, who had provided partial but significant approaches to the reduction procedure (see [115] for a
more detailed history review of the reduction procedure).

In the famous work [109], Marsden and Weinstein applied a very powerful version of the previous
reduction scheme to submanifolds defined by the level sets of an Ad*-equivariant symplectic momentum
map J®: P — g* associated with a certain Lie group action on the dual g* of a Lie algebra g and a
Hamiltonian Lie group action ® on a symplectic manifold P leaving invariant a Hamiltonian function
on P. The resulting reduced space carries a natural symplectic structure and inherits the Hamiltonian
dynamics induced by the original system. Nowadays, this procedure is very well known as the Marsden—
Meyer—Weinstein reduction.

After Marsden and Weinstein’s foundational work, the Marsden—Meyer—Weinstein reduction technique
was subsequently extended and applied to a wide range of different settings. For instance, the reduction of
Hamiltonian systems with singular values of the momentum map was studied in several articles, including
[141] for the autonomous case, where the resulting reduced spaces are stratified manifolds endowed with
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symplectic structures [128]. Furthermore, the orbifolds naturally arise in Marsden—-Meyer—Weinstein
reductions, leading to separate research topics with both physical and mathematical applications [68,
81, 97]. The reduction of time-dependent regular Hamiltonian systems with regular values is developed
in the framework of cosymplectic geometry in [4, 44], where the corresponding reduced phase spaces
inherit cosymplectic structure. Autonomous systems arising from certain classes of singular Lagrangians
were analysed in [26], where conditions ensuring that the reduced phase space carries an almost-tangent
structure were established.

Moreover, numerous generalisations of the Marsden—Meyer—Weinstein reduction have been proposed
in order to cope with different geometric structures. In particular, Marsden and Ratiu extended the theory
to Poisson manifolds in [111], the case of locally conformally symplectic manifolds was developed in [80],
and the reduction of Dirac structures was devised and further analysed in several papers [23, 24, 34].
Finally, the Marsden—Meyer—Weinstein reduction of Jacobi manifolds was studied in [86].

Almost fifty years after the foundational work [109], the development of the Marsden—Meyer—Weinstein
reduction for various geometric settings and reduction schemes remains an active and evolving research
field. The theory admits numerous modifications and generalisations, for instance, to the singular cases
[44, 88], and has found a wide range of applications, as illustrated by the growing list of literature using
these techniques [10, 12, 19, 68, 81, 97, 135, 136]. It is worth noting that the multisymplectic analogue
of the Marsden—Meyer—Weinstein reduction has persisted as an open problem for decades now [58], and
even partial advances toward this achievement attract attention [13, 14, 35, 121].

One such generalisation is the Marsden—Meyer—Weinstein reduction theorem for k-polysymplectic
manifolds. The first attempt to develop a k-polysymplectic reduction was due to Giinther [78]. Un-
fortunately, his approach contained fundamental flaws, arising from an improper analysis of the double
orthogonal relative to a k-polysymplectic form. More precisely, [78, Lemma 7.5 and Theorem 7.7] are
the main source of mistakes in Gunther’s work, while [107, Section 2.2] provides an interesting coun-
terexample explicitly demonstrating Giinther’s error. Another similarly flawed attempt to develop a
k-polysymplectic reduction was accomplished in [123]. These problems were subsequently corrected in
[107], where sufficient conditions to accomplish a k-polysymplectic reduction were formulated. Neverthe-
less, [107, Lemma 3.4] implicitly suggests that the assumption of the k-polysymplectic momentum map
being a submersion is justified by Sard’s Theorem. While this assumption indeed works very well in the
classical symplectic Marsden—Meyer—Weinstein reduction theory and Sard’s Theorem can be used to jus-
tify it [17], the authors of [50] demonstrate that this condition is very restrictive in the k-polysymplectic
geometry realm and clarifies why Sard’s Theorem cannot be used in this context. Explicit examples
illustrating that it is convenient to assume that the momentum maps in k-polysymplectic geometry are
not submersions are provided. Consequently, it is appropriate to adopt the formalism introduced in
[50], where k-polysymplectic momentum maps admit only weak regular values. This approach offers a
practical generalisation of the k-polysymplectic Marsden—Meyer—Weinstein reduction and completes the
analysis initiated in [12, 62, 78, 107].

Necessary and sufficient conditions for the k-polysymplectic Marsden—Meyer—Weinstein reduction were
formulated implicitly in [107, p 12] and subsequently presented in detail in [12]. Unfortunately, one of
the Blacker’s main results, namely [12, Theorem 3.22], contains a minor but potentially misleading typo
in the statement of the conditions (as observed in [62]). Moreover, the proof of that theorem admits
other minor technical issues concerning the existence of certain submanifold structures. These issues are
clarified and rigorously analysed in [33, 50]. It is also worth noting that Blacker analyses the presence
of orbifolds in k-polysymplectic Marsden—Meyer—Weinstein reductions corresponding to regular values of
k-polysymplectic momentum maps related to pathological Lie group actions.

The requirement for k-polysymplectic momentum maps to be Ad**-equivariant in the k-polysymplectic
Marsden—Meyer—Weinstein reductions was removed in [50] by extending the classical theory of affine Lie
group actions on symplectic manifolds [128] to the k-polysymplectic setting. Then, Garcia-Torafio and
Mestdag [62] re-examined the sufficient conditions for the k-polysymplectic Marsden—Meyer—Weinstein
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reduction established in [107], claiming that the single condition, namely [107, Theorem 3.17, condition
(3.6)], suffices to guarantee the existence of a k-polysymplectic Marsden—-Meyer—Weinstein reduction.
However, the proof of the main result in [62], used to justify the previous claim, contains a fundamental
mistake. Indeed, [62, Lemma 3.1] is shown to be false by presenting an explicit counterexample, and
the general independence of the conditions in [107, Theorem 3.17] is established in [33]. Furthermore,
additional properties concerning these sufficient conditions are clarified.

Another important generalisation of the Marsden—Meyer—Weinstein reduction is its extension to the
setting of k-polycosymplectic manifolds [10, 43]. The search for a k-polycosymplectic reduction can be
traced back to [15], where a particular case was analysed. Next, certain ideas regarding the possible
scheme of a k-polycosymplectic reduction were outlined in [108], although no proofs were provided. Some
of these ideas led to [106], where no k-polycosymplectic reduction was studied, but the k-polysymplectic
reduction was developed instead. Nowadays, more than a decade after [108], the Marsden—Meyer—
Weinstein k-polycosymplectic reduction has been drawing some attention until the present day and was
finally proven in [50].

(RF x M,& = pri;w + du A pri,7) Plas (M, T,w)
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Figure 2.1: Scheme of the different structures involved in the k-polycosymplectic reduction through
k-polysymplectic fibred manifolds. It is worth noting that k-polysymplectic manifolds in the above
diagram admit a series of vector fields satisfying properties extending the ones for Reeb vector fields in
k-polycosymplectic geometry.

The authors of [50] used the ideas of [108], along with other ones in [107] and new ones to be pre-
sented hereafter in this chapter, to devise a k-polycosymplectic Marsden—-Meyer—Weinstein reduction. In
particular, a k-polycosymplectic manifold can be associated with a k-polysymplectic manifold of a larger
dimension and a specific type, referred to as k-polysymplectic fibred manifold. This result is very relevant,
as it shows that k-polycosymplectic geometry is a particular case of k-polysymplectic geometry, and it
allows us to use the techniques of k-polysymplectic geometry to study k-polycosymplectic manifolds.
Such k-polysymplectic fibred manifolds possess, among other properties, a distinguished family of vector
fields called k-polysymplectic Reeb vector fields. Then, a slight generalisation of the k-polysymplectic
Marsden—Meyer—Weinstein reduction developed in [107] is applied to k-polysymplectic fibred manifolds,
constructed from k-polycosymplectic manifolds, thereby producing reduced k-polysymplectic fibred mani-
folds. These reduced manifolds are related to k-polycosymplectic manifolds that arise as Marsden—Meyer—
Weinstein reductions of the original k-polycosymplectic manifolds. The general scheme illustrating the
k-polycosymplectic reduction developed in [50] is presented in Figure 2.1.

It is convenient to stress that Theorem 2.4.7, which establishes the important connection between
a k-polycosymplectic structure on M and a k-polysymplectic structure on R¥ x M, may lead to po-
tential complications. For example, Subsection 2.4.3 shows that Hamiltonian k-vector fields in the k-
polycosymplectic setting correspond to k-polysymplectic Hamiltonian k-vector fields with different equi-
librium points, which may potentially introduce difficulties to study certain problems. In particular,
Subsection 1.3.1 shows that the extension from cosymplectic Hamiltonian vector fields with equilibrium
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points may lead to Hamiltonian vector fields in the associated symplectic manifolds without them, which
gives rise to problems, for instance, in the study of relative equilibrium points. In summary, although
these extension techniques provide valuable insights for studying geometric structures, their applicability
to the analysis of the corresponding dynamical systems remains limited.

Chapter 2 presents the theoretical contributions of the PhD thesis by developing the generalisations
of the Marsden—Meyer—Weinstein (MMW) reduction theorems. Beginning with the classical symplectic
setting, the chapter advances through the cosymplectic, k-polysymplectic, k-polycosymplectic, and k-
contact frameworks. For each geometric structure, a suitable notion of a momentum map is introduced
and analysed in detail, including non-Ad*-equivariant cases.

In addition to formulating new reduction theorems, the chapter compares and corrects certain previous
results in the literature, ensuring that the presented methods are mathematically correct and applicable.
Tllustrative examples are included to highlight the geometric intuition and demonstrate the practical
applicability of the theory. These applications range from mechanical systems with time-dependent
symmetries to field-theoretic models, such as the vibrating string.

2.1 Symplectic Marsden—Meyer—Weinstein reduction

This section recalls the basic notions and results required to obtain the classical Marsden-Meyer—
Weinstein reduction necessary for the time-dependent symplectic energy-momentum method presented
in Section 3.1. It begins with the definition of a symplectic momentum map and then presents a proof of
the reduction theorem. In addition, it explains how the Ad*-equivariance assumption may be omitted.

Definition 2.1.1. Let (P,w) be a symplectic manifold and let ®: G x P — P be a Hamiltonian action
of the Lie group G on P. A map J®: P — g* is a symplectic momentum map for the action ® if

dJE =10,  VE€g,
where Jg’ : P — R is defined by
JE(p) == (I%(p),§), VpeP, Veg,

where (-, -) is the natural pairing between g and g*.
Additionally, a symplectic momentum map J® is said to be Ad*-equivariant if it satisfies

J%(gp) = Ad;-.(J*(p)), Vged, VpeP

or, equivalently, if the following diagram commutes

In other words, a map J®: P — g* is a symplectic momentum map associated with the Lie group
action ®: G x P — P if and only if
X,]éP:gP, v§€ga

where X g denotes the Hamiltonian vector field associated with ng :P—=R.

Under the assumption of Ad*-equivariance property of J®, the following holds

d d
(€pI7)p) = 3| (T (exp(tp),v) = T| (Al T"(p),v) = Ty g(p), V& v €9, ¥pe P (21.1)
t=0 t=0
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Consequently, {J®, Jg’} = Jﬁ,g]’ so that J® gives rise to a Lie algebra morphism v € g+ J* € €(P),
where the bracket on g is the Lie algebra bracket and the bracket on €>°(P) is the Poisson bracket from
Definition 1.2.5.

A Lie group action ¥: G x @ — @ induces a natural Lie group action

O: G xT'Q >3 (9,0q) = Pylag) € T*Q

of the form
(Pg(0rg), Vgq) = (g, Tgq¥g-1(vgq)), Vg€ Q, Vugq € TyeQ. (2.1.2)

This construction is known as the cotangent lift of the Lie group action ¥: G x Q@ — Q. It plays a
fundamental role in geometric mechanics, as it yields canonical momentum maps [2, p 283]. Further
details are provided in Proposition 2.1.3 below (see also [2, p 283]).

Before, however, it is useful to prove the following identity.

Lemma 2.1.2. Let &: G x P — P be a Lie group action. Then,
(Adqf)P - Qg*glja vg S G7 Vf S g.

Proof. Recall that exp(Ady€) = Iyexp(&) for all g € G and every & € g. Therefore,

d d d
(Adg&)P(p) = a tZO(I)eXp(tAdgf) (p) = dt‘t_O(I)Ig exp(t&) (p) = dt‘t_o(pgexp(té)gl (p)
d d
= a tzoq)g exp(t§) (<I>g71(p)) = Tégfl(p)q)g a tzo@exp(tg) o (I)g71 (p)
=To, ) ®(EP)o, () = (P4:£P)(P) -
Thus, (Ady€)p = @y.ép, for every g € G and £ € g. -

Proposition 2.1.3. Every Lie group action ¥V: G X Q — Q induces a cotangent lift &: G x T*Q — T*Q
that admits an Ad*-equivariant symplectic momentum map J®: T*Q — g*, defined by

ng(aq) = <aq’ (fQ)Q> , Vge@, V()éq € T;Q: Vf €g.

Proof. Recall that the canonical symplectic form on T*( is given by wg = —dfg, where 6 is the Liouville
one-form on T*(Q), see Definition 1.2.3. One has to show that for each £ € g, a function Jg’ corresponds
to the Hamiltonian vector field {1-q, i.e. tgr. ,wq = de . Using Cartan’s formula, it follows that

7LyL§T*Qd9Q = 7§T*QLy9Q + YL‘ET*QQQ + Lgreg,Y] GQ . (213)
From the definition of 6, one has
(LyeQ)(Oéq) = <O‘q7 TthT(Yaq)> ’ \V/q € Q7 VO‘q € T;Q7 VYocq S Toqu*Qa

where 7: T*Q) — @ is the canonical projection onto Q. Let g, := exp(t€) and define oy := g0 Ty, ¥, , €
T5,,Q, which gives the integral curve through ag of {r+q.

Then, note that ¥, , o7 =70 ®,_,. Furthermore,

S?;% T(lt (\Ilg—t o T) (Yat )>

d
ty0o)(ay) = —
tiOY Q) = =

_d
Tdt

d
(Er-qQiy0Q)(aq) = T

Qq, TaqT 0Tq, @y, (Ya,)) = <O‘qa TaqT(ng*QY)aq> = (L[sT*@Y] GQ)(O‘(J)-
t=0
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Let {exp(tY')}+cr denote the one-parameter group of diffeomorphisms of Y. Substituting this into (2.1.3)
and using (2.1.2), it follows that

(eXp(tY)aq, TT(&T* Q )exp(tY)aq >
t=0

(tyter-qw)(ag) = (Yigp. o 00) (ag) = %

Jg (exp(tY )og)=(Y J¢' ) (0g) = (e dJ¢ ) (arg)

d d
= a (exp(tY)aq, (gQ)T(exp(tY)aq)> = (T o

t=0 t
for all Y € X(T*Q), aq € T;Q and ¢ € Q. Consequently, t¢. ,w = ng’, as claimed.
To prove Ad*-equivariance, using 2.1.2, one has

Jg)(gaq) = Jg(aq o qu\IJg—l) = <aq7qu\I’g—1(fQ)gq> = (ag, ((Adg—lf)Q)q> = Jg)dy,lg(aq)'
Thus, J®(gay,) = Ad}lJ‘b(aq) for every g € G, a, € T;Q, and ¢ € Q. O

The following definition introduces the essential notion of regular values, which plays a fundamental
role in reduction theorems.

Definition 2.1.4. A weak reqular value of a map F: — N is a point g € N such that F~1(xg) is a
submanifold of M and ker T,F = T,[F~!(z0)] for every p € F~!(z¢). Moreover, if F is a submersion,
then x( is a regular value of F. In particular, any regular value of F' is also a weak regular value.

To clarify the concept of a weak regular value, which is essential in this work, the following elementary
example of a point that is neither a regular value nor a weak regular value is presented.

Example 2.1.5. Let f: R> — R be defined by f(x,y) = x2. Consider the vector field X = % on R2.
Then, (1xdf)(x,y) = 0 if z = 0. However, X is not tangent to f~(0) = {(x,y) € R?* |z = 0}, since
T(o,)fH(0) = <a%> for every y € R. Therefore, as ker T(q ) f # T(o,5)f'(0), it follows that 0 € R is
not a weak regular value of f. Indeed, it is not a regular value either since Tf = 0 at points of f~1(0).

More generally, for any function f: M — N, a point A\ € N is not a weak regular value of f if
T, f(vy) = 0 for some v, € T,M with p € f~!()\) that is not tangent to the submanifold f=*(\).

A Lie group action ®: G x M — M is quotientable [4] if the orbit space M/G is a manifold and the
canonical projection 7: M — M/G is a submersion. This condition is automatically satisfied when ® is
free and proper.

If u € g* is a regular value of J®. By the Implicit Function Theorem (see [2, p 29]), J®~1(u) is a
submanifold of P and T,(J®~1(u)) = ker(T,J?®) for every p € J®~1(p).

It is hereafter assumed that ;o € g* is a weak regular value of a symplectic momentum map J®: P — g*.

Theorem 2.1.6. If 1 € g* is a reqular value for the symplectic momentum map J®, then every p'
belonging to the coadjoint orbit, O,, of n is also a regular value. If G, acts properly and freely in
J®=1(p), then G, acts also freely and properly on J*~1(u') for every p/ € O,. Finally, J*~1(0,) is a
submanifold of P.

Proof. If pu is a regular point of J®, then TJ? is a surjection at every point of J®~1(u).
Let ' := Ady-ap. If p € J®=1(1), then gp € J®~1(1') since J® is Ad*-equivariant. Moreover, from
the fact that ®, is a diffeomorphism, it follows that

JPNA ) = (37N (w), VgeG, VuelJ®(P).

Furthermore, T,,J* = Ad;_lTpJ(I> for every p € J*~1(u) and g € G. Thus, TJ? is a surjection on
J‘b_l(Ad;flu) for every g € G.

Note that Gaa-_, = I;G), for every g € G and u € J®(P). Moreover, if ®: G, xJ*~(p) = J*~*(u)
is free and properg, by the equivariance of ®, it follows that ®: G, x J*~1(u/) — J*~1(y) is free and
proper also for 1/ € O,,.
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To prove that JCD*I(OM) is a submanifold of P, recall that if f: M — N, S C N is a submanifold of
the manifold N and Im 7T}, f + TS = T, N for every s € S and p € f~!(s), then f is transversal to S and
hence f~1(S) is a submanifold of M (see [2, p 49]).

Since p is a regular point of J®, one has that Im T, J = Tya (»9" for every p € J®=1(1). Consequently,

In TpJ® + Ty Op = Tap)8”
for every p € J*71(0,,). Therefore, J? is transversal to O, and J®~1(0,) is a submanifold of P. O

Lemma 2.1.7. Let p € J*~1(u) and assume that symplectic momentum map J® is Ad*-equivariant. Let
G, C G be the isotropy group at u € g* of the coadjoint action of G. Then

a) Tp(Gup) = Tp(Gp) NT(I* (1)),

b) Tpd®~H(p) = (Ty(Gp))*=.

Figure 2.2: Symplectically orthogonal spaces T,(Gp) and T,J®~1(p).

Proof. Recall that

Tp(Gp) = {(€r)p | € € 0}, Tp(Gup) ={(r)p | € €04},

where g,, is the Lie algebra of G,,.
The proof of a) amounts to proving that (£p), € T,(J®~1(x)) if and only if € € g,. Since J? is
Ad*-equivariant and by (1.2.3), it follows

d

dt

d| s
J(b S (I)exp(tﬁ)(p) =7 Adexp(—tf)‘]q)(p) = TPJ<I>((§P);I)) = (59*)#7
=0 dtl,—o

for all £ € g and p € J®~!(u). Therefore, (£p), € TpJ* (1) = ker(T,J®) implies that (£4), = 0.
Then, for ({4+), = 0, one has

d

dt

* d * *
Adexp(ftf)u = a ‘tAdexp(sf)Adexp((ts)ﬁ) (:u’)

t=s
. d
= T#Adcxp(fsg) (d(t — 8)

and (£4+), = 0 boils down to exp(t§) € G, for all t € R. Thus, ({4+), = 0 whenever § € g,,. This finishes
the proof of a).

dixp((sws)“) = T AdSep(—ae)(§g=)u = 0

=s
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To prove b), note that the definition of a symplectic momentum map J® yields
wp((€P)p, vp) = (djg)p(vp) = <TPJ®(UP)7£>’ Vo, € TpP, VEeg, VpelPl.
Thus, v, € ker T,J® = T,J®~1(u) if and only if (T,J®(v,),&) = 0 for all £ € g. Therefore,
(Tpd® ™ ()= = Tp(Gp),
for all p € J®~1(p). O
The following theorem presents the classical symplectic Marsden—Meyer—Weinstein reduction [109].

Theorem 2.1.8. Let ®: G x P — P be a Hamiltonian Lie group action of G on the symplectic manifold
(P,w) admitting an Ad*-equivariant symplectic momentum map J®: P — g*. Assume that u € g*
is a weak regular value of J* and G, acts freely and properly on J®=1(n). Let i,: J®71(u) < P be
the natural embedding of J*~1(u) into P and let m,: IJ*~(u) — J®~1(n)/G, =: P, be the canonical

projection. Then, there exists a unique symplectic structure w, on P, such that
Wy = 1,w.

Proof. Since p is a weak regular value of J®, it follows that J®~1(x) C P is a submanifold of P. Addi-
tionally, as G, acts freely and properly on J®~1(u), the quotient P, = J*~!(x)/G,, inherits a manifold
structure. For any v, € T,J*~"(u), the equivalence class of v, within Ty )P, ~ TpJ® (1) /T, (Gup)
is denoted by [vp] := Ty, (vp) € Tr, (p) Py Then,

T Wy = W <= (@) (o) ([0p]s [Op]) = wp(vp, Fp),  Vup, Uy € Tp'](b_l(,“)v Vp € J(b_l(ﬂ)- (2.1.4)

To verify that w,, is well-defined, it is necessery to prove that

wp(Vp, Up) = wp(Tp, Up)

for all ©, € [vp], ¥, € [0,], and p € I~ (u). Since 7, is a submersion, 7, (mu(p)) = Gup is a submanifold
and Tp(G.p) = ker Tpm,. Moreover, ¢, — v, € ker T,m, = Tp(Gup) C Tp(Gp) and from the part b) of
Lemma 2.1.7, i.e. TpJ®=1(u) = Tp(Gp)t«, it follows that w, (¥, — vy, J,) = 0 for all ¥, € T,J®71(p).
Therefore,

wp(Tp, Up) = wp(Tp — vp + Up, Ip — Vp + Up)
= wp(Tp — vp, Up — V) + wp(Tp — vp, Up) + wp(vp, Up — V) + wp(vp, V)
= wp(vp, Up)-
Let p' = ®(g,p) for some g € G,,. Now the goal is to prove that (wu)r, () = (Wu)r,(p)- Since Py is
symplectic by assumption, one has ®;w = w for every g € G. Moreover, T),®, is an isomorphism and,

if g € G, it follows that T,®,T,J* " (u) = T, J*~ (). Consequently, for all v,,9, € TpyIJ® (1),
there exist v, 9, € T,J®~1(u) such that

wp (Vpr, Ipr) = wpr (Tp @y (vp), Tp®y(Ip)) = [Tz/q)g(wp’)](”p’ Up) = wp(vp, Jp),
and (wy,)r, () becomes a well-defined two-form, namely
(wﬂ)ﬂ,‘,(p’)([vp’]v [191)’}) = (w#)m(zi)([vpL [ﬂp])

for all vy, ¥, € TpJ® (1), vy, ¥y € TpyI® (1) and for any p,p’ € IJ*~1(u) such that 7,(p) = m,(p').
Thus, w,, is well-defined on Im7,. Since 7, is surjective, it follows that w,, is well-defined on the entire
P,.



Chapter 2. Marsden—Meyer—Weinstein reduction theorems 37

To prove that w,, is uniquely defined, assume that there exists another two-form @, € QQ(PM) such
that 7w, = t;,w. Then,
(w# - ‘:’u)wu (p) (Tpmp(vp), Tpmu(9p)) =0
for all v,,9, € T,J® 1 (u) and p € J®~1(u). Since 7, is a surjective submersion, @, = w, and w,, is
unique.
To verify that w, is smooth, by the fact that m, is a submersion, the local section theorem [94,
Theorem 4.26] states that there exists a smooth section ¢: P, — J®~!(p), i.e. my 06 =Idp,. Then,

wp = (T 06) wy, = C*(’/’T;w#) = g*(i;w) = (ip0¢) w.

Thus, w,, is locally the pull-back of a smooth differential form relative to a smooth map. Consequently,
w,, is smooth.
To establish that w), is non-degenerate, consider v, € T,J®~!(1). Then, using (2.1.4), one has

(‘Wt)m(p)([vpL [0p]) =0, VI, € TpJq)_l(/‘) = wy(vp,¥p) =0, VI, € TpJ(I)_l(/‘)

Therefore, v, € T,(Gp). By Lemma 2.1.7 it follows that v, € T,(G.p). Thus, [v,] = Tpmu(vp) = 0, and
therefore w,, is non-degenerate on P,,.
To show that w, is closed, note that

dw =0= 0 =1i,dw = d(i;,w) = d(m,w,) = 7, dw, = dw, =0,

where the last step stems from the fact that 7, is a surjective submersion following the same argument

given for the uniqueness of w,. Therefore, w, € Q*(P,) is closed, and thus it is a symplectic form on

P,. m

ip (P, w)

/ .
LT )

We o
G

Figure 2.3: Scheme of the Marsden—Meyer—Weinstein symplectic reduction.

To simplify the notation, the following definition is introduced.

Definition 2.1.9. The five-tuple (P,w, h, ®,J®) is called a G-invariant Hamiltonian system, where (P,w)
is a symplectic manifold, ® is a symplectic action leaving invariant the Hamiltonian function h € €*°(P),
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ie. h(®(g,p)) = h(p) for every g € G and p € P, and J® is a symplectic momentum map. An Ad*-
equivariant G-invariant Hamiltonian system is a G-invariant Hamiltonian system with an Ad*-equivariant

symplectic momentum map.

Proposition 2.1.10 analyses the evolution of J®: P — g* under the dynamics of X}, associated with
an Ad*-equivariant G-invariant Hamiltonian system (P,w, h, ®,J%).

Proposition 2.1.10. Let (P,w,h, ®,J®) be an Ad*-equivariant G-invariant Hamiltonian system. Then,
the symplectic momentum map J®: P — g* is invariant relative to the evolution of h, i.e. if F': (t,p) €
R x P+ Fy(p) := F(t,p) € P is the flow of X}, on P, then J*(F(t,p)) = J®(p) for allp € P and t € R.

Proof. Since h is invariant under the action of ® by assumption, it follows that éph = 0 for every € € g.

Additionally,
d
I t_OJg’(Ft) = XpJ& ={JE h}=—Eph =0, VEeg

Hence, J?(F(t,p)) = Jgp(p), for every £ € g, every t € R, and p € P. Therefore, J®(F(t,p)) = J®(p) for

everyt € Rand p € P. O

The consequence of Theorem 2.1.8 and Proposition 2.1.10 is the following proposition that ensures
the reduction of the dynamics given by a symplectic Hamiltonian vector field Xj,.

Proposition 2.1.11. Assume the assumptions of Theorem 2.1.8 hold. Then, the symplectic Hamiltonian
vector field Xy, is projectable onto P, = J*~(1) /G,y and m,.(Xy,) = Xy, , where ky, is the unique function
on P, satisfying 7k, = iyh.

Proof. By Proposition 2.1.10, the vector field X}, is tangent to J®~!(u). Moreover, since @ is a symplectic
Lie group action that leaves h invariant, it follows that

Uep, X)W = Leptx,w — X, Lepw = ZLepdh = 0.

Consequently, X}, is projectable onto P, i.e. 7,, X} =Y for some vector field Y on P,. Moreover, there
exists a unique function k, € €°°(P,) such that 7k, = i;h. Then, Theorem 2.1.8 yields that there

*

,w- Furthermore,

exists w,, € Q?(P,) satisfying mhw,, =i

T (bywp) = T % (L (X)) Wp) = LX, T Wy = LX, 1w = 1), (Lx,w) = i,dh = m,dk,,

where X}, denotes both the vector field on P and its restriction to J®—! (w). Therefore, Y = 7, X} = Xk,
is the reduced symplectic Hamiltonian vector field. O

2.1.1 General symplectic momentum maps

In this section, it is shown that the Ad*-equivariance condition imposed in Definition 2.1.1 can be relaxed
in certain cases. In particular, the existence of a non-Ad*-equivariant symplectic momentum map still
allows for the definition of some equivariance of the symplectic momentum map associated with the same
Lie group action. A general symplectic momentum map J® may not induce a Poisson algebra homo-
morphism between P and g*. The following results provide fundamental properties of such symplectic
momentum maps. More details can be found in [54, 128, 151].

Proposition 2.1.12. Let (P,w,h,®,J®) be a G-invariant Hamiltonian system. Define the functions on
P of the form

wg’f:peP’_>J§((I)g(p))_JAdgf1£(p)€R7 g€G7 §€g

Then, 14 is a constant function on P for every g € G and £ € g.
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Proof. To verify that 14 ¢ is constant on P, compute the following

dipg.¢(p) = d[J¢ 0 @yl(p) — dJRa,e(p) = (D5 (tepw))p — (t(ad,—16)»W)p
= ((I);(Lﬁpw))P - (L(I’g—l*wa)p = (L@f’gfl*qu);w)p - (L‘I’gfl*ﬁpw)P
(

Lq)g—l*wa)P - (L‘Dg—l*wa)P = 07

where the assumption that ® is a symplectic Lie group action and Lemma 2.1.2 have been used. Hence,
1g.¢ is constant for every g € G and £ € g. O

To capture all such function v, ¢ simultaneously with g € G and £ € g, consider

Vg (p) = Je(@(p)) = TRa, _,e(p) = (3% (Py (), &) — (I* (p), Ady-16)
= (T (Dy(p)), &) — (A} 1 T*(p), &) = (I¥(Dy(p)) — Ad; - T*(p), &)

and define o: G 3 g — J*(®,(p)) — Ad;_lJ‘b(p) € g*. Then, (0(g),&) = ¥g.¢(p) for every g € G and
¢ € g. Moreover,

a(gh) = J(@gn(p)) — AdY;,—1J(p) = J(Py(Pr(p))) — Adg-1Ad}-1 I (p)
= J(@y(Pn(p))) — Ady-1 J(Pu(p)) + Ady-1 J(P(p)) — Ady-1 Adj-1 I (p)
=J(2,(p)) — Ady1 J(p) + Ady-1 (J(Pw(p)) — Adj-1I(p)) = o(g) + Ady-1o(h).

Definition 2.1.13. A map o: G — g* satisfying o(gh) = o(g) + Ad;-.0(h) for every g,h € G is called
a cocycle and a map o: G — g* is the co-adjoint cocycle associated with the symplectic momentum map
J® on P, if

a(g) ::J‘I’o@ngd;fqu)(p), peP.

A map o: G — g* is a coboundary if there exists pu € g* such that
o(g) = p— Ady-p, Vg € G. (2.1.5)
Then, for a coboundary o, condition (2.1.5) implies that, for any g, h € G, one has
o(gh) = p—Ad{gpy-1p=p— Adg—ip+ Ady—rpp — Adg—1 Adj i = 0(g) + Ady-.o(h).

Consequently, any coboundary is a cocycle.

Note that o(e) = 0 for the neutral element e € G. Moreover, if J? is an Ad*-equivariant symplectic
momentum map, then ¢ = 0. In other words, the cocycle o measures the deviation from the Ad*-
equivariance of a symplectic momentum map.

The set of cocycles of G, viewed as functions on G taking values in a vector space, in this case, g*,
forms a vector space relative to the pointwise addition of functions and scalar multiplication. The subset
of coboundaries is a linear subspace of this vector space. Denote by [o] the equivalence classes of cocycles
differing from a cocycle o by a coboundary. Explicitly, for two cocycles o1 and o2, one has [01] = [o2] if
and only if there exists p € g* such that

o1 — 02 :,[L—Adz_lu.

The following proposition establishes the existence of a well-defined cohomology class, [o], associated
with any symplectic action that admits a symplectic momentum map.

Proposition 2.1.14. Let ®: G x P — P be a symplectic Lie group action and let J¢ J$: P — g* be
two symplectic momentum maps corresponding to the same Lie group action, with associated co-adjoint
cocycles o1 and oq, respectively. Then [o1] = [o2].
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Proof. By the definition of the cocycles associated with the symplectic momentum maps J¥,J$, one
obtains

(01(9) — 02(9), &) = (IT(R4(p)) — IF (Ry(p)), &) — (A (IT(p) = IT(p)),€), Vge€G, Véeuy.

Then,
Ad(I? 33,8 =dJP —dJye = tepw — Lepw =0

and it follows that J¥ —J9 has a constant value in g*, say u. Hence, (J§ —J$)o®, = I} — J¥ for every
g € G. Consequently,
o1(9) —o2(9) =p—Adyp,  VgeQG,

which implies [o1] = [o2]. O

The above proposition implies that a necessary condition for the existence of an Ad*-equivariant
symplectic momentum map is that the associated cocycle must be a coboundary. Indeed, if a Hamiltonian
Lie group action admits an Ad*-equivariant symplectic momentum map J, then oo = 0 and hence any
other symplectic momentum map J¥ for the same action must satisfy [o1] = [02] = 0, making the cocycle
of J® a coboundary. Conversely, if o; is a coboundary, then the symplectic momentum map

I%(p):=JF(p) —pu, VpeP

is an Ad*-equivariant symplectic momentum map for the same Hamiltonian Lie group action of J§, where
p € g* satisfies that o (g) = p — Adj -, p for every g € G. In fact,

(I%,6) = (IT,6) — (1,€) = Jre — (m,€), Véeg
and
J?(@(g,p)) = IT(®(9,p)) — = 01(9) + Ady-2IT(p) — = 01(9) + Ady 1 I®(p) + Adj-rpp — g1,
for any p € P and g € G. Therefore,
J®(®(g.p)) — Ad} 1 I®(p) = 01(9) + Ad; sp—p=0, VpeP, Vged.

Proposition 2.1.15. Let J*: P — g* be a symplectic momentum map for the symplectic Lie group
action ®: G x P — P with associated cocycle o: G — g*. Then

1. the map A: Gxg* — ¢* | (9,p) = Ady-1pu+0(g) is an action of G on g*, the so-called symplectic
affine Lie group action,

2. the symplectic momentum map J® is equivariant with respect to A, in other words, the following

diagram commutes

(bg
P P
J* J*
* Ag *
g ——9

where Ag(p): p € P— A(g, ) € g*.

Proof. First, it is verified that A(e, ) = p and A(g, A(h, 1)) = A(gh, p) for the neutral element e € G,
every g,h € G, and all u € g*. Indeed,

Ale,p) =Adgptole) =p
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and

A(g, A(h,p)) = Ady-1 (Adj - pp + o (R)) + 0(g9) = Adj -1 Adj, - o + Ady 1o (h) + o (g)
= Ad(gpy-1p+ Adg-ro(h) + o(g) = Ad{gp)- i + o(gh) = A(gh, p).

Thus, A is a Lie group action on g*.
Second, from the definition of A and o, one gets

Ag(I%(p) = Ady 1% (p) + 0(9) = I%(Ry(p)), Vg€ G, VpeP
O

This result implies that even when a symplectic momentum map is not Ad*-equivariant, it becomes
an equivariant relative to the symplectic affine Lie group action on g* given by A. The following theorem
studies the commutation relations associated with a symplectic momentum map J®.

Theorem 2.1.16. Let ®: G x P — P be a symplectic Lie group action with a symplectic momentum
map J®: P — g* and let 0: G — g* be an associated cocycle of J®. Define

on: g€ G (o(g),n) €R, Y:(&n)egxgr Teoy(§) €R.
Then:
1. ¥ is a skew-symmetric bilinear form on g satisfying the Jacobi identity,
2. B(&v) = {J2, J?} — J&E], forall& v eg.

Proof. The derivative of 0,(g) at g = e, is given by

d *
Z(Ea V) = Tegv(g) = & o (<Jq)(q)exp(sf)p)a V> - <Adexp(—s§)‘]q>(p)7 V>>
d
=dJJ(Ep)p — 1 (I2(P): Adexp(—se)V) = (wtepw)p — (I (), 1. €]) = {I7, JEHP) — Jip.g (),

s=0

which establishes point 2.

Point 1. follows from the fact that {-,-} and [-,-] both are skew-symmetric, bilinear, and satisfy the
Jacobi identity. O

Recall that if the symplectic momentum map J® is Ad*-equivariant, then the associated cocycle
vanishes, i.e. o(g) =0 for any g € G. Consequently, 3(£,n) = 0 for all £, n € g. Therefore, the following
corollary is an immediate consequence of the previous theorem.

Corollary 2.1.17. Assume that J®: P — g* is an Ad*-equivariant symplectic momentum map. Then,
{JE I3y = Jew), VEvea
In other words, \: £ € g — Jg’ € € (P) is a Lie algebra homomorphism.

This result recovers, as a special case, the general identity for Ad*-equivariant symplectic momentum
maps that there exists a Lie algebra morphism g > £ — Jg) € €>°(P). It was previously obtained in
(2.1.1) through direct computation.

The following lemma provides the generalisation of Lemma 2.1.7 for a general symplectic momentum
map.

Lemma 2.1.18. Let J®: P — g* be a symplectic momentum map associated with a Lie group action
®: GXxP — P and cocycleo: G — g*. Let Gﬁ be the isotropy group at p € g* of the action A: GxP — P
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e a) Tp(Gﬁp) =T,(Gp) N Tp‘]qpl(ﬂ)}
o 5) Tpd () = Ty (Gp) .

Proof. As in the proof of Lemma 2.1.7, part a) follows by showing that (£p), € T,J®~1(p) if and only if
¢ e gﬁ, where gﬁ denotes the Lie algebra of Gﬁ. By Proposition 2.1.15, the symplectic momentum map
J? is equivariant with respect to the symplectic affine action A. Hence,

d
=1 Acxpte)d® () = TpI®((€p)p) = (658
t=0

dt

JCD © (I)cxp(tﬁ)(p)
t=0

where 5@ is the fundamental vector field on g* induced by the symplectic affine Lie group action A
corresponding to & € g, for all £ € g and p € J®~1(p). Therefore, (£p), € TpJ® (1) = ker(T,J) if and
only if (fgb; )u = 0. Suppose that (ng*)u =0, then

d
s exp(s€) Dexp((t—s)€) (1)

t=s

d
Aexp(te) (1) = G

t=s

d
= TpAexp(se) (d(t_s)

and thus (ng*)u = 0 yields that exp(t§) € Gﬁ for all ¢ € R. Therefore, (f?)u = 0 implies that £ € gﬁ.

Aexp((t—s)f)ﬂ) = T#Aexp(sf) (é.@)p =0

t=s

This completes the proof of a).
Part b) follows identically to the corresponding statement in Lemma 2.1.7. O

Note that the previous lemma establishes the conditions necessary to formulate the Marsden—-Meyer—
Weinstein reduction for a Hamiltonian system (P,w, ®, h, J®) in the case where the symplectic momentum
map J? is not Ad*-equivariant. Consequently, the following generalisation of Theorem 2.1.8 is immediate.

Theorem 2.1.19. Let ®: G x P — P be a Hamiltonian Lie group action of G on the symplectic
manifold (P,w) admitting a (not necessarily Ad*-equivariant) symplectic momentum map J®: P — g*.
Assume that p € g* is a weak regular value of J® and Gﬁ acts freely and properly on J®~1(u). Let
i I () < P be the natural embedding of J*~1(p) into P and let m,,: J®~1 () — J‘D_l(u)/Gﬁ =: PMA
be the canonical projection. Then, there exists a unique symplectic structure w, on PMA such that

* gk
WMWM = ZMOJ .

2.2 Cosymplectic Marsden—Meyer—Weinstein reduction

The main objective of this section is to present the cosymplectic Marsden—-Meyer—Weinstein reduction
[4]. This reduction plays a fundamental role in the cosymplectic energy-momentum method, devised
in Subsection 3.2, since the associated relative equilibrium points, introduced in Subsection 3.2.1, are,
roughly speaking, points projecting onto equilibrium points of a reduced Hamiltonian obtained through
the cosymplectic Marsden—Meyer—Weinstein reduction.

Although some of the following results can be found in the literature, full proofs are included here
to maintain a self-contained exposition, as such proofs are generally not available. In particular, the
classical works [4, 101] are written in French, and the online versions of [4] are partially illegible in
essential sections. Furthermore, several results presented in this section constitute natural generalisations
of well-known theorems in symplectic geometry to the cosymplectic setting. The discussion begins by

introducing momentum maps for cosymplectic structures.

2.2.1 Cosymplectic momentum maps

This subsection introduces the notion of Ad*-equivariant momentum maps in a framework of cosymplectic
geometry.
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Definition 2.2.1. Let ®: G x M — M be a Lie group action on a cosymplectic manifold (M, w,n) such
that ¢¢,,n = 0. A cosymplectic momentum map associated with a Lie group action ®: G x M — M is a
map J®: M — g* defined by

ey w=d4(J% &) :=dJF,  RJ=0, Vieg, (2.2.1)
where R denotes the Reeb vector field associated with (M, w,n).

In the existing literature, it is often assumed that the cosymplectic momentum map is Ad*-equivariant.
Hence, one has the following definition that is analogous to Definition 2.1.1 in a symplectic setting.

Definition 2.2.2. A momentum map J®: M — g* is Ad*-equivariant if
JPod, =Ad) 1037, Vg € G.

In other words, the following diagram commutes

J<I>
M —— g*
D, J{Adg_l ;
*

J®
M —g

for every g € G and Adzfl being the transpose of Adg-1.

The condition RJg‘I> = 0 in (2.2.1) is necessary in order to apply the cosymplectic Marsden—-Meyer—
Weinstein reduction theorem to be introduced in Section 2.2.3. Although this condition may appear
restrictive, it is satisfied by many physically relevant systems, including certain classes of time-dependent
or dissipative Hamiltonian systems. These cases will be studied in detail using the cosymplectic energy-
momentum method developed in Section 3.2.

Let &: G x M — M be a cosymplectic Lie group action, see Definition 1.3.5. Since d7 = 0, the
condition Z,, 7 = 0 implies that ¢¢,, 7 takes a constant value, not necessarily zero, on M. This apparently
minor detail has relevant applications in the reduction of cosymplectic manifolds to symplectic manifolds
and its applications to circular restricted three-body problems (cf. [4, 105]). As shown in Section 2.4.6,
the fact that t¢,, 7 may not be zero will play a relevant role in the description of radically new types of
reductions.

Note that if a Lie group action ®: G x M — M admits a cosymplectic momentum map relative to
(M,w,n), then ® is a cosymplectic Lie group action. However, not every cosymplectic Lie group action
on M admits a momentum map. A counterexample is provided by the flow of the Reeb vector field R,
which is a cosymplectic Lie group action, but it does not admit a cosymplectic momentum map relative
to its associated cosymplectic manifold since tpn =1 # 0.

In view of (2.2.1), the Reeb vector field R is always tangent to the level sets of a momentum map J?
relative to (M,w,n). Nonetheless, R can not be tangent to the orbits of ®, as that would imply ¢t n = 0,
contradicting the definition of R.

The following example introduces the canonical cosymplectic structure on 7' x T*Q, where T is a one-
dimensional manifold. It also shows the construction of a cosymplectic momentum map and cosymplectic
Lie group action.

Example 2.2.3. Let 01-g be the canonical Liouville one-form and wr-g = —dft-q the associated
symplectic form on T*@Q. One can define canonical one- and two-forms on T x T*@Q in the following way
Orx1+Q = Tr-gfT+Q, WIxT*Q = T+ QWT*Q;

where mr+g: T'XT*Q — T*Q is the canonical projection onto T*Q. Then, wrx1+g = —df7 T+ is closed
and satisfies that ker wry T+ is a distribution of rank 1. Consequently, one has a canonical cosymplectic
manifold

(T x T*Q, wrxT+Q:s MTxT*Q) » (2.2.2)
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where 17«1+ is the pull-back to T' x T*Q of a closed non-vanishing one-form 7 on 7. In the particular
case when 7" = R, it is natural to take n = dt, where ¢ is the standard coordinate on R.

Recall that according to Proposition 2.1.3 every Lie group action ®: G x @ — @ induces a canonical
lift ®: G x T"Q — T*Q given by

<<f>g(ozq), U¢g(q)> = <aq, T@g(q)@g—l(’l)q)g(q)», Vg S G, Vq S Q, Vozq S T:;Q, Vvég(q) S T@g(q)Q.

This construction allows one to define a natural Lie group action ¥: G x T x @ — T x @ and TU: G x
T xT*Q — T x T*Q in the following manner

V:GxTxQ3(g,t,q) — (t,P4(q)) €T xQ
and
U:GXTXTQ3 (9., ) = (£, By(cg)) € T x T*Q. (2.2.3)

If the lifted Lie group action P is symplectic relative to the canonical symplectic structure on T*@Q), then
the lifted Lie group action V¥ is a cosymplectic Lie group action relative to the cosymplectic manifold
(2.2.2).

The following proposition is equivalent to Proposition 2.1.3 but in a cosymplectic setting.

Proposition 2.2.4. Let ®: G x Q@ — Q be a Lie group action. Then, the lifted Lie group action
v GxTxT*Q — T xT*Q, defined in (2.2.3), admits an Ad*-equivariant cosymplectic momentum map
IV T x T*Q — g* satisfying

(JV.86) = ter me o OTxT05 V¢ € g, (2.2.4)
with respect to the canonical cosymplectic structure (T X T*Q,wrxr+Q, MTxT*Q)-

Proof. Since JY, Erxr+qQ, and Oryr-g are invariant relative to the Lie derivative with respect to the
Reeb vector field R, it follows that (2.2.4) amounts to the pull-back via mp+g: T x T*Q — T*Q of

<J(I>7§> = [’ﬁT*QeT*Q7 VE S g,
which is a well-defined Ad*-equivariant momentum map on T*Q (see [2]). O

To simplify the notation, the cosymplectic manifold (M,w,n) is frequently denoted by M.

Definition 2.2.5. A triple (M;J7 h,J?®) is said to be a G-invariant cosymplectic Hamiltonian system if it
consists of a cosymplectic manifold (M, w,n), an associated cosymplectic Lie group action ®: Gx M — M
such that ®3h = h for every g € G, and a cosymplectic momentum map J®: M — g* related to ®. If,
additionally, the cosymplectic momentum map J?® is Ad*-equivariant, a G-invariant cosymplectic Hamil-
tonian system (M;]’J ,h,J®) is referred to as an Ad*-equivariant G-invariant cosymplectic Hamiltonian

system.

2.2.2 General cosymplectic momentum maps

This section develops the theory of non-Ad*-equivariant cosymplectic momentum maps. The results
presented in this subsection constitute a straightforward extension of the corresponding theory for general
momentum maps on symplectic manifolds, as detailed in Subsection 2.1.1. It also presents a slight
adaptation of the results by Albert in [4].

Proposition 2.2.6. Let (M;;’,hJ‘I)) be a G-invariant cosymplectic Hamiltonian system. Define the
Sfunctions
Vet M S JE(Dg(x)) — Jg’dqfl&(x) eER, VgeG, Veg.

Then, for every g € G and & € g, the function g ¢ is constant on M. Moreover, o: G > g — o(g) € g*,
defined by (0(9),&) =g ¢ for all £ € g satisfies the cocycle condition

o(g9g9') = o(g) + Adg-1o(g’), V9.9 €G. (2.2.5)
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Proof. To show that each 1, ¢ is constant on M, note that

d’(/}g,ﬁ = d[J.? © (I)g] - ngdg,lg = (I);(Lng) - L(Adg71§)Mw

= q)g(LEMw) - chg—l*EMw - L‘I’g—l*fM‘I)gw - ”‘I’g—l*éMw - Lq)g—l*wa - L‘I’g—l*wa =0,

where the fact that ® is a cosymplectic Lie group action and (Adg&)m = Pg.ép for every g € G and
every { € g were used, see Lemma 2.1.2. Since each 1), ¢ is constant on every connected component of
M. Since M is connected by assumption, it follows that 1, ¢ is constant on M for all g € G and £ € g.

Similarly to the symplectic setting, to analyse the family of mappings {¥g ¢}sec ccg, note that each
1g,¢ can be rewritten as

Vye() = I (Rg(2)) = JRa_,(2) = (I¥(Ry(2)),€) = (I(2), Adg-1€)
= (I%(24(2)),€) — (Ady-1I%(2),€) = (J*(Py(2)) — Ady 1T (), ),

for all € M. Since (0(g),&) = g, is constant on M for every g € G and { € g, the map o can be
expressed as
0c:G3gr I, —Ad, I € g7,

and each o(g), with g € G, is constant on M.
A straightforward computation, using that 1, ¢ are constant, yields that

a(gg") =I% 0 @y — Ad, 13" = I 0 By 0 By — Ady_1 Ay, J®
=J% 0@y 0Py — Ad; 1 I 0 By + Ady 1 J® 0 By — Adys A, 7

:Jq> o) (bg—AdZ_qu>+Ad;_1(Jq> @) (I)g/—Ad;/,lJCI)) :O'(g)—FAdZ_lCT(g/)
for every g,¢’ € G, which proves (2.2.5). O

As in the symplectic case, the map (2.2.2) is called the co-adjoint cocycle associated with the cosym-
plectic momentum map J®: M — g*. Again, analogously to the symplectic setting, a cosymplectic
momentum map J® is Ad*-equivariant if and only if & = 0. Therefore, ¢ measures the lack of Ad*-
equivariance of a cosymplectic momentum map.

The following terminology is the same as in the symplectic setting. A map o: G — g* is a coboundary
if there exists p € g* such that

o(g) = p—Adj-p, VgeG.

Every coboundary satisfies (2.2.5) and is therefore a co-adjoint cocycle. The space of co-adjoint
cocycles admits an equivalence relation, whose equivalence classes are called cohomology classes, given
by setting that two co-adjoint cocycles belong to the same cohomology class if their difference is a
coboundary. The following proposition shows that any two cosymplectic momentum maps associated
with a given cosymplectic Lie group action induce a well-defined cohomology class [o].

Proposition 2.2.7. Let ®: G x M — M be a cosymplectic Lie group action relative to (M,w,n). If J¢
and J2 are two cosymplectic momentum maps related to ® with co-adjoint cocycles o1 and o2, respectively,
then [o1] = [o2].

Proof. From the definition of the co-adjoint cocycles corresponding to J¢ and J$, one has
(01(9) = 2(9),€) = (IT 0 @y — I3 0 Dy, &) — (Ad; 1 (IT — J3), €),

for all g € G and ¢ € g. Since JT and J¥ are both momentum maps related to the same cosymplectic
Lie group action ®, the difference J¢ — J3 is a constant map with value p € g*. Indeed,

Ad(IT = 33,8 = dJPe — dJge = teyw — teyw =0, Ve e g.
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Consequently, (J§ —J$) o ®, =JF — J$ for every g € G and then
o1(9) —o2(9) = p—Adgap, VgeG.

O

Proposition 2.2.7 implies that a cosymplectic Lie group action admits an Ad*-equivariant momentum
map J?® if and only if its associated coadjoint cocycle is a coboundary. Indeed, if a cosymplectic Lie group
action has an Ad*-equivariant momentum map JJ relative to (M,w,n), then its associated co-adjoint
cocycle satisfies o5 = 0, and any other momentum map J¥ for the same action is such that its co-adjoint
cocycle, o1, satisfies [01] = [02] = 0, and o1 becomes a coboundary.

Conversely, if a momentum map J§ admits a coboundary o) associated with u € g*, then the

momentum map

J® =32 —p,
is an Ad*-equivariant momentum map for the same cosymplectic Lie group action of J¥, where u € g*
satisfies that oy (g) = p — Adj-. p for every g € G. Indeed,

<Jq>a€> = <‘]<II>7£> - <M7£> = Jﬁf - </j‘7£>, v§ €9,

and
o(g) =J%0d, — Adz,lJ‘b =01(9) + Ady-1pp — p =0,

for every g € G.

To summarise, if a co-adjoint cocycle associated with a given momentum map is a coboundary, then
it is possible to construct an Ad*-equivariant cosymplectic momentum map. The following proposition
shows, however, that for any momentum map, there exists a Lie group action A: G x g* — g* such
that the momentum map becomes A-equivariant. That is, for every g € G, the following diagram is

commutative
¢9
M — M
J® J®
g* A-‘? g*

One sees that the result is analogous to Proposition 2.1.15 and follows from the same techniques.

Proposition 2.2.8. Let J®: M — g* be a cosymplectic momentum map for a cosymplectic Lie group
action ®: G x M — M with associated co-adjoint cocycle o. Then,

1. the map A: G x g% 3 (g, p1) = Ag(p) == Ady—1p+ 0o (g) € g* is a Lie group action,
2. the momentum map J® is A-equivariant.
Proof. First, since o(e) = 0, one has A(e,u) = Ad 1+ o(e) = p and,

Ag, A9 1)) = Adg (Adg - p+ 0(9') + 0(g) = Adg1 Ady, s i+ Adg-ao(g') + o (g)
= Ad{yg—1pp+ Ady-10(g') +0(9) = Ad{yg 11+ 0(99") = Algg', ).

Thus, A is a Lie group action on g*, which proves 1. Second, from the definition of A and o, one gets
AgoJézAquJ@—&—a(g):Jq)o@g, Vg € G,

which shows that J® is A-equivariant. O
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Proposition 2.2.8 ensures that a general cosymplectic momentum map J?® gives rise to an equivariant
momentum map relative to a new action A: G x g* — g*, called a cosymplectic affine action. In a
particular case where J® is Ad*-invariant, it follows that ¢ = 0 and A = Ad* reduces the co-adjoint
action of G.

The next result, which is a generalisation of Theorem 2.1.16 to a cosymplectic setting, characterises
the Poisson bracket of functions {']E}(gbe B associated with a cosymplectic momentum map J?.

Theorem 2.2.9. Let ®: G x M — M be a cosymplectic Lie group action on (M,w,n), and let J*: M —
g* be a corresponding cosymplectic momentum map with coadjoint cocycle o: G — g*. Define

o, G2g—(o(g),v) eR, T:gxg>(&,&) = Teog,(&1) €R, Wweg.
Then,
1. the map X is a skew-symmetric bilinear form on g satisfying the following identity

L)+ 206 A) + 2 ) =0, Ve G ey,

2. For all &,v € g the relation X(&,v) = {Jy, Je wny — Jpp,e holds.

Proof. To establish 2, consider the tangent map of o, at e. Then,

£(€,v) = Teo, (€) = % i (3% @exp(og) (2)),v) = (Adip ) T* (@), )
= dJ,,(fM)m - % <J<I>(‘T)7Adexp(—s§)y>

s=0
= _(LVMLwa)x - <J¢)(.12), [Vr £]> = {JW Jf}w,ﬁ(x) - J[V,E] (ZE),

where the last equality stems from (1.3.8).

Since X{JgJép}wm = —[Xe, XJ?] = —[var, v = [V, §| . Hence, X{J,?’Jép}wm coincides with XJ[?&],
implying that the functions {.J, J&}., , and Jﬁ ¢ differ by a constant. Consequently, ¥ does not depend
on z € M, which proves 2.

To prove 1., consider

=& [Cv]) ={Jes Ticmtom — Jig e = e Ao, Jo o — EW: O — Jig 1) -

The desired identity follows from the fact that {-,-}. , and [-,] are anti-symmetric, bilinear, and satisfy
the Jacobi identity. O

If a cosymplectic momentum map J® is Ad*-equivariant, then o(g) = 0 for every g € G, which in
turn implies that (&, v) = 0 for all £, v € g. In this case, part 2. of Theorem 2.2.9 recovers the standard
result that there exists a Lie algebra homomorphism g 3 £ — Jg’ € E>(M).

2.2.3 Cosymplectic Marsden—Meyer—Weinstein reduction theorem

This subsection is devoted to the formulation of the Marsden—Meyer—Weinstein reduction theorem in
the cosymplectic setting [4]. Although the results were originally established by C. Albert in [4], the
present exposition broadens its applicability by incorporating cosymplectic momentum maps that are
not necessarily Ad*-equivariant. This generalisation extends the range of potential applications beyond
those considered in the original paper [4]. Moreover, since [4] is written in French, and the only online
version that is accessible is scanned in poor quality, a complete and self-contained presentation is provided
here. The result presented in this subsection also plays a fundamental role in the cosymplectic energy-
momentum method developed in Section 3.2.
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The following results are natural extensions to the cosymplectic setting of their symplectic analogues
presented in Section 2.1. Although some Proofs of the following results are available in [4], that refer-
ence is not widely accessible (some of them contain typographical issues). For the sake of clarity and
completeness, full proofs are included below.

The next proposition shows that the cosymplectic momentum map J®: M — g* associated with
(M, h,J?®) is preserved under the flows generated by the vector fields Vh, X, and Ej. It is worth
noting that Proposition 2.2.10 appears as a novel contribution, although it extends a partial result
presented in [82].

Proposition 2.2.10. Let (M¥,h,J®) be a G-invariant cosymplectic Hamiltonian system and let a map
F: (s,z) € R x M + Fy(z) = F(s,x) € M denote the flow of Vh. Then, J® o Fy = J® for all s € R.
Analogous statement holds for the flows of En and Xy,.

Proof. The G-invariance of h implies that £k = 0 for every € € g. Consequently,
d

ds

ng oF, = LVhngb = LXth(Rh)Rng) = Lthng = 1x,ley W = tey, ((Rh)n —dh) =0,
s=0
for every £ € g. Thus, Jg oF, = Jg’, for every ¢ € g and every s € R, which yields J® o F, = J® for all
s eR.
Similarly, let L be the flow of E}. Then,

d

ds Jg oLs= LEhngb = lXn+R ngb = Lthng = IxpleyW = LfM((Rh)n - dh) =0,

s=0

for every ¢ € g and thus J® o L, = J® for every s € R. Since LX,L+Rng> = LthJ?, it follows that
J? o K, = J?® for the diffeomorphisms K of the one-parametric group of diffeomorphisms of X,. O

Remark 2.2.11. Recall that, for (M := R x P,wp,7), the vector field X;, on M may be viewed as a
time-dependent vector field on P. The integral curves of X}, considered in this context, coincide with
the integral curves of Ej, of the form ¢ — (¢,z(t)). Consequently, Proposition 2.2.10 also applies to the
time-dependent vector field X}, a fact already established in [54].

The next lemma generalises a standard result in symplectic geometry and is fundamental in formu-
lating the cosymplectic version of the Marsden—-Meyer—Weinstein reduction theorem.

Recall that according to Definition 2.1.4 a weak reqular value of J*: M — g* is a point p € g* such
that J®~!(u) is a submanifold in M and T,J® 1 (x) = ker T, J?® for every x € J®~!(u). It is hereafter
assumed that p € g* is a weak regular value of a cosymplectic momentum map J®. Additionally, it is
also assumed that the isotropy subgroup Gﬁ of i € g* relative to the cosymplectic affine Lie group action
A: G xg* — g* acts via ® on J®~!(11) in a quotientable manner, namely J‘I’_l(,u)/Gﬁ is a manifold and
the projection m,: J®~(u) — J®1(u)/G4 is a submersion. A sufficient condition for J*~!(u)/G% to
be a manifold is that Gﬁ acts freely and properly on J®71(u) (see [2, 4, 105] for details).

Lemma 2.2.12. Let i € g* be a weak reqular value of a cosymplectic momentum map J®: M — g* and
let Gﬁ be the isotropy group at p € g* of the cosymplectic affine Lie group action A: G x g* — g* relative
to the co-adjoint cocycle o: G — g* of J®. Then, for any x € J®~1(u), the following hold

1. TI(Gﬁx) = T.(Gz) N T I® 1 (u),
2. T3 (u) = T, (G)™,
3. (T J% (1)) ™ = To(Gz) & (Ry).
Proof. To prove 1., let (£a7)z € T J®71 (). Since T, J®*~1(1) = ker T, J®, then,

d
(LfMdJ;I))x =7

3| e e~ (5,

u=0

J®(®(exp(uf), z)), V> = <£L

u=0

Aexp(uﬁ)J(b(x)a V> =0,

u=0
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for every v € g if and only if £ € gﬁ, where gf is the Lie algebra of Gﬁ.
To prove 2., recall that

wa ((€ar)2s V2) = (AdJ8) 2 (ve) = (ToI® (v2), €), Ve e M, Yv,€T,M, VEcg.

Therefore, v, € ker T,J® = T,J®~ () if and only if (T,J®(v,),&) = 0 for all ¢ € g, and consequently
T, I (1) = (T,(Gz))* for all x € I®~1(u), as claimed.
For 3., let X = &3 + AR for any A € R. Then, for any v, € ker T, J®, it follows that

Wz(Xzavm) = (ng))w(va:) = 07 Vé- €g,

and T, (Gz)®(R,) C (TmJ‘I’*I(u))J‘”. On the other hand, for every z € J®~1(u), since R, € T,J*71(p)
but is not tangent to Gz, it follows that

(Tod® ()™ = (T,(Ga) " = Ty(Ca) & (Ry). Vo e I (u).
This completes the proof. O]

The following theorem extends the classical Marsden-Meyer—Weinstein reduction theorem to the
cosymplectic framework. It follows the ideas of the proof given in [4].

Theorem 2.2.13. Let ®: G x M — M be a cosymplectic Lie group action on a cosymplectic man-
ifold (M,w,T) associated with a cosymplectic momentum map J®: M — g*. Assume that u € g* is
a weak regular value of J® and let J*~(u) be quotientable, i.e. MMA = J‘D_l(,u)/Gﬁ‘ is a manifold
and m,: J*71(p) — M”A is a submersion. Let i,: J®*~1(u) — M be the natural immersion and let
Tyt J* () — MMA be the canonical projection. Then, there exists a unique cosymplectic manifold
(M2, wy, Tp) such that

X

. % %
W = TWp T =TTy (2.2.6)

Proof. The quotient space MuA =Jo! (u)/Gﬁ is a manifold, since J®~1(u) is assumed to be quotientable.
Meanwhile, m,: J *=l(y) - M MA is a surjective submersion by assumption. Consequently, ker T, is a
subbundle of TI®~1(y).

Given that ®, is a cosymplectic Lie group action for every g € G, it follows that Z¢,,w = 0 and
Zey, ™ =0 for every £ € g. Thus, D%J(bfl(u)i;w =0 and D%J(bfl(u)iljr = 0 for every £ € gﬁ, where gﬁ is
the Lie algebra of Gﬁ‘ and {ye-1(,) is the fundamental vector field of the restriction of the action of Gﬁ‘
to J®~1(u) via @.

Moreover, for any vector field Yys-1(,) on J®~!(u) and tangent to J*~*(u), one can consider some
vector field Y on M coinciding with Yys-1(,) on J® (). Then,

. o _
Wyom1 g begomi g, W = ZH(LngMw) = Zu<Lde§) =0,

and

*

* — _
Legaoi ) T = Zu(l,gMT) =0.

These conditions guarantee the existence of w, € 02 (MMA) and T € Ql(MMA) satisfying (2.2.6). Since
is injective, the forms w,, and 7p are uniquely determined. The fact that both w and 7 are closed ensures
that w,, and T are also closed.

By Definition 2.2.1, one has LRngb = 0 for every £ € g, ir{lplying that the Reeb ve~ctor field R is
tangent to J*~!(1). Consequently, there exists a vector field R on J®~(u) such that R = R|je-1(,).
Since <I>g*]§ = R and Zfﬂ,qmé = 0 for every g € Gﬁ and £ € gﬁ, it follows that there exists a

well-defined vector field R, on M, MA such that R, = Wﬂ*é. Moreover,

W;(LRHTH) = Lﬁw;m = i:(LRT) =1,
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and
T, (tr,wy) = t5Twy = iy, (Lrw) = 0.
Thus, tg,7, = 1 and tg,w, = 0. To prove that kerw, @ ker7, = TMMA, it is sufficient to show that the
map
b, X, € TMHA = oux, Wi+ (Ux, T) T € T*‘MuA

is an isomorphism. To prove injectivity, suppose that X, takes values in kerb,. Since tg,b,(X,) = 0,
then tx,7, = 0 and vx,w, = 0. Consequently, there exist X € X(I3* (u) and X € X(M), such
that WH*JN( = X, and X = Xl|go-1(yy- Then, 7 (1x,wu) = txw|ye-1(,) = 0 implies that X takes
values in (TE(J‘I”l(u)))L‘“ = T.(Gz) ® (R,) for all z € J*~!(u). Therefore, X, = (£ar)x + AR, for
some £ € g5 and A € R depending on # € J*~*(u). Since 7,(T,7,X,) = 0, one gets A = 0. Then,
(Xp)mu@) = TampXe = Tomu(§ar)e = 0. Thus, kerb, = 0, proving that b, is injective. Moreover,
b, as an injective bundle morphism between vector bundles of equal rank, it must also be surjective.
Consequently, (M MA, Wy, Ty) is a cosymplectic manifold. O

The following result is of particular relevance for the physical applications of the cosymplectic energy-
momentum method to be developed in the following chapter. Note that the existence of a cosymplectic
momentum map associated with ®: G x M — M relative to (M :=T X P,wp, 7r) implies that ® can be
restricted to a well-defined Lie group action of G on P. This follows from the fact that the fundamental
vector fields of ® are required to take values in ker 7.

Corollary 2.2.14. Assume the hypothesis of Theorem 2.2.13 hold. Furthermore, suppose that the cosym-
plectic manifold is given by (T x P,wp,7r). Then,

I ) =T x7p(I* (), Mg =~TxPp,
where P2 :=wp(J*~ () /G5

Proof. By Definition 2.2.1, one has LRng =0 and fRng’ = 0 for every £ € g. Hence, ng’ is a basic
one-form with respect to the projection 7p: J®~1(u) — P#A. Therefore, for each £ € g, there exists
Je € € (P) such thatjr};Jgp = Jg). Consequently, there exists J®: P — g* satisfying J® = J® o7p, and
hence J®~H(p) =T x J®~H(pu) =T x 7p(J*~1(p)).

Let R denote the restriction of R to J*~!(). Note that ®: G4 x T x J*~!(u) — T x J®~1(p) is
a well-defined Lie group action obtained by restricting the action ® of Gﬁ on T x PtoT xJ®1(p).
Since Leywn,, T =0 for every £ € gﬁ, there exists a Lie group action ®*: Gﬁ x J2=1(p) = J®=1(p)
such that &)5 omp = mp o ®f for every g € Gﬁ. Therefore, ®£(t,p) = (t,%g(p)) for every t € T and
p € 31 (). Thus, 3% L(u) /G2 = (T x J*~1(1)) /G2 = T x (I () /G2). 0

Proposition 2.2.15. Let the assumptions of Theorem 2.2.13 hold for (M¥, h,J®). Then, the restriction
of E, to J*~1(p) is projectable onto MHA = J‘I’*l(u)/Gﬁ and T« (En|yo-1(,)) = Ek,, where k,, is the
only function on MMA such that wjk,, = v h.

Proof. By Proposition 2.2.10, the vector field Fj, is tangent to J*~1(u). Moreover, for every & € gﬁ, one
has &y = XJS' Since RJgI) = 0, Proposition 1.3.10 yields that [£5r, R] = 0. Therefore,

[§M7Eh]:[6M3R+Xh]:[§M>Xh]J V€€g

Using (1.3.9), one gets
[Ears Xn] = Xyp g2y = Xepn = 0.

*

Hence, Ejp|ye-1(, is projectable onto MHA. By Theorem 2.2.13, the differential forms i,

w and ;T are
also projectable, and from the proof of that theorem, it follows

U (Bnl yoi o) @n = Db = (Rpkp) s b (Bal yos () o = 1,
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where the Hamiltonian function k, € € (M HA) is determined uniquely by the condition 7}k, = i},h,
which holds since h is invariant relative to Gﬁ. It follows that - Ey|ye-1(, is an evolutionary vector
field with respect to the reduced cosymplectic manifold (M, HA,wM, Tp)- O

2.2.4 Relation between cosymplectic and symplectic Marsden—Meyer—Weinstein
reductions

This subsection presents how the cosymplectic Marsden—Meyer—Weinstein reduction may be reformulated
by using the classical symplectic Marsden—Meyer—Weinstein reduction theorem (see [44]). Recall that
Lemma 1.3.11 establishes that every cosymplectic manifold naturally induces a symplectic form on a
manifold of a larger dimension [105]. The following construction will be generalised to devise a k-
polycosymplectic Marsden—Meyer—Weinstein reduction derived from a k-polysymplectic one in Subsection
2.4.3.

Let U: G x M — M be a cosymplectic Lie group action with an associated cosymplectic momentum
map JV: M — g* relative to (M, 7,w). Then, ¥ and J¥ naturally extend to R x M in the following way,
respectively,

U: (g,u,z) € G X R x M — (u,¥g(x)) e Rx M

and N
JV: (u,x) ERx M J¥ () € g*.

The fundamental vector fields &5, with € € g corresponding to ¥ are understood as vector fields on
R x M via the isomorphisms T, (R x M) ~ T,R x T, M for every (u,r) € R x M. These vector
fields are locally Hamiltonian with respect to @ if and only if d(Rng ) = 0 (see discussion in Subsection
1.3.1). Thus, condition RJg<I> = 0 ensures that ¥ admits a momentum map J v relative to the symplectic
manifold (R x M, @), namely

Legy @ = ATV €, VéEeg.

Moreover, if J¥ is A-equivariant with respect to W, then JE is also A-equivariant with respect to 0.
Further, by Corollary 2.2.14, since J¥~1(u) ~ R x J¥~!(u) for every u € g* and pro \ffg = W, opr for
every g € G, i.e. ¥ does not change the first component of R x M, then Jafl(,u) is quotientable by Gﬁ‘
if and only if JY~!(u) is so. Moreover, ;1 € g* is a (resp. weak) regular value of J¥ if and only if u is a
(resp. weak) regular value of JY.

Consequently, the classical symplectic Marsden-Meyer—Weinstein Reduction Theorem 2.1.8 can be ap-
plied to the symplectic manifold (Rx M, @) to obtain the reduced symplectic manifold MHA = IV (w)/Gp
endowed with the reduced symplectic form, w,, determined univocally by the condition

Ik *

Juw =T,

where J,,: Ja_l(u) — R x M is the natural immersion and 7, : Ja_l(u) — Jg_l(,u)/Gﬁ is the canonical
projection [2]. Since M#A ~ (R x J‘I’*l(u))/Gﬁ ~ R x M#A, where MﬂA = J‘I”l(,u)/Gf, one can retrieve
the reduced cosymplectic manifold (M ﬂA, Wy, Ty) from @, in the following way

o ~ e
T =y (La/auw#) ) Wy = 1, Wy s

where i, : M2 3 [2] — (u, [2]) € R x M2 and [z] stands for the orbit of x € J¥~!(p) relative to G2. In
particular,

dw, = dite, =itdw, =0, dr, = di}, (ta/0uwp) = is (Lojou@n) =0,
where the last equality follows from £ /4,0, = 0. Moreover, if X € X(M MA), then i,,X takes values in
ker du. If, in addition, ¢xw, = 0 and tx7, = 0, then ¢;,, xw, = 0 and X = 0 because w,, is symplectic.
Therefore, kerw, Nker 7, = 0.
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A Reeb vector field R on M gives rise to a unique vector field RonR x M projecting onto M via
pr and taking values in ker du. Since R is tangent to J¥~1(u) and projectable onto a vector field R,, on
M£, one has

LR, Ty = LEM Lo/ouWy = LRLyjouw = 1.

Hence, 7, is different from zero, and (M NA,wu, 7,) becomes a cosymplectic manifold.

The above approach demonstrates that the cosymplectic Marsden—Meyer—Weinstein Reduction The-
orem 2.2.13 arises as a particular case of a symplectic reduction of (R x M,@). Although the above
construction uses T = R, one may similarly consider T = S', equipped with df, where @ is a locally
defined angular coordinate on S' giving rise to a global closed differential one-form. The entire procedure
is analogous in the latter case.

It is worth noting that, and it has not been stressed so far in the literature, the above discussion
also implies that cosymplectic geometry can be understood as a particular type of symplectic geometry
in a larger manifold. Although conceptually appealing, such a perspective can introduce additional
complexity. In fact, the extension of mathematical entities on a cosymplectic manifold to a symplectic
one of a larger dimension may change the properties of such entities in such a way that it complicates their
analysis, as observed, for example, in the study of cosymplectic energy-momentum methods in Section
3.2.

2.3 k-Polysymplectic Marsden—Meyer—Weinstein reduction

This section reviews existing results in the literature on the k-polysymplectic Marsden—Meyer—Weinstein
reduction in order to address and correct certain inaccuracies and errors previously presented in the liter-
ature. Furthermore, it introduces the reduction of the dynamical system governed by an w-Hamiltonian
vector field. This concept was studied for the first time in [33], as prior research has primarily focused on
dynamical systems given by Hamiltonian k-vector fields [12, 107]. In particular, this section first reviews
the previous k-polysymplectic Marsden—Meyer—Weinstein reduction theory and explains some minor, yet
conceptually relevant, inaccuracies. After that, a mistake in one of the main results in [62] regarding the
conditions for the existence of a k-polysymplectic reduction is addressed. Finally, in Subsection 2.3.6,
the assumptions required for the k-polysymplectic reduction as formulated in [107] are analysed and
compared.

It is important to emphasise that the k-polysymplectic reduction outlined in [107] does not rely on
any relationship between the dimension of the manifold and the number k of the k-polysymplectic form
w on it. Furthermore, the term polysymplectic manifold in [107] is just a simplification of the term k-
polysymplectic manifold, which is defined in this work. Additionally, Definition 1.4.6 leads to a linear
analogue definition by assuming w to be restricted to a point x € M. This allows us to define k-
polysymplectic structures on linear spaces, k-polysymplectic spaces, and so on. In such cases, one assumes
w € A2E* @ R*, where E is a vector space and A2E* stands for the space of two-covectors on FE.

2.3.1 k-Polysymplectic momentum maps

This subsection introduces the notion of momentum maps on k-polysymplectic manifolds, with particular
attention given to the case of Ad**-equivariant momentum maps.

The following definition introduces a natural class of Lie group actions preserving a k-polysymplectic
structure. As presented in the following, such actions are fundamental to the formulation of the k-
polysymplectic Marsden—-Meyer—Weinstein reduction.

Definition 2.3.1. Let (P,w) be a k-polysymplectic manifold. A Lie group action ®: G x P — P of a
Lie group G is a k-polysymplectic Lie group action if Pjw = w for each g € G.
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Definition 2.3.2. A k-polysymplectic momentum map for a Lie group action &: G x P — P relative to
a k-polysymplectic manifold (P,w) is a map J®: P — g** such that

lepw = (Lepw®) ®eq =d(I®E), Veg, (2.3.1)

k
where g** = g* x ¥« g*.

From (2.3.1), it follows that J®: P — g** satisfies
tepw =d (I &) = dI¢, VE e gt (2.3.2)

where €p is the k-vector field on P whose k vector field components are the fundamental vector fields of

® related to the k-components of & € gF and Jg’: P — R. Writing & = (0,..., (g), ...,0) € g* for any
¢e€gand a=1,...,k and impose (2.3.2) to hold for a basis {&1,...,&} for g yields kr conditions, which
uniquely determine the value of the kr coordinates of J®. Conversely, the equation (2.3.1) evaluated on
the basis of g imposes r conditions for each one of the k components of J®, giving rise to kr conditions
and showing that both formulations are equivalent.

The following definition, while standard in the literature [107], adopts the more concise notation Ad**
instead of Coad®. Nevertheless, it is later demonstrated that the Ad**-equivariance condition is not
essential and can be omitted.

Definition 2.3.3. A k-polysymplectic momentum map J®: P — g*F is Ad*k-equz’vam'ant if

JPod, =AdF 0 J®, Vged,

k
where Ad;]fl = Ad;—l ® » ® Ad}l and

Ad* G xgt — gk
(9, 18) — Ad;lfll.l,.

That is, for every g € G, the following diagram commutes

J* *k

J«pg lAd;’il

J* *k

To simplify the notation, the following definition is introduced.

Definition 2.3.4. The four-tuple (P,w,h,J®) is a G-invariant k-polysymplectic Hamiltonian system
if it consists of a k-polysymplectic manifold (P,w), a k-polysymplectic Lie group action ®: G x P —
P such that ®;h = h for every g € G, and a k-polysymplectic momentum map J?® related to ®.
An Ad*k—equivam’ant G-invariant k-polysymplectic Hamiltonian system is a G-invariant k-polysymplectic
Hamiltonian system whose k-polysymplectic momentum map is Ad**-equivariant.

2.3.2 General k-polysymplectic momentum maps

This subsection develops the theory of k-polysymplectic momentum maps that are not necessarily Ad**-
equivariant. In particular, it is shown that every k-polysymplectic momentum map J®: P — g** de-
termines a Lie group action on g** with respect to which it is equivariant. The techniques introduced
here, although technically more intricate, are analogous to those used in previous sections devoted to
non-Ad”*-equivariant symplectic momentum maps in Subsection 2.1.1.
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Proposition 2.3.5. Let (P,w,h,J®) be a G-invariant k-polysymplectic Hamiltonian system. Define

Yge: w € Pr—r JE(Dy(2)) —Jids_ls(x) €ER, YgedG, VeEecgh.

Then, g ¢ is constant on P for every g € G and § € g*. Moreover, the map o: G > g — a(g) € g**

determined by the condition (o (g),&) = 1g¢ satisfies the cocycle property

a(g192) = o(g1) + Ad;" 0 (g2) . Von.92 € G
Proof. Note that
dipge = d(JE o @) — deI;d,;flg = (1gpw) — Hadt_, )W
= L@gil*gp‘b;w — Lo, EpW = Lo,y £pW T LD, gpW = 0,

where it was used that ® is a k-polysymplectic Lie group action and Lemma 2.1.2, i.e. (Adgé)p = @4.&p
for every g € G and each £ € g. Therefore, (Adl;flE)P = ¢,-1,&p for every § € g¥, so that Pge is
constant on P for all g € G and any £ € g~.

Notice that 14 ¢ can be rewritten in the following way

k
Pge=Jg 0Py — Jid’;fﬂg = (J%0d,,8) - <J®,Adgfl€>
— [ *k TP _ o *k TP
= (30 d,£) - <Adg,1J ,§> - <J 0®, — Ad*.J ,5> :
where Ad]g“_l : g& — g* is the transpose to AdZ’il. Hence,
0:G59+— I 0d, — A} I =0(g) € g™

Thus, o(g) is constant on P for every g € G and {0(g),&) = 1,¢, for every g € G and £ € g*. To prove
the cocycle identity, one has

o(9192) = (JCI) 0Py g, — Ad

(9192

)71‘](1)) = (Jq) @] <I>gl [¢] (I)gz — Ad;ff1Ad;§71J¢.)

= (J‘I> 0y, 0 By, — Adg 1 (I 0 By,) + AL (I 0 By, ) - Ad;f_lAd;;“_qu’)

(3% 0 @y, —Ad TP 4 AdE L (37 0 @y, — AdZE LT ) = o(g1) + A} 0 (g2)
for any ¢1,92 € G. O

The map o: G — g** of the form
0'(g):Jq)oq)g—Ad;]fqu)7 g €@,

is called the co-adjoint cocycle associated with the k-polysymplectic momentum map J®: P — g**. A
map o: G — g*F is a coboundary if there exists pu € g** such that

o(g)=p— Ad;’flu, Vg € G.

In particular, if J® is an Ad**-equivariant k-polysymplectic momentum map, then o = 0.

The next result shows that the cohomology class [o] associated with the cocycle o depends only on
the k-polysymplectic Lie group action and not on the particular choice of a momentum map. The proof
is analogous to the corresponding result for symplectic momentum maps introduced in Section 2.1.1.

Proposition 2.3.6. Let ®: G x P — P be a k-polysymplectic Lie group action. If J'® and J?*® are
two associated k-polysymplectic momentum maps with co-adjoint cocycles o1 and o2, respectively, then

[01] = [o2].
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Proposition 2.3.7. Let J®: P — g% be a k-polysymplectic momentum map associated with a k-
polysymplectic Lie group action ®: G x P — P with co-adjoint cocycle o. Then,

(1) the map
A:Gxg™s(gp) oy +Adip=Ay(p) € g™,

is a Lie group action of G on g**,

(2) the k-polysymplectic momentum map J® is equivariant with respect to A, in other words, for every
g € G, the following diagram commutes

Proof. First, since o(e) = 0, it follows that
Ale,p) =p+o(e) =p,
Thus, A(e, ) = p. Then, Proposition 2.3.5 yields

Agr, Aga, w) = AdE (AR i+ 0 (g2)) + o (1) = AR A o+ Ao (g2) + o (g1)
= Ad?jlgz),lu + Ad;ifla'(gg) +o(g1) = Ad?fm)—lu +0(9192) = Alg192, 1) ,

for every g1, 9o € G and pu € g**. Hence, A is a Lie group action of G on g**.
Second, by the definition of A and o, one has

A oJ? =AdF I +o(g) =T 0D, VgeG,
which shows that J® is A-equivariant, as required. O

Proposition 2.3.7 implies that any (not necessarily Ad*k—equivariant) k-polysymplectic momentum
map J® becomes equivariant with respect to a new Lie group action A: G x g** — g**  called a k-
polysymplectic affine Lie group action.

A k-polysymplectic affine Lie group action can be equivalently described component-wise. Let p =
(ut, ..., u*) € g**, then A(g,pn) = (A} 1,...,A’;uk) € g**, where the maps A',..., A* take the form
A*: G x g* 3 (9,9) = Ad; 19 + 0%(g) = A%(Y) € g* and o(g) = (0'(9),-..,0%(g)), where 0%(g) =
J2o®, — Ad; I3 fora=1,... k.

2.3.3 k-Polysymplectic reduction by a submanifold

This section surveys the well-known k-polysymplectic reduction by a submanifold [107]. To study k-
polysymplectic reduction by a submanifold, it is important to consider the notion of k-polysymplectic
orthogonal complement (see [46] for details).

Definition 2.3.8. Let (F,w) be a k-polysymplectic vector space and let W be a linear subspace of E.
Then, the k-polysymplectic orthogonal complement of W relative to (E,w) is the linear subspace defined
by

Wk ={ve E| typtow =0,Yw e W}.

In the k-polysymplectic framework, attention is restricted to a weak regular value p € g** of a k-
polysymplectic momentum map J®: P — g**. Nevertheless, the assumption that g € g** is a weak
regular value is insufficient, since it is essential that, for each component of the k-polysymplectic momen-
tum map, the level set JE~1(u?) is a submanifold of P. This motivates the introduction of the following
definition.
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Definition 2.3.9. A weak regular k-value of J® is p € g** such that each u® € g* is a weak regular
value of J®: P — g* for @ = 1,..., k. This implies that J®~1(u) is a submanifold of P

However, it should be noted that the converse does not necessarily hold, since in general, one has the
inclusion
I ) S I ), =1,k

The following theorem plays an important role in the reduction theory (see [46, 107] for a proof).

Theorem 2.3.10. (k-Polysymplectic reduction by a submanifold.) Let (P,w) be a k-polysymplectic man-
ifold and let S be a submanifold of P with an injective immersion j3: S — P. Assume that ker 7*w has a
constant rank for (P,w), the quotient space S/Fg is a manifold, where Fg is a foliation on S given by
ker y*w, and assume that the canonical projection w: S — S/Fs is a submersion. Then, (S/Fs,ws) is a
k-polysymplectic manifold defined univocally by

Jfw=1"wg,
and ker 7*w, = T,5N (TpS)J"“ foranypeS.

Recall the following lemma, the proof of which can be found in [107].

Lemma 2.3.11. Let = (u',...,p*) € g**. Then,
k k
A _ A~ A _ o
Gu_mGu“’ gu—ﬂng
a=1 a=1

where Gﬁ is the isotropy group of p € g** under the k-polysymplectic affine Lie group action A and gﬁ
is its Lie algebra.

2.3.4 k-Polysymplectic Marsden—Meyer—Weinstein reduction theorem

This subsection extends the k-polysymplectic reduction theory to the setting where the associated k-
polysymplectic momentum map J®: P — g** is not necessarily Ad*k—equivariant. As Proposition 2.3.7
shows, every k-polysymplectic momentum map J® admits a k-polysymplectic affine Lie group action
A: G x g** — g** with respect to which J® is A-equivariant. It is important to note that the isotropy

subgroup, G4, of pu € g** relative to A may differ from the isotropy group of p with respect to Ad**

since the it i: not necessarily the same (cf. [128, Theorem 6.1.1]). This distinction plays a crucial role
in generalising the k-polysymplectic Marsden—Meyer—Weinstein reduction theorem [107] to the case of
non-Ad**-equivariant momentum maps. This subsection also presents a generalisation of the reduction
theorems from [107] to this broader class of k-polysymplectic momentum maps.

The following results provide a slight generalisation of some foundational constructions in the frame-
work of k-polysymplectic geometry as originally developed in [107]. Specifically, the extension addresses
the case in which the k-polysymplectic momentum map J®: P — g*¥ is not required to be Ad*k-
equivariant. In fact, the whole work [107] may be reformulated by replacing the use of the coadjoint
representation with that of k-polysymplectic affine Lie group actions. The necessary changes involve
substituting G« by Gﬁ; , Gue by gﬁ; , Gy, by Gﬁ, along with other minor modifications of this type.
Although these substitutions are conceptually straightforward, identifying all instances in which such
corrections must be applied requires considerable effort and attention to detail.

The following lemma is a slight generalisation of a standard result in a k-polysymplectic Marsden—

Meyer—Weinstein reduction.

Lemma 2.3.12. Let (P,w,h,J?®) be a G-invariant k-polysymplectic Hamiltonian system and let p € g**
be a weak reqular k-value of a k-polysymplectic momentum map J®: P — g** associated with ®. Then,
for every p € I~ (), one has
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(1) Tp(Gﬁp) = Tp(GP) n Tp‘]qpl(#);

(2) T,3% () = T, (Gp)* .

Proof. Let £p(p) € Tp(Gp) for some & € g. Then, {p(p) € Tp(Gﬁp) if and only if p(p) € TRI* (),
or equivalently £ € gﬁ if and only if £p(p) € T,J* (1), where gﬁ is the Lie algebra of Gﬁ.

The proof of (2) follows essentially the same as in [107] and is analogous to the symplectic case in
Lemma 2.1.18. O

A non-necessarily Ad**-equivariant analogue of the essential technical results from [107, Lemmas 3.15
and 3.16] is provided below. These results constitute a foundation for the generalised k-polysymplectic
Marsden—Meyer—Weinstein reduction theory.

Lemma 2.3.13. The linear map

1,30 ) ()

~a P B M ker wp d—1

o — o peJ®(p)CP,
P Tp(Gﬁp) {Tpﬂu(gP)p | e Ipa }

for some a belonging to {1,...,k} is a surjection if and only if

ker T,J® = T,(J® ) + ker wp + Tp(Gﬁ:p) .
Furthermore, ﬂizl ker 7ty = 0 holds, if and only if

k
TP(Gﬁp) = ﬂ (kerwg + TP(Gﬁ:p)) NT,J* ().
a=1
The following results establish the main statements in the slightly generalised k-polysymplectic
Marsden—Meyer—Weinstein reduction theory. It must be emphasised that there is no restriction on the
dimension of the manifold P for Theorem 2.3.14 and Theorem 2.3.15 to remain valid.

Theorem 2.3.14 (The general k-polysymplectic Marsden—-Meyer—Weinstein reduction theorem). Let
(P,w, h,J®) be a G-invariant k-polysymplectic Hamiltonian system. Suppose that pu € g** is a weak
reqular k-value of a k-polysymplectic momentum map J* and Gﬁ acts in a quotientable manner on
J*= (). Let Gﬁf denote the isotropy group at u® of the Lie group action A%: (g,9) € G x g* —
A%(g,0) € g* fora=1,... k. Moreover, assume that the following conditions hold

ker(T,J2) = T,J* 7 () + kerw? + T, (G4 p) (2.3.3)

k
T,(G2p) = N (kerwg + Tp(Gﬁjp)) NT,I% (), (2.3.4)
a=1

for every p € J*~ () and all « = 1,..., k. Then, (Jéfl(u)/Gﬁ,wH) s a k-polysymplectic manifold,
where w,, is univocally determined by

_ *
TaWp = JuW,

where g, : J*~1(p) — P is the natural immersion and m,: J*~(u) — I*~(u)/GE is the canonical

projection.

This theorem presents several improvements over the original k-polysymplectic Marsden—Meyer—
Weinstein reduction theorem developed in [107]. In particular, the requirement that the k-polysymplectic
momentum map J® be Ad**-equivariant is eliminated. This generalisation is achieved by employing the
k-polysymplectic affine Lie group action A.

The next result characterises the conditions under which a k-polysymplectic Hamiltonian system
(P,w,h,J?®) induces a reduced k-polysymplectic Hamiltonian system on the quotient J*~1(u)/ Gﬁ ob-
tained by Theorem 2.3.14.
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Theorem 2.3.15. Let the assumptions of Theorem 2.3.14 hold. Let h € €*(P) be a Hamiltonian
function that is G-invariant relative to ® and let X" = (X}, ... ,X,’C’) be a k-vector field associated with
h. Assume that ®,. X" = X" for every g € G and X" is tangent to J*~1(p). Then, the flows F of X!
leave J*~1 () invariant and induce unique flows Ff on I~ (u)/GE such that m, o Ff* = F{* o, for
everya=1,... k.

The proof of Theorem 2.3.15 follows directly from Theorem 2.3.14 and is essentially the same as in
[107]. Tt should be noted that the k-polysymplectic Hamiltonian k-vector field X" need not be invariant
under the G-action, even in cases where its corresponding Hamilton-de Donder-Weyl (HDW) equations
are. In addition, X" is not tangent to J®~1(u) in general. This is illustrated by the examples in Section
2.4.

2.3.5 Comments on the k-polysymplectic Marsden—Meyer—Weinstein reduc-
tion

To improve the applicability of the k-polysymplectic Marsden—Meyer—Weinstein reductions, this subsec-
tion comments on some technical conditions imposed in the literature [107, 62]. The notion of a regular
value is particularly subtle in the context of k-polysymplectic momentum maps. The codomain of a
k-polysymplectic momentum map J®: P — g** often has a dimension larger than that of P, especially
for large k, due to the k-fold product of g*. As a result, J® may fail to be a submersion. While being a
submersion is a standard assumption in many classical Marsden—-Meyer—Weinstein reduction frameworks
(see, e.g., [62, 107]), this property becomes very restrictive in the k-polysymplectic setting. It is some-
times assumed in the literature that Sard’s Theorem ensures that J® is frequently a submersion because
the set of singular points in P of J®, i.e. the set of points where J® is not a submersion, has an image
with zero measure (see [108, Lemma 3.4] or [17, p 212]). Nevertheless, the whole image of J® may also
be a zero measure subset and, in this case, it may happen that J® is not a submersion at points in a
dense subset of P. Indeed, J? is not a submersion at any point in P whenever kdim g* > dim P. In such
a case, J® does not admit regular values in g**. This fact highlights the importance of the analysis of
weak regular values for k-polysymplectic momentum maps in [50]. It also explains why, in the symplectic
case, when k = 1, the assumption of J® being a submersion is not so problematic and justifies the notion
of weak regular k-values introduced in Definition 2.3.9.

It is also worth stressing that Blacker, in [12, Theorem 3.22], does not provide any explicit assumptions
regarding the structure of J®~!(u), although it is implicitly assumed that J®~!(u) is a manifold. In
general, Blacker’s work [12] does not study in detail the technical conditions required to guarantee that
J®~1(u) is a submanifold. Nevertheless, the structure of the quotient space J*~1(p)/G,, is studied.

Lemma 2.3.12 plays a significant role in characterising the so-called k-polysymplectic relative equilib-
rium points of G-invariant w-Hamiltonian systems studied in Section 3.3. More importantly, it is essential
for establishing the k-polysymplectic Marsden-Meyer—Weinstein reduction theorem.

Interestingly, the incorrect formulation of Lemma 2.3.12 in Giinther’s article [78, Lemma 7.5] implies
that the main reduction result presented is not valid. In particular, [78, Lemma 7.5] contains an incorrect
expression for item (1) in Lemma 2.3.12. In this work, the claim is made that, similarly to the symplectic
setting, the following identity holds

1.k

ker grw =T, (J* ()" NT,I* () = Tp(Gp) NTRI* () = T,(GRD),

However, the identification between the second and third expressions is, in general, only an inclusion D,
rather than an equality, as clarified in [107, p 12]. Moreover, the justification presented for Lemma 7.5
in [78, p 48] is limited to a brief remark indicating that the proof is analogous to that in the symplectic
setting, which is insufficient in the k-polysymplectic context.

Additionally, a related mistake appears in [123], where similar reasoning is applied without appropriate
justification. Further discussion of these issues and their implications may be found in [107, Sections 1
and 2.2].
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The conditions for the k-polysymplectic Marsden—Meyer—Weinstein reduction theorem are now re-
viewed, as they are crucial in the formulation of the k-polysymplectic energy-momentum method, par-
ticularly in addressing a mistake present in one of the principal results of [62], namely [62, Proposition
1], giving the name to the paper.

The first correct version of the k-polysymplectic Marsden-Meyer—Weinstein reduction theorem was
formulated in [107]. Subsequently, necessary and sufficient conditions for the reduction procedure were
established by C. Blacker in [12], although a typographical error in the statement of the main theorem is
noted and discussed in [62]. In [107], the k-polysymplectic Marsden—-Meyer—Weinstein reduction theorem
was proved under the assumption that the k-polysymplectic momentum map J®: P — g*F is Ad**-
equivariant. A more general version, which removes the assumption of Ad*k—equivariance, was devised in
[50, Theorem 5.10] and is presented in the most modern form in Theorem 2.3.14.

The next theorem presents the reduction of the dynamics given by w-Hamiltonian vector field X on
P, as a consequence of Theorem 2.3.14. This result is crucial in the construction of the k-polysymplectic
energy-momentum method introduced in Section 3.3. In previous formulations of the k-polysymplectic
Marsden—Meyer—Weinstein reduction theorem, the reduction was applied to the dynamics generated by
a k-polysymplectic Hamiltonian k-vector field; see, for instance, [107, Theorem 4.4]. In contrast, the
version of the theorem stated above applies directly to w-Hamiltonian vector fields, thereby simplifying
the required assumptions.

Theorem 2.3.16. Let (P,w,h,J?®) be a G-invariant w-Hamiltonian system and let ®,.h = h for each
g € G. Then, the one-parametric group of diffeomorphisms F; of the vector field Xy induces the one-
parametric group of diffeomorphisms F; of the vector field Xz, on J‘I’fl(u)/Gﬁ such that

Xy, wu =dfp and Jph=m,fu.

Proof. The G-invariance of h, together with the assumption ®jw = w, yields ¢, Xp = X, for each g € G.
Consequently,
1x, d(J* ) = —1epix,w = —1e,dh =0,  VEeg,

which implies that Xj, is tangent to J®~1(u).
Furthermore, for every & € g, one has

Lgp, Xp]W = ijLth - prthw =0,

and since ker w = 0, it follows that [(p, Xp] = 0. Hence, X}, projects onto a vector field Y on the reduced
space J®~1(u)/ Gﬁ. The one-parameter group of diffeomorphisms F; generated by X3 then descends to
a one-parameter group F; of diffeomorphisms of ¥ such that 7, o F; = F; o m,, for every t € R.

Then, by Theorem 2.3.14, one obtains

*

Jpdh = 75, (tx,w) = tx, 75w = 1x, TWpu, = T, (Lywy) (2.3.5)

where X}, denotes both the vector field on P and its restriction to J®~1(u). The same slight abuse of
notation is used hereafter to simplify the notation.
Since h is Gﬁ—invariant, there exists a reduced R¥-valued function f,, on J®~1(u)/ Gﬁ such that

Jph=m,fu.
Substituting this into (2.3.5) yields
7, dfu = g,dh =T yw,

which shows that ¥ = X, is an wj,-Hamiltonian vector field and f,, is an w,-Hamiltonian function
associated with Xy, . O
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The sufficient and necessary conditions for k-polysymplectic reduction given by Blacker in equation
(2.3.6) are now recalled. The main result is reformulated in Theorem 2.3.17 using the present notation.
The formulation also corrects a typographical error in [12, Theorem 3.22], which appears both in the
statement and the proof, as revealed by application of [12, Theorem 2.14] to w,. Although these assump-
tions were remarked by Blacker, they appear to have been overlooked by Mestdag and Garcia-Torano in
[62]. Furthermore, condition (2.3.6) had already appeared implicitly in [107, p 12]. For related results,
see also [116], which discusses the reduction of poly-Poisson structures.

Theorem 2.3.17. Let (P,w,h,J?®) be an Ad*k-equivam'ant G-invariant k-polysymplectic Hamiltonian
system and let p € g** be a fized reqular k-value of J®. If the stabiliser subgroup Gu of p under the
Ad*™* action is connected, and P, = J®*"1(u)/G, is a smooth manifold, then there is a unique RF-
valued two-form wy, € Q*(P,,R¥) such that 7hw, = 75w where 3,: I*~1 () — P is the inclusion and
7 JE7Y () — P, is the canonical projection. The form w,, is closed and nondegenerate if and only if

Ty(Gup) = (Tp(Gp) M) HF N T, (Gp)HF,  Vpe I (u). (2.3.6)

For the sake of completeness, the reason why assuming g € g** to be a regular value of a k-
polysymplectic momentum map is a very restrictive condition is now presented. Consider an example
of a k-polysymplectic Marsden—Meyer—Weinstein reduction associated with a non-regular k-value of a
k-polysymplectic momentum map. Further examples with potential applications are presented in Section
3.4. Consider the completely integrable and separable system on R?* given by

df, dé
—2 =0 —2 =F,, =1,...,k>1 2.3.7
dt 9 dt ( ) ’ « ) 9 > 9 ( )
for some arbitrary functions Fy,..., Fr: R — R.
This system defines a k-polysymplectic Hamiltonian system on R2* with respect to the k-polysymplectic

form w = w* ® e, where
w® =dov AdI, a=1,...,k,

where it is important to stress that the right-hand side is not summed over the indices a = 1,..., k.
The Lie group action

O: (A, MO0, 0, 1) ERFTEX R s (A 401,00, A1 + 01,0k, T) € R?F

induces fundamental vector fields 9/96',...,0/00*=1, with I = (I,,...,I;) € RF.

Note that the functions Fi, ..., Fy are chosen to be of the form F, = F,(I,), with « = 1,... k, to
ensure that (2.3.7) is w-Hamiltonian and separable.

Consider a k-polysymplectic momentum map

k
I®(0,1) eR* v (I1,...,00®@er+ -+ (0, Ty1) @epy +(0,...,0) D ey € (RWU*) ,

which is Ad*k—equivariant and has no regular values, as its codomain has dimension greater than its
domain for k& > 3. Note that (2.3.7) gives rise to an R¥~1-invariant w-Hamiltonian system.
The reduction of w and (2.3.7) may be considered for any value of the form
1 k-1 k—1)x\*
p=p,...,00®@e1+---+(0,...,u" ) ®egx_1 € (R( - )*) .

Then,
Jq)il(l‘l‘) - {(9047-[04) € R2k | Il = /*Lla ceey Ik—l = Mk717 015"'3016,]]6 € R} = Rk xR.

The isotropy subgroup RZ‘I ~ R¥~1 acts on J®~!(u) via @, and the reduced manifold is diffeomorphic to

R2. The presymplectic forms w', ..., w* ™! vanish, whereas the reduction of w* gives a symplectic form.

Consequently, w,, is a k-polysymplectic form in which only one component is non-zero and symplectic.
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Since the w-Hamiltonian function of the original system is a first integral of 6,,...,60;_1, one can
project the initial system onto
diy doy
=k 0, = = F(I1),
& o = D)

which is Hamiltonian with respect to the symplectic form df AdIy, where 0y, I}, are treated as coordinates
on R? in the natural manner.

2.3.6 On the conditions for the k-polysymplectic Marsden—Meyer—Weinstein
reduction

This subsection focuses on the conditions established in [107] and stated in Theorem 2.3.14 that guarantee
the existence of the k-polysymplectic Marsden—-Meyer—Weinstein reduction theorem. It was asserted
in [62, Proposition 1] that condition (2.3.4) suffices to guarantee the existence of a k-polysymplectic
Marsden—Meyer—Weinstein reduction. This subsection demonstrates that such a claim is incorrect. The
error is first identified in the proof of [62, Proposition 1], and a counterexample is subsequently provided in
which condition (2.3.4) is satisfied, yet no k-polysymplectic Marsden—-Meyer—Weinstein reduction exists,
and, in fact, condition (2.3.3) fails to hold. Finally, an example of a possible k-polysymplectic reduction
is provided where (2.3.3) and (2.3.4) are not simultaneously satisfied. To keep the exposition simple
and highlight the main ideas, in this subsection all k-polysymplectic momentum maps are assumed to
be Ad**-equivariant, as in [62, 107]. Furthermore, an example is presented where condition (2.3.3) is
satisfied, but (2.3.4) is not. Finally, a case is given in which a k-polysymplectic reduction is possible,
even though neither condition (2.3.3) nor (2.3.4) is simultaneously satisfied.

The proof of [62, Proposition 1] contains a crucial error: an inclusion is written in the opposite
direction. Specifically, since T,J*~!(p) C T,JE~1(u®) for a = 1,...,k and every p € J*~!(p) for a
regular k-value p € g**, one has

{veT,P| wh (v, TP Hph)) = = W (o, T,I g =0}
C {v eT,P|w (U,TpJ‘I) Yp)=--= wk(v,TpJ‘b_l(p,)) = 0} ,

contrary to what is stated at the end of page 8 in the proof of [62, Proposition 1], where the opposite
inclusion is claimed

{UGTPP|w1(v,TpJ(1b—1(u1)):~~~:w (v, T,J P~ H( )) =0}
D {v €T,P|w (’U,Tp.](b Yp)=--= wk(v,TpJ‘b_l(p,)) = 0} )

In other words, if v is perpendicular to TpJ‘I’_l(u) relative to each w®

, it does not imply that v is
perpendicular to each T,J2~1(u®) relative to w® for a = 1,...,k, since the latter conditions impose a

stronger constraint. Consequently, the proof of [62, Proposition 1] yields only the inclusion

)=

(ker 70 w®|p) N Tpd*H (1) C (Tp(Gp) M) HF N T,(Gp)HF, VP eI H(p),

a=1

instead of the claimed
k
m (ker 77,0w™[,) N'TY, J*= () D (T,(Gp) M) H* N T, (Gp)=F, Vpe I l(u).

As a result, the proof of Proposition 1 fails to establish the validity of condition (2.3.6), which is the
necessary and sufficient condition for the existence of a k-polysymplectic Marsden—-Meyer—Weinstein
reduction theorem. Therefore, the statement of [62, Proposition 1] cannot be considered correct. The
origin of this failure lies in the incorrectness of [62, Proposition 1] itself. Moreover, several of the related
remarks following that proposition in [62] also contain inaccuracies.
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A counterexample is now presented to demonstrate the invalidity of [62, Proposition 1]. Specifically, an
R-invariant k-polysymplectic Hamiltonian system associated with a two-symplectic form is constructed,
which satisfies condition (2.3.4), yet does not yield a k-polysymplectic Marsden—Meyer—Weinstein reduc-
tion. Before that, it is convenient to recall some results from [107].

It was proved in [107] that kerwy C ker TpJ on J*~* (), which allows one to define the following
commutative diagram (see [107, p 12])

o

/\ ker TPJS

T3 () ——L—— ker T, J2 r

«
ker wg

for all p € J®~1(u), where 7 and 7 are the canonical immersion and projection, respectively. For simplicity,
the equivalence class of an element v in a quotient is denoted by [v]. To avoid making the notation too
complicated, the specific meaning of [v] is understood from the context.
According to Proposition 3.12 in [107], the above diagram induces the maps
T,3% 1 () brid
NG (@ ECan]
p L P)p 9u

where g, is the Lie algebra of G and {[((p),] | € € 9.} = prh ({(€p)p | € € gua}) and prl: T, P —
T, P/ ker w, is the canonical projection onto the quotient.

The conditions (2.3.3) at p € P are equivalent to each T, being surjective, respectively [107, Lemma
3.15], while (2.3.4) amounts to (\*_, ker 7% = 0 (see [107, Lemma 3.16)).

Consider P = R* with linear coordinates {x,y, z,t} and the presymplectic forms

a=1,...,k, VpeJ® (),

wl =dzAdy, w=deAdt+dyndz,

which give rise to a two-polysymplectic form w = w! ® e; +w? ® ea, because w? is a symplectic form and
ker w! Nker w? = 0. Consider the Lie group action

®: (\z,y,2,t) ERXRY = (z+ N\, y,2,t) € RE.

The Lie algebra of fundamental vector fields of ® is V' = (9,) ~ R. Moreover, ® admits a two-
polysymplectic momentum map relative to (R*, w) given by

J®: (2,y,2,t) e R* — p = (y,t) € R*,
which is clearly Ad*?-equivariant. Additionally, any g € R*2 is a regular k-value of J®. Consequently,
Iy, t) = {(2,y,2,t) €ER* | 2,2 € R} ~ R?
is a submanifold for every (y,t) € R*? and
T,J% Yy, t) = (0,,0.), Vp e I (y,t).

Moreover, G, = R for each p = (y,t) € R*? and G,, acts freely and properly on I 1(p).

It is now shown that condition (2.3.4) does not imply either the reduction condition (2.3.6) for the
two-polysymplectic form w nor (2.3.3).

In this example, u = (y,t) with u! =y and p? = t, while

ker T,J7 = (04,0.,0;), kerw' =(0;,0,), kerT,J3 = (0,,0,,0.), kerw?=0,

and

{l€p)pl [ €€ g} ={0:]),  {l&p)p] | € € gu2} = ([0e]),
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for any p € J®~1(u). The associated maps read

oy ([0:]) = Tpd 1 (1) /Tp(Gup) +— (0) = (ker T, T/ kerwy)/([0:])

p

and
i ([0:]) = Tpd* =1 (1) /Tp(Grp) — ([9y],[0:]) = (ker T, I3/ kerw?) /([8a]) -

p

Since 7. ([0:]) = [9.], one obtain

ker7h = ([0.]),  kerd2 = (0).

Thus, ker 7} Nker72 = 0, so that condition (2.3.4) is satisfied. However, In7z = ([0.]) and 7 is not

surjective. Therefore, condition (2.3.3) does not hold for o = 2.

! and w? become isotropic when restricted to J®~1(u), and their induce

Furthermore, both forms w
the zero two-forms on the reduced manifold J®~!(p)/G,,, which is one-dimensional. Hence, no two-
polysymplectic form is induced on J®~1(u)/G,,, despite the fact that condition (2.3.4) holds.

An explicit computation confirms that condition (2.3.4) is satisfied in the above example, while con-
dition (2.3.3) is not. This directly shows that Proposition 1 from [62] fails and that condition (2.3.4) does
not imply condition (2.3.3). The construction also illustrates the method by which the counterexample
was obtained.

The failure of condition (2.3.3) in this setting is due to the non-surjectivity of the map %g. Recall
that

keerJ;D = <81;7ay’8z>7 VPEJ¢—1(“),

while
Tchbfl(u) + kerw; + Tp(Grep) = (0r, 0.) + {0} + (0z) = (O, 0) , Vp € Jq)il(ﬂ) .
On the other hand, condition (2.3.4) is satisfied since

Tp(Gup) = (Ou)

and
(kerwzl, +Tp(Gup)) N (kerwg + Tp(G2p)) NTRI* () = (9:),

reads

((0r, 0:) + (92)) N ((0) + (02)) N (D, 0z) = (Da) -

The example is constructed so that the reduced space J*~1(u)/G,, is one-dimensional. Therefore, the
reduction of w does not give a two-polysymplectic form on the quotient manifold.

The following examples illustrate some relations between the conditions (2.3.3), (2.3.4) and the exis-
tence of k-polysymplectic Marsden—-Meyer—Weinstein reductions.

Example 2.3.18. This example shows that if condition (2.3.3) is satisfied, then condition (2.3.4) does
not need to hold. Consider a two-polysymplectic manifold (RS, w). Let {1, 22, %3, 74,5, 26} be global
linear coordinates on R® and define

w=w'®e +w ey = (day Adag + drs Adag) ® e + (dag A day + dos Adzg) @ e .

Then, ker wllJ = (03, 04), ker wf, = (01, 02), and ker wzl, N ker w; = 0 for every p € R®. This guarantees that
w is a two-polysymplectic form.
Consider the Lie group action

b: (N 21,22, T3, T4, T5,T6) € R X RS — (1 + A\, 22,23 + A\, 24, T5,T6) € RS,
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whose the fundamental vector field reads (9; + 93). The associated two-polysymplectic momentum map
is given by
J¥: (21,20, 23,24, T5, 26) € RC — (29, 24) = p € R*?,

which is Ad*?-equivariant and every p = (w9,74) € R*? is a regular two-value of J®. Therefore,
J® () = {(x1, 20, 23, 24, 75, 26) € R® | 21,23, 25,76 € R} ~ R?
is a submanifold of R® for every p € R*2. Furthermore,
T,J* (1) = (01, 03,05, 06) , VpeJ®l(u).

Hence,
keerJib = <81, 83, 84, 85, 86>, ker TpJgD = (81, 82, 83, 65, 86> .

Condition (2.3.3) is satisfied since both sides of the condition are equal to

(01,03, 04,05,06) = (O1,03,05,06) + (03,04) + (01 + 03) ,
(01,02, 03,05,06) = (01,03,05,06) + (01,02) + (01 + 03) ,

for J¢ and J®, respectively. However, condition (2.3.4) is not fulfilled. In particular,

2
() (kerw + Tp(Gpap)) N Tpd* (1)

a=1

= ((03,04) + (01 + 03)) N ({01, 02) + (01 + 03)) N (01, 03,05, 0g)
= <81783> 7é <81 + 83> = Tp(Gp,p) )
for any p € J®~!(u). By [107, Lemmas 3.15 and 3.16], the maps 7?11) and %Z are surjective but ker %11, N

ker %12, # 0.
This can be explicitly verified by computing 7 for a = 1,2. Indeed, for each p € J ®=1(u), one has

Ty ([01].[05], [06]) € Tpd 1 (1) / Tp(Gup) = ([5], [06]) = (ker T, JT / kerw, ) /{[01 + 05])

o ([01], [05], [06]) € Tpd® ™ (1) / Tp(Gup) +— ([05], [36]) = (ker Tpd3 / kerwy) /([0 + 05]) -
Note that [0; + 03] = [01] in the first line, while in the second [0; + 03] = [05]. A

Example 2.3.19. This example illustrates that the conditions stated in [107] for the k-polysymplectic
Marsden—Meyer—Weinstein reduction are sufficient but not necessary. In this respect, there are cases
where reduction is possible, condition (2.3.4) holds, while condition (2.3.3) does not. Consider a two-
polysymplectic manifold (R7,w), where {x1,...,z7} are global linear coordinates and

w:w1®61+w2®62

= (dzq Adzg + das Aday + das Adzg) ® g + (dzg Adazy + das Adag) @ ey

This give rise to a two-polysymplectic structure on R7 since kerw! = (9;), kerw? = (9,02, 9;7) and
ker w! Nkerw? = 0.

Consider the Lie group action ®: R x R” — R7 corresponding to translations along the x5 coordinate.
The associated Lie algebra of the fundamental vector fields is (95). A two-polysymplectic momentum
map corresponding to this action is given by

® 2
J?: (21,20, 3,24, 75, 26, 77) € R" — (27,26) = p € R* .
This momentum map is Ad*?-equivariant, and every p € R?* is a regular two-value. Therefore,

J@_l(”’) = {(x1,$2,$3,$4,1'5,$6,$7) € R7 ‘ T1,X2,T3,T4,T5 S R} _— RS
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is a submanifold of R7 for every pu = (27, 76) € R?, and
T, I () = (01,02,05,04,05),  V¥peI®H(p).
Condition (2.3.4) is satisfied, while (2.3.3) for J® is not since
Ty ([01], 102, [05], [04]) € Ty ® ™ (1) /Ty(Gp) = ([01], [02], 05, [36]) = (ker T,J T/ kerw,)/([05]) -

Therefore, 7} is not surjective. Nevertheless, the reduced manifold P, = TpJ®*(p)/Tp(Gpp) ~ R*

inherits a two-polysymplectic structure given by
Wy =dzxi ANdza ® e; +drg Adry ® es,

in the variables x1, z2, x3, £4 naturally defined in P,,.
In summary, this example shows that although both conditions (2.3.3) and (2.3.4) suffice to ensure
the validity of a k-polysymplectic Marsden—Meyer—Weinstein reduction, they are not necessary. A

2.3.7 Example: The product of ik symplectic manifolds

An illustrative example of a k-polysymplectic manifold is now presented, along with the application of
Theorem 2.3.14, as discussed in [107]. This construction demonstrates the k-polysymplectic Marsden—
Meyer—Weinstein reduction. Numerous applications are formulated in this k-polysymplectic framework,
including one of the physical examples analysed in Section 3.4.

Let P = P, x --- X P, for some symplectic manifolds (P,,w®) with « = 1,...,k. If pr,: P — P,
is the canonical projection onto the a-th component, P,, in P. Then (P,w = ZZZI priw® ®e,) is a
k-polysymplectic manifold. To simplify the notation, pr} w® is simply denoted as w®. Assume that a Lie
group action ®*: Gy x P, — P, admits a symplectic momentum map J®*: P, — g. and each ®“ acts
in a quotientable manner on the level sets given by weak regular values of J®” for each a = 1,..., k.

Define the Lie group action

®: (g1, Gy 1, wp) € G X Pr— (®) (21),..., 9% (2x)) € P, (2.3.8)

where G = G1 X -+ X Gg. Then, g = g1 X --- X g is the Lie algebra of G. The k-polysymplectic
momentum map associated with ® reads

J:(x1,...,25) € P—(0,...,3%...,0) e, € g*F,

where J%(z1,...,25) = J*" (z,) for a = 1,...,k and g* = g} x --- x g} is the dual space to g.

Let u* € g be a weak regular value of J®": P, — g’ for each @ = 1,...,k. Then, p =
0,...,u4%...,0)@eq € g** is a weak regular k-value of J, and ® acts in a quotientable on the level sets
of J.

Therefore, if p = (z1,...,2) € J~(u), it follows that

keerJ‘I’u =T, P& EBkerT%J@a @& Ty, Pr,
T,J () =ker T, 3% @ - @ ker T, I,
O =Ty PL® @ Ty Pac1 @ {0} Ty, Pas1 &+ ® Ty, P,
Ty (Gp) = Tur (Gr) @ 0 T, (Gaa) @+ © T (Gran)

T, (Gﬁp) =T, (GlAl;m) e---aT,, (GkA:ka:k) .
Then, it follows immediately that

ker T, 3% = T,3 71 (1) + kerw® + T, (Gﬁfp) . a=1,... .k,
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and

T, (Gﬁp) = ﬁ (kerwﬁ +T, (Gﬁ:p)> NT, I (u,
p=1

for every weak regular k-value p € g** and p € J=1(p).
According to Theorem 2.3.14, these conditions guarantee that the reduced space J~1(u)/ Gﬁ carries
a natural k-polysymplectic structure. Furthermore,

_ 1_ 1 k_ k
I () /GE = I () G X TV () G

2.4 k-Polycosymplectic Marsden—Meyer—Weinstein reduction

This section presents several fundamental results, including a k-polycosymplectic Marsden—-Meyer—Weinstein
reduction theorem that does not require the Ad*k—equivariance of the corresponding k-polycosymplectic
momentum map. As a consequence, k-polycosymplectic geometry arises as a particular case of k-
polysymplectic geometry. It is established by constructing a k-polysymplectic structure on a manifold
of higher dimension derived from a given k-polycosymplectic structure. Finally, a new Marsden—-Meyer—
Weinstein reduction is introduced, namely the reduction from a k-polycosymplectic structure to an ¢-
polysymplectic structure for k& > £. All of the techniques presented are illustrated through an example.

2.4.1 k-Polycosymplectic momentum maps

The aim of this section is to develop the notion of a k-polycosymplectic momentum map by extending
the construction used in the cosymplectic setting to the k-polycosymplectic framework introduced in
Subsection 2.2.2. The definition of a k-polycosymplectic momentum map that is Ad**-equivariant is
provided.

Definition 2.4.1. A Lie group action ®: G x M — M is said to be a k-polycosymplectic Lie group action
relative to the k-polycosymplectic manifold (M, 7, w) if, for each g € G, the diffeomorphism ®,: M — M
satisfies P w = w and Oy = 7.

Definition 2.4.2. A k-polycosymplectic momentum map for a Lie group action ®: Gx M — M relative
to a k-polycosymplectic manifold (M, T,w) such that £y, takes values in ker 7 for every £ € g, is a map
J®: M — g** satisfying that

eyw=d{J® & =dJF, 1, T=0, L JE=0, Vécg, a=1,.. k.

In this context, similarly to k-polysymplectic setting, for each fixed £ € g, the function Jg’ takes
values in R¥. In terms of the notation introduced in Definition 2.3.2, the first and second conditions can
be rewritten as

Lng:d<Jq>,£> and ¢, T =0, Ve € g,

where £ = (0,...,(2),...,0) € gh forany € € gand a = 1,...,k. The Reeb vector fields Ry, ..., Ry
corresponding to (M, T,w) are tangent to the level sets of J®. However, Ry,..., Ry are not tangent to
the orbits of ® since 7 is required to vanish when restricted to the tangent space to the orbits of ®.

The following definition introduces the standard notion of Ad**-equivariance of a k-polycosymplectic
momentum map, which is common in the literature. However, it showed in the next subsection that this
assumption is not essential for the reduction theory developed later on.

Definition 2.4.3. A k-polycosymplectic momentum map J®: M — g** is Ad**-equivariant if it satisfies

JPod, =Ad}F 0 J®,  VgeQG,
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where
AdF: @ x gt — g*k
k—times
(9, 1) — (Ady1 ® - @ Adga) (k).

In other words, for every g € G, the following diagram commutes

P
M -1y gtk

Jcbg lAd;'ﬁl :

M J® g*k

Note that k-polycosymplectic Lie group actions are the analogue of the k-polysymplectic Lie group
actions in the k-polycosymplectic setting.

To simplify the notation, the following definition is introduced.

Definition 2.4.4. The four-tuple (M¥, h,J?) is called a G-invariant k-polycosymplectic Hamiltonian
system if it consists of a k-polycosymplectic manifold (M, T,w), a k-polycosymplectic Lie group action
®: G x M — M such that ®;h = h for every g € G, and the k-polycosymplectic momentum map
J®: M — g** related to ®. An Ad**-equivariant G-invariant k-polycosymplectic Hamiltonian system
is a G-invariant k-polycosymplectic Hamiltonian whose k-polycosymplectic momentum map is Ad*k-
equivariant.

2.4.2 General k-polycosymplectic momentum maps

This section establishes that the standard requirement of Ad*k—equivariance for a k-polycosymplectic
momentum map J®: M — g** can be replaced by a more general form of equivariance, similar to in
the k-polysymplectic setting introduced in Subsection 2.3.2. Analogously, it is demonstrated that the
momentum map J® is A-equivariant with respect to a k-polycosymplectic affine Lie group action on g**.
The proofs of the statements presented in this section follow analogously to their counterparts in the
k-polysymplectic setting in Subsection 2.3.2 and are therefore omitted. The underlying techniques are
analogous to those presented in Subsection 2.2.4, where the concept of momentum maps on symplectic
manifolds was extended to the cosymplectic manifolds. However, the k-polycosymplectic case is much
more technically involved.

Proposition 2.4.5. Let (M#,h,J®) be a G-invariant k-polycosymplectic Hamiltonian system. Consider
the functions on M of the form

Yo =T 0By — I3 0 e MR, VgeG, VE e gt
E

Then, each function v, ¢ is constant on M for all g € G and & € g*. Furthermore, the map o: G 3 g
o(g) € g**, defined by the relation

(0(9),8) =g

satisfies the cocycle condition
o(g192) = o(gn) + Adj o (g2) . Vor.92€G.

The proof of Proposition 2.4.5 is essentially the same as the proof of Proposition 2.3.5.

Note that the map o introduced in Proposition 2.4.5 also can be brought into the form

o(g) =I%0®, — AdSF,I® = (0'(g),...,0"(9)) € g™,
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where 0%(g) = J2 o o, — Ad}l.]g’ for each @ = 1,...,k. This map o is called the co-adjoint cocycle
associated with J®. The vanishing of o characterises the Ad**-equivariance of J®, that is, J® is Ad*-
equivariant if and only if & = 0. Furthermore, any k-polycosymplectic Lie group action that admits a
k-polycosymplectic momentum map induces a well-defined cohomology class [o].

An analogue of Proposition 2.3.7 is now introduced to show that a k-polycosymplectic momentum
map J® determines a k-polycosymplectic affine Lie group action A of G on g** satisfying the relation

J?od®,=A,0J% VgeG.

Proposition 2.4.6. Let J®: M — g** be a k-polycosymplectic momentum map associated with a k-

polycosymplectic Lie group action ®, and let o denote the corresponding coadjoint cocycle. Then,

(1) the map
A:Gxg™s(gp)— A p+o(g) = Agpe g™,

is a Lie group action of G on g**,

(2) the k-polycosymplectic momentum map J® is equivariant with respect to A, in other words, every
g € G gives rise to a commutative diagram

M J® g*k

J/¢ g J/Ag

M J° g*k

As in the k-polysymplectic case (cf. Proposition 2.3.7), the proof of Proposition 2.4.6 follows analo-
gously and is therefore omitted.
The action A can be equivalently written in componentwise form as

Ag,pty i) = (Adyr (') + 0 (9), -, Ady— (1F) + 0"(9))
= (AYg,p1),..., AF(g, ")) € g7,

which gives rise to defining k affine Lie group actions

A%: (g,9) € G x g" = Ady-. (V) +0%(9) € 97, a=1,...,k.

2.4.3 k-Polycosymplectic Marsden—Meyer—Weinstein reduction theorem

This section presents a k-polycosymplectic Marsden—Meyer—Weinstein reduction procedure by means of a
particular type of k-polysymplectic Marsden—Meyer—Weinstein reduction. Analogously to the cosymplec-
tic case discussed in Section 2.2.4, any k-polycosymplectic manifold can be extended to a k-polysymplectic
manifold of a particular kind, referred to as a fibred k-polysymplectic manifold [50]. Furthermore, the k-
polycosymplectic momentum map J®: M — g** associated with a Lie group action ®: G x M — M deter-
mines an extended momentum map for an extended Lie group action on the product manifold R x M, en-
dowed with a fibred k-polysymplectic structure. Consequently, the k-polycosymplectic Marsden—Meyer—
Weinstein reduction boils down to the Marsden—Meyer—Weinstein reduction for fibred k-polysymplectic
manifolds, developed within this subsection.

Theorem 2.4.7 shows how a k-polycosymplectic manifold (M, 7, w) induces a fibred k-polysymplectic
manifold (R¥ x M, @) equipped with certain vector fields, called k-polysymplectic Reeb vector fields, and
vice versa. In particular, the fibred k-polysymplectic manifold admits a global symmetry structure.

Recall that the exterior product of two R¥-valued differential forms 9 = 9 ® e, € Q% (M, R*) and
1= (% ® e, € Q2 (M,RF) is given by

k
IAp=> (0°Apu*) ®eq € QT2 (MRY).

a=1
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Theorem 2.4.7. Let w € Q?*(M,RF), 7 € QY (M,RF), and let pry,;: R¥ x M — M be the canonical
projection onto M. Let uw = (u',...,u*) be a natural global coordinate system in R*. Then, (M, T,w)
is a k-polycosymplectic manifold if and only if (R¥ x M, pri;w + du A pri,m = @) is a k-polysymplectic
manifold, where du = 22:1 du® ® eq, admitting some vector fields El, .. .,fik on RF x M, so-called

k-polysymplectic Reeb vector fields, such that LE 0’ = —68du® and Rou? =0 fora,B=1,... k.

Proof. Note that the form w decomposes into k components. By the argument presented in the proof of
Lemma 1.3.11, it follows that w is closed if and only if both w and 7 are closed.

First aim is to show that if (M, 7, w) is a k-polycosymplectic manifold, then & is non-degenerate and
it possesses k-polysymplectic Reeb vector fields.

By Proposition 1.4.18, there exists a family of Reeb vector fields Ry,..., R on M associated with
(M, T,w). These vector fields can be uniquely lifted to vector fields Ri,...,R; € X(R* x M) satisfying
ﬁgua =0fora,8 =1,...,kand they project onto Ry, ..., Ry via pr,,;. By the construction of @, the vec-
tor fields El, e Ry, satisfy Lﬁa(:)ﬁ = —5§du3 for a, 8 =1,...,k and therefore become k-polysymplectic

Reeb vector fields related to w. Note that in 5 ©0” = —62duP there is no summation over 3.
Suppose that X € X(R* x M) takes values in ker(pr,w + du A pr},;7) at some point. Then, at that
point
Lojguatxw =0 = ixpry7® =0, a=1,...,k.

Consequently, X takes values in ker prj, 7. Moreover,

LE ixw=0 — Xu“=0, a=1,....k.

Therefore,

txpryw =0

and hence X = 0, since ker du N ker pri,; = N ker prj,;w = 0. Thus, w is non-degenerate.

Conversely, assume that (R* x M, @) is a k-polysymplectic manifold endowed with k-polysymplectic
Reeb vector fields. If a vector field X takes values in ker w Nker 7, then X uniquely lifts to a vector field
X on R* x M so that prM*)N( = X and ¢zdu = 0. Since w is assumed to be non-degenerate, it follows
that

L)'Z(:BZO — )ZZO.

Therefore, X = 0, and consequently kerw Nker 7 = 0.
To prove that the k-polysymplectic Reeb vector fields Ry,..., Ry project onto vector ﬁelds on M
spanning a distribution of rank k equal to the kernel of w, observe that 'R P = —6ﬁ du® for a, B =

1,...,k. Since w is a k- polysymplectlc form invariant relative to the Lie derivatives Wlth respect to
8/(’9u .,0/0uF | the definition of Rl, .. Rk implies that

f@/auaLk'B(:J =0.

Consequently, L[a/auﬂ,ﬁﬁ}a =0 for every o, 8 =1,...,k yields that ﬁl, N Ry, project onto M.
Moreover, for every «, 8 = 1,...,k, one has that

Uy of = LE perﬁ + (Lﬁaduﬁ)pr’jvﬂﬁ - (Lﬁapr}“wTﬁ)duﬁ = —duaég,

where there is no sum over the possible values of 3 or « as indicated by the hatted indices. Hence, again

without summing over 3,

Ly joud R P = —LEapr}k\/[Tﬁ =—03 = (77 prafRa) = 93, Va,=1,...,k, (2.4.1)

and
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Condition (2.4.1) yields that the vector fields pr,;, R, = R, with « = 1,... k, span a distribution on M
of rank k taking values in kerw. The rank of D = kerw cannot exceed k. Otherwise, there would exist
a non-zero tangent vector v, € kerw, Nker 7, for some x € M, since the annihilator of (7!|p,...,7%|p)
in D would be non-zero which contradicts already established fact that ker w Nker T = 0. O

Definition 2.4.8. A k-polysymplectic manifold satisfying the conditions of Theorem 2.4.7 is referred to
as a k-polysymplectic fibred manifold. In particular, the manifold (R* x M, &) with

w = pryw + du A pry, T,
is called the k-polysymplectic fibred manifold associated with the k-polycosymplectic manifold (M, T,w).

Remark 2.4.9. The condition on the existence of the k-polysymplectic Reeb vector fields R, in Theorem
2.4.7 is essential to ensure that a k-polysymplectic structure on R* x M gives rise to a k-polycosymplectic
one on M. The necessity of this condition is illustrated by the following example.

Example 2.4.10. Consider M = R* equipped with standard linear coordinates {z,y,w,v}, and define
the closed differential forms

Tt =dy, 2 =dz, wl =dz Adw, w? =dy Adv.
These differential forms give rise to
_ 1 2 _ 2
T=7T Qe +7° X ea, w=w e +w Res.

Consider now the closed two-forms @', @? € Q?(R? x M) given by
ol =wl+dut At =dz Adw+ dut Ady,
P =w+dul AT =dyAdv+du? Adz.
These define the R?-valued two-form @ = @' ® e; + @? ® e € w?(R? x M,R?). Then,
kero' = (0/0u?,0/0v), kerw® = (0/0u',0/0w) .

Consequently,
ker w = ker (&1 Qe+ @ 62) =ker@! Nkera? =0,
which implies that (R? x M, ®) is a two-polysymplectic manifold.
However, a direct computation shows that w has no two-polysymplectic Reeb vector fields. Although

ker 7 Nkerw = ker 7t Nker 72 Nkerw* Nkerw? =0,

the rank of ker w! Nkerw? is not 2, and thus (7,w) cannot be a two-polycosymplectic structure on M.

A

Let (M, h,J?®) be a G-invariant k-polycosymplectic Hamiltonian system. Then, a Lie group action
®: G x M — M and a k-polycosymplectic momentum map J®: M — g** associated with ® admit the
following extensions to the product manifold R¥ x M as follows

: G xR x M 3 (g,u,z) — (u,®(g,2)) € RF x M, (2.4.2)

and _
JP:RF x M 3 (u,z) — I®(z) € g*F, (2.4.3)

for every (u,r) € R¥ x M and every g € G. In particular, k = 1 recovers the extension of a cosymplectic
manifold to a symplectic manifold of the form R x M presented in Lemma 1.3.11.
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The map J$ gives rise to a k-polysymplectic momentum map associated with a Lie group action ®
with respect to the fibred k-polysymplectic manifold (R* x M,&), which arises as an extension of the
k-polycosymplectic manifold (M, 7, w).

Lemma 2.4.11 and Lemma 2.4.12 follow immediately as a straightforward consequence of previous
facts and the relation prgx o E)g = prgr for every g € G, where prg.: RF x M — RF| is the natural
projection onto R¥.

Lemma 2.4.11. Let (R* x M, &) be a k-polysymplectic fibred manifold. Then,
I¥ () = RY x pryy (3571 () = RE x 3% (), 3% () /GE =~ RY x (3% (n)/G2)

for every weak regular k-value p € g**, where the quotients Jgfl(u)/Gﬁ and Jq”l(u)/Gﬁ are relative
to the actions of Gﬁ on J*=1(u) and J®~1(w), respectively.

Lemma 2.4.12. A k-polycosymplectic momentum map J®: M — g** is A-equivariant with respect
to a Lie group action ®: G x M — M if and only if the associated k-polysymplectic momentum map
J2: R x M — g** is A-equivariant relative to d: G xRF x M — RF x M. Additionally, p € g is a
(resp. weak) regular k-value of .lq’ if and only if p is a (resp. weak) regular k-value of J®. Moreover,
J®= () = RF x I®=Y(u) and I®~ () is quotientable by Gﬁ if and only if J*~1(u) is so.

The k-polysymplectic Marsden—-Meyer—Weinstein reduction Theorem 2.3.14, provides the conditions
(2.3.3) and (2.3.4) ensuring the existence of a k-polysymplectic structure on the reduced manifold
I () /G,

Lemmas 2.4.11, 2.4.12, and 2.4.13 imply that the k-polysymplectic fibred manifold induced from a
k-polycosymplectic one satisfies the hypotheses required for applying the reduction procedure.

Moreover, recall that the k-polysymplectic Reeb vector fields on RF x M are tangent to the level
set J®~1(u), as the original Reeb vector fields Ry, ..., R are tangent to J*~!(u) and remain invariant
under the extended group action 3. Consequently, they project to the reduced manifold.

Theorem 2.4.14 further analyses the structure of the reduced space, asserting that the reduced k-
polysymplectic form defined on J®~1(u) /Gﬁ ~ RF x MuA is fibred, and thus corresponds to a k-
polycosymplectic structure on M, MA This completes the geometric construction of a k-polycosymplectic
reduction manifold. The reduction of Hamiltonian dynamics on such structures is addressed subsequently.

Lemma 2.4.13. Let (M, T,w) be a k-polycosymplectic manifold and let (R¥ x M, &) be its associated
k-polysymplectic fibred manifold. Then,

T, (G52) = () ((ker W Nker 7%) + T, (GAY :17)) AT, I% (k) (2.4.4)
a=1
and
ker T,J® = kerw® Nker 7% + T,J* 1 (u) + Tx(Gﬁ;a:) (2.4.5)

hold for every x € J®= () and o = 1,...,k if and only if the expressions (2.3.3) and (2.3.4) concerning
the extensions J® and ® to RF x M of IJ® and ®, namely

Tp(Gﬁp) = m (keraz‘ + Tp(Gﬁ:p)) NT,I* (), (2.4.6)
a=1
and
ker(T,J5) = T,J* 7 (1) + ker @ + T,(Ga p) (2.4.7)

are satisfied for every p = (u,z) € Jg_l(u) and alla=1,... k.
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Proof. Given the canonical projection pr,,: R¥x M — M and the natural isomorphisms T (a,2) (REx M) ~
T.R¥ @ T, M for every (u,z) € R¥ x M, it yields that, for « = 1,..., k, the following hold

(ker prij;w®) (u,z) = T RF @ ker w? (ker priy7) (u,z) = T RF @ ker 7,

2.4.8
(ker du®)(y,0) = Ay @ To M, ( )

where A = T, RF N (ker du®)(y, ) and ker w, ker 7, C T, M for every (u,z) € R* x M. The contraction
of @* with 9/0u® and the extended Reeb vector fields Ry, ..., R, on R¥ x M yield, along with (2.4.8),
that

(ker @) (4,5 = (ker pry;w® Nker du® Nker pri;7%) (u,a)
= (TuR* @ kerw?) N (A% & T, M) N (TuR* @ ker72) = A% @ (kerw? Nker72), (2.4.9)

for every (u,z) € R¥ x M.
Moreover, from (2.4.2) and (2.4.3), it follows that ‘Zaia J® =0and Legr,,, du = 0 hold for every § € g

and o =1, ..., k. Therefore,
T (G (w,2)) = {0} @ To(GRw) . Tawd® (1) = TuR" @ T3 (),

) ] ~ (2.4.10)
T(u7x)(Gﬁa (u,z)) ={0} ® Tm(Gﬁ; x), ker(T(u@)JS) = T RF @ ker T, J? |

for a = 1,...,k and arbitrary u € R¥ and x € J®~(u). Suppose that (2.4.4) and (2.4.5) hold. Conse-
quently, the condition (2.4.4) gives

k
Tiua) (G (u,2)) = {0} @ To(GRz) = {0} & ) (ker wy Nker 78 + T (Giow x)) NT, I ()

a=1

= n (Afj @ (kerwd Nker 7o) + {0} @ Tm(Gﬁ;x)> N (ToRF & T, I ()

a=1

= () ((ker&®) ey + Tean (GE (w,2)) ) N Ty I* (1),

a=1

and (2.3.3) amounts to

ker T(uw)J?f = T R¥ @ ker T,J® = T,R* & (kerwg‘ Nker 7% 4+ T, J® 71 () + Tx(Gﬁ:x))
= AL @ (kerwy Nker7y') + T RF @ T, I () + {0} & T, (Gﬁ‘;x>

where (2.4.8), (2.4.9), and (2.4.10) have been used, for every (u,z) € RF x J®~!(u), every u € g**, and
a=1,...,k Thus, (2.4.4) and (2.4.5) imply the conditions (2.4.6) and (2.4.7), respectively.

Conversely, assume that (2.4.6) and (2.4.7) are satisfied. Then, condition (2.4.6) implies

TWRY & ker T, J® = ker Ty )38 = T 3% (1) + ker &0, 1) + Tpawsy (Gﬁ;’ (u, :1:))
= T RF @ T, I () + A2 @ (kerw® Nker %) 4 {0} & T, (Gﬁ‘:x)

=T,R'® (kerwg Nker 75 + T, IJ* 1 (p) + Tz(Gﬁ:x)) ,
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and (2.4.6) boils down to

{0} ® T, (G22) = Tpy.y (G2 6(kerw )ua) + {0} ® Ty (G ))mT(M)J‘I’ L)

=

(Ag @& (kerws Nker7y') + Tz(Gﬁfa:)) N (TR & T, I (1))

a=1

k
={0}® ﬂ {(kerw;‘ @ kert) + T, (Gua x)] NT, I (),

a=1

where, again the identities (2.4.8), (2.4.9), and (2.4.10) have been used, for every (u,z) € R¥ x J*~1(p),
every u € g** and o = 1,..., k. Therefore, conditions (2.4.4) and (2.4.5) are equivalent with (2.4.6) and
(2.4.7), respectively. This completes the proof. O

Note that, according to Lemma 2.4.13, if conditions (2.4.4) and (2.4.5) are satisfied, then Theorem
2.3.14 implies that the k-polycosymplectic manifold (M, T,w) gives rise to a reduced k-polysymplectic
manifold (J*~*(u)/G&,&y) associated with the extended fibred structure (R* x M, ).

It remains to verify that the latter structure corresponds, via Theorem 2.4.7, to the reduced k-
polycosymplectic manifold (J®~!(u)/ Gu ,Tu,wy) obtained by applying k-polycosymplectic Marsden—
Meyer—Weinstein reduction, introduced below, to the initial k-polycosymplectic manifold (M, T, w).

Theorem 2.4.14. Let (M,T,w) be a k-polycosymplectic manifold and let J*: M — g** be a
k-polycosymplectic momentum map associated with a k-polycosymplectic Lie group action ®: Gx M — M.
Let pu € g** be a weak reqular k-value of J® and let J*~*(u) be quotientable by Gﬁ. In addition, assume
that

k
= ﬂ (kerw Nker7 + T, (G )) NT,I* (), (2.4.11)
a=1
and
ker T,J® = kerw? Nker 7% + T, J® () + TI(Gﬁ;’x) , (2.4.12)

for every x € J®~Y(u) and o = 1,..., k. Then, (J‘D_l(u)/Gﬁ,Tu,wH) is a k-polycosymplectic manifold
such that T, and w, are defined univocally by
T Tu = JpT Wy = W

where g0 I~ () < M s the natural immersion and m,: J*~ () — IJ®~1(u)/GE is the canonical
projection.

Proof. Consider the fibred k-polysymplectic manifold (R¥ x M, &) associated with (M, T,w), the extended
action ®: G x RF x M — RF x M, and extended k-polysymplectic momentum map J®: R¥ x M — g**
Denote by {u!,...,u*} the standard coordinate system on R* which gives rise, in the standard way, to
k coordinates on R¥ x M that, for simplicity, will be denoted in the same manner.

According to Lemma 2.4.12, if p is a weak regular k-value for J ® then p is also a weak regular k-value
for J®. Furthermore, J®~!(u) is quotientable by the restriction of ® to Gﬁ if and only if J®~!(p) is so
relative to the restriction of ® to Gﬁ.

Moreover, Lemma 2.4.13 ensures that the conditions (2.4.11) and (2.4.12) imply that the conditions
(2.3.3) and (2.3.4) for the k-polysymplectic Marsden—Meyer—Weinstein reduction on J®~!(u) hold. As a
consequence, a k-polysymplectic Marsden-Meyer—Weinstein reduction can be performed on R*¥ x J*~1(p).

The k-polysymplectic manifold (R* x M,&) admits, under the assumptions of the present theorem
and Theorem 2.4.7, a collection of k-polysymplectic Reeb vector fields ﬁl, ceey ﬁk that are tangent to
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the level set Jg_l(u). This follows from the fact that the Reeb vector fields Ry,..., Ry of the k-
polycosymplectic manifold (M, T,w) are tangent to J®~!(u) and that pry;,R, = Ry for a = 1,... k.
Furthermore, the Reeb vector fields Ry, ..., Ry are invariant under the action of Gﬁ via ®. Consequently,

the extensions El, . ,Ek are invariant under the extended action ® of Gﬁ and satisfy éauﬁ = 0 for all

o, =1,...,k. The projections of the restrictions of these vector fields to Jg_l(u) onto the quotient
J1(w)/ Gﬁ define k-polysymplectic Reeb vector fields ]?21“, ceey Iéku on the reduced k-polysymplectic
manifold (Jg_l(u)/Gﬁ,&”).

In addition, the vector fields 9/du!,...,d/du* project onto the quotient Jgfl(u)/Gﬁ, which is dif-
feomorphic to R* x (Jéfl(u)/Gﬁ) by Lemma 2.4.11, and the corresponding projections are linearly
independent. The contractions ty/9,st7 @ are projectable from Jg_l(u) to Jg_l(u)/Gﬁ and are pro-
portional, up to a non-zero constant, to J2 B

It is left to show how the reduced k-polysymplectic manifold (]\f/f‘;A =J%" )/ Gﬁ, (:J”) gives rise to
a k-polycosymplectic structure on MMA = Jq’*l(u)/Gﬁ.

Consider the embedding i,: 2 € J*71(u) > z — (u,z) € RF x J®~1(u) for any u € R*. Using
Lemma 2.4.11, one defines the k-polycosymplectic structure on M, ”A as follows

k
wp = i = in (0 Bu) - (2.4.13)
a=1 “
Since the reduced k-polysymplectic form w,, is closed and £ ,5,0wy = 0 for a = 1,... k, it follows that

both w, and 7, are closed.
Let prya: RF x J\JNA — MuA and 7y, : I (u) — MHA be the canonical projections. Then, the
Iz
reduced k-polysymplectic form can be expressed as

Wy, = pr}‘wﬁw“ +du A pr}‘wﬁTH.
Indeed, this satisfies the relations defining w, and 7,, and, more importantly,
%Z(prj‘w‘?wu +dun pr}‘V[‘LA Tu) = 1,9, (2.4.14)

which determines uniquely the reduced k-polycosymplectic structure on M HA To prove (2.4.14), note
that both sides vanish on pairs of tangent vectors belonging to T,R* understood as a subspace of
T (o, I (1) ~ TuRY @ ToJ® 71 (). Furthermore, due to the first expression in (2.4.13), both sides of
equality (2.4.14) take the same values on pairs of tangent vectors of the space T,J®~!(u). Finally, for
any pair of tangent vectors belonging to T, R¥ and T,J®~!(u), respectively, a direct computation shows
that both sides of (2.4.14) coincide. This, along with previous facts, yields that (2.4.14) holds.

Since (R¥ xJ@_l(N)/Gﬁa pr’IK\/I“Aw“ +duﬁprjw£ Tu) is a k-polysymplectic manifold, by Theorem 2.3.14,
and admits k-polysymplectic Reeb vector fields, then (M ;‘, w,,) is a k-polysymplectic fibred manifold and
Theorem 2.4.7 yields that (M MA, Ty, wy) is a k-polycosymplectic manifold. To prove the following

*

IpW = TLwy I =TTy (2.4.15)

"

observe that (2.4.14) yields
T, (pr}‘wﬁw# +dun pr’l‘wﬁru) = 7, (pryyw + du A priy, ),
which amounts to
(Praga © ) @y + du A (Draga © ) Ty = (Drag 0 Jpa) e + du 7 (pryy 03,)°. (2.4.16)
Composing on both sides of the last equality by 4}, one gets

(prMuA 0Ty 0dy) Wy = (Prps © Jp © 1) w.
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Since g, = Prys © Ju © 4y and Prara © Ty Oy = Ty, it follows that
* %
T Wh = J,W,

which proves the first equality in (2.4.15). By contracting both sides of (2.4.16) with 9/dul,...,d/0u”
and repeating the above procedure, the second equality in (2.4.15) follows. O

Theorem 2.4.15. Let the assumptions of Theorem 2.4.14 be satisfied. Let X" = (Xf’,...,X,?) be a
k-polycosymplectic Hamiltonian k-vector field associated with a G-invariant Hamiltonian function h €
€ (M) relative to the Lie group action ®. Assume that <I>g*Xh = X" for every g € G and X, is tangent
to J®~1(u). Then, for every a = 1,...,k, the flow F® of X" leave J®~1(p) invariant and induces a
unique flow K& on J‘D’l(u)/Gﬁ satisfying my, 0 ¢ = K omy,.

Proof. Given the assumption that a k-polycosymplectic Hamiltonian k-vector field X" is tangent to
J®=1(p), it follows that each integral curve F® of X! with initial condition within J®~!(u) is contained
in J®~1 () for all the values of its parameter s € Rand o = 1,..., k. Since @Q*Xh = X" for every g € G,
one has that %,, X" =0 for « = 1,...,k. This gives rise to a reduced k-vector field Y = (V1,...,Y})
defined on the quotient manifold J¢*1(u)/Gﬁ, such that 7, o F¢ = K¢ om,, where K2 is the flow of
Y., for « = 1,..., k. Furthermore, the G-invariance of h € €°°(M) implies that there exists a reduced
Hamiltonian function h,, € €°°(J*~*(u)/G&) such that 7%k, = j5h.

It remains to verify that Y is a reduced k-polycosymplectic Hamiltonian k-vector field associated
with hy,. Indeed, the Reeb vector fields Ri,...,R) are tangent to J®=1(u) and give rise to linearly
independent vector fields R‘lﬁ, cey R‘,:q) on J®~1(u). Due to this fact and Theorem 2.4.14, it follows that

k k
dmphy = dyjph = 55, (xnw + Y (Rah)™) = ixngfw + Y (Ray 750)75,7)

a=1 a=1

k k
* ® * * *
= Ixn Wy + Z(R‘O{ Wuh”)ﬂpﬂ'g) =7, (tywy + Z(Ra”hu)ﬁf),
a=1 a=1
where X" denotes both a k-polycosymplectic Hamiltonian k-vector field on M and its restriction to
J®=1(u). Moreover,

W;(LyaTﬁ) = LX!;(W;Tﬁ) = ]Z(LX(;;TB) = (5&.
Therefore, Y is a reduced k-polycosymplectic Hamiltonian k-vector field such that Wu*Xh =Y = X"
and m, 0o F¥ = K¢ omy, holds for a =1,...,k and s € R. O

Additionally, Theorem 2.4.15 could be established via k-polysymplectic reduction, as stated in Theo-
rem 2.3.14, by extending the Hamiltonian function h € ¥>°(M) to R¥ x M. This approach is examined
in detail below.

Define the extended Hamiltonian function h € €< (R* x M) as

k
E(u,z):h(z)qua, Ve e M, Vu = (u,...,u) € RF.
a=1

Recall that a k-polycosymplectic Hamiltonian k-vector field X" associated with h satisfies the following

equations
k

Lxhw:dh—Z(Rﬂh)Tﬁ, LxpT = €%, a=1,...,k.
B=1

The aim is to extend X" to a k-polysymplectic Hamiltonian k-vector field X" associated with h. It can

be checked that X" of the form .

0
h h
Xt =x"+ 3 (Rah) 5

a=1
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satisfies the required conditions for a k-polysymplectic Hamiltonian k-vector field on R¥ x M relative to

w, namely

k
LX;:w = ixnw + (Rgh)T Z LxeT® =dh — Zdua =

Therefore, X" is a k-polysymplectic Hamiltonian k-vector field on R¥ x M corresponding to the Hamil-
tonian function h € € (R* x M) with respect to @. From Theorem 2.3.15 and Lemma 2.4.12, it follows
that the reduced k-polysymplectic Hamiltonian k-vector field X"+ is given by
k
X u—xhn+z Ry hy)—

a=1

1o}
Oue

Consequently, Xl projects onto J®~1(u)/ Gﬁ and its projection is X"+. This construction yields the
desired reduction.

It is also worth stressing that the discussion regarding conditions 2.4.11 and 2.4.12 that guarantee the
k-polycosymplectic Marsden—-Meyer—Weinstein reduction in the context of k-polycosymplectic geometry
is essentially identical. In fact, these conditions are sufficient, but not necessary. Indeed, analogous
examples to those presented in Subsection 2.3.6 can be constructed.

2.4.4 Example: The product of k£ cosymplectic manifolds

This section presents an illustrative example of the k-polycosymplectic reduction of a product of k£ cosym-
plectic manifolds. Let

k
M= X M,
a=1
for some k cosymplectic manifolds (M, 757, wSy) for @« = 1,... k. If pr,: M — M, is the canonical
projection onto the a-component, then
k k
(M3 prisrsy @ ea, 3 priswsy @ ea)
a=1 a=1

is a k-polycosymplectic manifold. Assume further that the Lie group action ®*: G, x M, — M, admits
a cosymplectic momentum map J®°: M, — gs for each a =1,...,k, and each ®“ acts in a quotientable
manner on the level sets given by regular values of J®°.

Define the Lie group action of G = G; x --- X Gy on M as

O:GXM>3(g1, -y GksT1y .-, Th) — ((Dglh(ml),...,@];k(a:k)) eM.

Let g = g1 X -+ X gi be the Lie algebra of G. Then, the corresponding k-polycosymplectic momentum
map is given by
J: M3 (xq,...2) — (T (zy),..., T%(21)) € g*F

where g* = g7 x --- x g, is dual space to g.
If u® € g7 is a regular value of J®«: M, — g* for each a = 1,... k, then pu = (u*,..., u*) € g**
regular k-value of J. Consequently, ® acts in a quotientable manner on the associated level sets of J.
Therefore, for = (z1,...,z;) € J71(n), it follows that
ker T,Jo = To, My @ ©ker T, J* @ - @ T, My,
T,J () =ker T, J*' @ - @ ker T,,, J*,
kerwy Nker7y' =Ty M1 @+ @ Ty,  Ma1 ©{0}® Ty, May1 &+ ® Ty My,

( Aax) Ty, (Gray) @ -+ @ Ty, (Gﬁaaxa)@'“@Tzk (Grar)

( z) =Ty, (GlAljlm) BTy, (G ka%)
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Then,
ker T, J, = T,J 7' (1) + kerw® Nker 72,
k
T, (Gﬁx) = ﬂ (kerwg N kerTf + T, (Gﬁ;’x)) ,
B=1

for a = 1,...,k and any = € J~!(u). Recall that, by Theorem 2.4.14, these equations guarantee that
the reduced space J~1(u)/ G"’;\ can be endowed with a k-polycosymplectic structure, while

_ _ 1 _ k
T ) /G2 = TP () G x e x I () G

2.4.5 Example: Two coupled vibrating strings

This subsection presents an example of a two-polycosymplectic reduction of two coupled vibrating strings.
Moreover, the dynamics of the considered system is also reduced via Theorem 2.4.15.

Consider the manifold M = R2 x @2 T*R? with adapted coordinates {t,z;q", ¢, p},p%, pb,p%} and
the standard associated two-polycosymplectic structure

T=dt®e; +dx ® es, w = (dg* Adpl +dg® Adph) @ ey + (dg* A dp? + dg® A dph) @ es.

Consider the Hamiltonian function h € €>°(M) of the form

T T 1 i x
h’(taxaqlaq25piapéap17p2) =5 ((pi)Q + (pg)2 - (p1)2 - (p2)2) + C(tvxaql - q2) )

2
where C(t,z,q" — ¢?) is a coupling function between the two strings. This system admits a Lie symmetry
given by
€rr = 0 n 0
M — aql aq2 ’

that is associated with the Lie group action ®: R x M — M acting by translations along the ¢! + ¢

direction, namely
©: (Mt w,qt,¢% Pl s, pTp3) D R x M = (t2,q" + A ¢* + N, pl.ph, pT, p5) € M.
The Lie group action ® gives rise to a two-polycosymplectic momentum map J® given by
I (t,,q", 4% ph,ph, vt p5) € R? x @7 TR — (p} + pb, pT +p5) =: (u', p?) = p € R*2.
Consequently, the level set of the two-polycosymplectic momentum map J® is as follows
I* ) = {(t,2,¢", ¢, pi, 1t = vt 0° = pi) € M | (2,4, ¢, pi,p07) € R}

It is immediate that g = (u!, u?) is a weak regular k-value of J® and J? is Ad*?-equivariant. Note that
J® 1 (u) ~R% and R = G,, = G for a = 1,2. Then, for any m € J*~!(p), one has

0 0
T =T em)=( 37+ 5753
m (Gum) m (Gpom) <3q1 + BYe >ma
g o 0 g o0 0
1 n /2 Y Y 2 2y (== 2 _Z
(kerw” Nker 1), = <8x78p9f’ 8p§>m’ (kerw” Nker 7°),, <6t’ 8p’i’3pt2>m’
o 9 o0 o0 0 o 0 0
md ™ 1) <8t’ 90 g D’ Opl Ol o ap§>m’

o a9 a9 o o9 o a9
ket TdT = 200 23 1950 57 AF ~ Af 9 )
et tmel <6t dx’ dq'’ 9q*’ Opy’ opl  Oph’ Ops >m
o a 9 9 9 o 9 0
ket Trnds =( 75 5 77 550 35 — 55 AT AT
et tmla <at’ax’aq1’aq2’apf 6p§’8p§’8p§>m
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and, indeed, the conditions (2.4.11) and (2.4.12) hold.
Recall that the dynamics on M is given by a two-polycosymplectic Hamiltonian two-vector field.
Therefore, a general two-vector field X" = (X}, X}) € X2(M) with local expression reads
0 0 0 0 0 0 0 0
=Al = + A2 — + B] B: — +C! c? Ct ce .
ogr F gy T Pagg T Vg T mgyt T Yy T Cazgpr + Cargy
Imposing the two-polycosymplectic Hamiltonian equations (1.4.3), the previous two-polycosymplectic
Hamiltonian two-vector field X" = (X}, X2) must be of the form

0 0 0 0 0 0 0
X{L at+pla + a +Cllat+Cllam+0128t+0128$7
0 0 0 0 oCc\ o0 0 oC 0
Xhzi— x <, x t t ot Y
2=y Plgg “Pigg gy T (OH dq > opy T gy T (5q 012) ops”’

where ¢ = ¢* — ¢* and C%;,C¥,, CL,, C%,, CL,, CL, € €°°(M) are, in principle, arbitrary functions.

Its integral sections, with ¢,z being the coordinates in its domain, satisfy

aop' op¥ ops pi Ips
C’11 82&1 ) Cn 8t1 ) C’12 6t2 ) 021 81’1 ) 52 = T;a
_ot. _9C _opt 9C e _ 9rs
U9 ox’ Oq 127 9z

This system of PDEs is integrable when [X", X] = 0, for instance, if C = ¢F () + F(t,z) for arbitrary
functions F(t,z), F(z), while C!,,C¥,,Cly, C%,, CLy, Chy vanish. Then, to apply Theorem 2.4.15, we
require X" to be tangent to J*~!(p) and Z,, X, = 0 for a = 1,2. Thus, Ct, + C%, =0, CF + C% =0,
and C§; + C, = 0 and Cf;,
Hamiltonian two-vector field gives rise to the following Hamilton-De Donder—Weyl equations

C; must be first-integrals of &u for 4,5 = 1,2. A two-polycosymplectic

oqt _ a' ¢ 9> .
Ft R it R St N il S
o ot __oC ok o _oC
ot or  0q’ ot Ox 0q

Since G = R acts on J®~!(u) by translations along the ¢! + ¢? direction, the Lie group action ® is
free and proper. Therefore, J*~!(p)/G), is a smooth manifold and

J* N w)/G ~R?* x T*R?/R ~R? x R?/R x R ~ R? x R x R2.
Then, on the reduced manifold J®~1(u)/R, the reduced two-polycosymplectic structure reads
T, =dt®e +dr®eo, w,t:dq/\dpfi®el+dq/\dpf®eg.

Indeed, it becomes a two-cosymplectic structure since

o 0
kerw“:<8t’8x> , ker 7, Nkerw,, = 0.

The reduced dynamics on J®~!(u)/R is given by the reduced two-polycosymplectic Hamiltonian two-
vector field X = (X1 X!'") of the form
0 ;0 a 0

h T
X = B +p' 94 JrQChaT)t +2011@T,x’

e 0 w0 oen O e 90) 9
X" =5 gy Ty 2<C“+ g
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where h,, = 1 ((p")*+ (p°)? + (1')? — (1?)?) + C(t,2,q) is the reduced Hamiltonian function, where
pt = pt —pb and p® = p¥ — p%. A reduced two-polycosymplectic Hamiltonian two-vector field induces the
following Hamilton-De Donder-Weyl equations

@ _ _pw @ _ pt
oz ’ ot ’
opt  op*  OC
ot T or T %ag

It is relevant to stress that this procedure does not allow for a reduction involving the variables of
RF. From a physical perspective, the reduction acts on the variables in @];:1 T*Q, corresponding to
fields and their associated momenta. In contrast, the variables in R¥, which are typically interpreted as
space-time coordinates or parameters on the base manifold where the physical system is defined, remain
unaffected by this reduction process. To do so, a new method is introduced in the next section to address
the reduction of these R*-variables.

2.4.6 A k-cosymplectic to /-cosymplectic reduction

This section presents a Marsden—Meyer—Weinstein type reduction from a k-cosymplectic manifold to an ¢-
cosymplectic one. Under additional conditions, this procedure may be followed by further reduction steps
using the methods previously established, yielding a reduced ¢-polycosymplectic manifold. To simplify
the exposition and avoid the discussion of trivial cases, only the situation in which ¢ < k is considered.

From the perspective of physical applications, this approach provides a method for reducing field
theories by eliminating space-time variables. Such a reduction is not possible within the framework of
earlier sections, since the fundamental vector fields of the considered k-polycosymplectic Lie group actions
were required to take values in ker 7. The reduction method introduced in this subsection is of particular
interest, as it constitutes a relatively novel and non-standard approach in the existing literature, which
is frequently based on other methods involving principal bundles or Lie group actions that preserve the
base manifold [31, 32].

Furthermore, the conditions are provided to enable the reduction of the Hamilton-De Donder-Weyl
equations from the original k-cosymplectic setting to the resulting ¢-cosymplectic manifold, and possibly
to a further /-polycosymplectic reduction.

The setting is restricted to the canonical k-cosymplectic manifold (M) = R* x @2:1 T*Q, Tk, wk),
equipped with its natural polarisation V. According to the Darboux theorem for k-cosymplectic mani-
folds, see Theorem 1.4.17, every k-cosymplectic manifold is locally diffeomorphic to (M, T, wi). There-
fore, the results obtained here apply locally to an arbitrary k-cosymplectic manifold.

As in previous sections, the basis e1, . . ., e;, of R¥ is used to define the k-cosymplectic structure through
Ty = T ® e € QN (M}, R¥) and wy, = w® @ e € Q?(My, RF). Summation conventions are employed
throughout repeated crossed indices over their natural ranges, e.g. a = 1,..., k, unless otherwise specified.

Theorem 2.4.16. Let (M, Tk, wi, Vi) be a canonical k-cosymplectic manifold, let ®: G x My, — My, be
an associated k-cosymplectic Lie group action, and let {7',... ,?K} be a basis of the linear subspace (over
the real numbers) of (t1,...,7%) vanishing on the space W of fundamental vector fields of ®. Without
loss of generality, it may be assumed that the last k — £ forms in the original basis T*, ..., 7% are linearly
independent when restricted to W. e.g. set 7° = B 1 for certain unique constants ¢ with a =1,... k

and §=1,...,L. Define T = 22:1 Brr@es andw = 22:1 P w*®es. If the map
k 14
m (@1 gp ) e RV P T — (3. 2 g0 B R x P THQ
a=1 a=1
is the canonical projection, then (M, = R¥ x 69[;:1 T*Q, ¢, wy) is an L-cosymplectic manifold with

T wy =, Tty =T.
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Furthermore, there exists a Lie group action ®,: G X My — My that is equivariant relative to .

Proof. Let {z®, yj,p;?“} denote locally adapted coordinates to (M, Tx, wg ), namely

wk:dyj/\dp}*éi)ea, T, =dz® ® e, , Vk:<aaa> .
P; | a=1,...k, j=1,...,dimQ
The condition ®jwy = wy, for every g € G implies that ker wy, = <8/8x1, cee 8/8x’“> is G-invariant with
respect to the lifted Lie group action of ® to TMj. Furthermore, since ®;7), = 7 for every g € G, there
exists a local linear Lie group action ®*: G x R¥ — R* whose space of orbits, around a point of R”, is a
quotient space, R*/E, for some linear subspace £ C R¥. Consequently, R¥/E inherits a natural structure
of /-dimensional linear space.

Since T, is closed and satisfies .Z¢ w, Th = 0 for every ¢ € g, it follows that ¢, 7 is constant for each
¢ € g. This implies that the subspace 20 = (7!, .. ,Tk> can be considered as a linear subspace of the dual,
W*, to the linear (over the reals) space W of fundamental vector fields of the Lie group action ®. Hence,
there exists a linear subspace 2 C 20 consisting of the elements of 20 vanishing on W. Let {71, ... fe}
be a basis of 2. Then, one can define 7° = ¢®, 7 and @° = ¢ w® for some unique constants ¢?, where
a=1,...,kand 8 =1,...,/. Note that 7 € Q'(RF x @*_, T*Q,R’) and @ € Q2(R* x B _, T*Q,RY).
It follows that 7 and w are closed, since T and wy, are closed and the coefficients C%, witha=1,...,k
and 8 =1,...4, are constants. There exist new local adapted coordinates to M} obtained linearly from
the previous ones, namely {z® = Agxﬁ,yj, Py = Agpf } for a certain constant (k x k)-matrix A%, such
that

¢ ¢
=Y df Adpwes, T=) dif@es.
B=1 B=1
Note that ker 7 N kerw is an integrable regular distribution on M}, given by

kerT Nkerw = 0 0
erT erw = @7@ a=0+1,...k,
j=1,...,dim Q@

The pair (7,®) is not a k-cosymplectic structure on My, but a k-precosymplectic one (see [75] for details).
The space T, M,/ (kerT Nkerw), is diffecomorphic to Ty M, for © € My, where M, = R’ x
@izl T*Q. Since T and @ vanish on the fundamental vector field in kerw N kerT and are closed,

they are projectable via the canonical projection 7: My — M, onto M, giving rise to an ¢-cosymplectic
manifold (M, T¢,w), where 7y and wy are the unique R¥-valued differential forms on M, so that

Ty =T, Wy =w.
Moreover, t¢,, T =0 for every £ € g. Then, for every vector field X on M} taking values in ker 7 Nker w,
one has

il

e, X|W = Ly, txW — 1x Ly, @ =0

and, similarly, Uenr,,x]T = 0. This implies that the fundamental vector fields of ® project onto M, and
give rise to a new Lie group action ®: G' x M, — M, equivariant to ® relative to the canonical projection
w: My, — My. O

The previous procedure can, in principle, be continued by using an ¢-polycosymplectic momentum
map J, to perform an ¢-polycosymplectic Marsden—-Meyer—Weinstein reduction according to Theorem
2.4.14. Note that the fundamental vector fields of ®* leave invariant w, and Ley,we = dhg for each € € g
and certain he. Furthermore, by construction, it follows that t¢,, 70 = 0. Nevertheless, it is necessary
to impose the additional condition that Ryohe = 0 for o = 1,...,¢. Note that this condition is not
automatically satisfied. Indeed, since the initial ® is assumed to be k-polycosymplectic, the existence of
a corresponding k-polycosymplectic momentum map is not guaranteed.
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The aim is now to establish that Theorem 2.4.16 induces a well-defined dynamics on the reduced
space My, starting from a dynamical system on M} which satisfies certain conditions. Recall that, in the
reductions of k-polycosymplectic structures considered in this section, the final £ components of T are,
without loss of generality, assumed to form a linearly independent set when evaluated on the fundamental
vector fields associated with the Lie group action ®.

Before continuing, it is convenient to introduce and recall certain notational conventions that are used
hereafter.

Original k-cosymplectic manifold and Hamiltonian k-cosymplectic k- (( M, 70, w05) Xh)
vector field. ks Ths Wk ),

New k-cosymplectic manifold and Hamiltonian k-vector field obtained
by making linear combinations of the components in R* of w and 7 to ~ o~y
ensure that the first £ components of 7 vanish on the fundamental vector
fields of a k-cosymplectic Lie group action.

An {-precosymplectic manifold and its k-vector field obtained by cutting o
the last k — ¢ components of the previous k-cosymplectic manifold and (M, 7 @), X )
k-cosymplectic Hamiltonian k-vector field.

Projected /¢-cosymplectic manifold and its #-cosymplectic Hamiltonian ( (Mo, 70, 000) Xhﬁ)
{-vector field. £, Te, We),

Theorem 2.4.17. Let (My, T, wi, Vi) be a k-cosymplectic manifold and let ®: G x My, — My, be an asso-
ciated k-cosymplectic Lie group action. Assume that h € €°°(My,) and X", its associated k-cosymplectic
Hamiltonian k-vector field, are invariant relative to ®. Suppose that h is also invariant relative to the
vector fields taking values in kerT N TRF, and that the Lie bracket of any component of X" with any
vector field taking values in ker T Nkerw takes values in the kernel of Tw. Additionally, assume that

k
S xME=0, i=1,...,dmQ.
a=/(+1

Then, there exists a function hy € € (M) such that X" is the projection of ()/(\’f, e ,)?lf‘) onto M,
and m™hy = h on a submanifold of constant values of the momenta p§ with o« = ¢+ 1,...,k and i =
1,...,dimQ. The l-vector field X"t is Hamiltonian relative to (Mg, T¢,wy) and the solutions for the
HDW equations of hy are solutions of the original HDW equations for constant associated momenta with
a=L0+1,...)k forT,w.

Proof. Let ¢ be the matrix of the change of bases mapping {7!,..., 7%} into the new basis
I L e N
and let Jg be the inverse matrix, namely 7¢ = c;f\g?'g, for a, 8 = 1,...,k. Define a new Hamiltonian

k-cosymplectic k-vector field X" on Mj, relative to (Mg, 7 = 27 ® e3, @ = ¢Pw® ® ep) of the form
X=Xk, apf=1,...k.

Since €2 is such that &2 = 62 for 3=/+1,...,k and a = 1,..., k by construction of 7, then (fg =65 for
B=140+1,.... kand a = 1,..., k. The relations between the new canonical coordinates in R¥ x EBZ:1 TQ
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and the previous ones are given by

=z, P =y, af=1,....k, i=1,...,dimQ,
while q ..,qM™ @ are the same in the new and the old coordinate systems.

If R, _ & PRy, it follows that

15,0% = dh — (Roh)7e, 15,70 = 80, (2.4.17)
It is worth noting that if ¢: s = (s!,...,s%) € RF s (2%(s),¢'(s),p%(s)) € RF x @];:1 T*Q is a
solution to the HDW equations of the original X", then the same 1) is a solution for the HDW equations
for X" in the new coordinates ¢: 5 = (3',...,3%) € RF = (2%(3),¢'(5),p2(5)) € R¥ x @®F_, T*Q with
P =2els® for a, B =1,...,k, namely
078 5 9¢ _ Oh o Oh

= = = = =1,... =1,...,dimQ. 2.4.1
a’s\a [0} aga aﬁ?? — a/s\a 8q17 a?ﬁ ) 7k7 1 ) 7dlmQ ( 8)

Then, the aim is to show that there is a new f-vector field Xh on R* x kz T*Q related to (R* x
k a=1
D._. T*Q,7T,w) of the form

satisfying

1n@ =deh =Y (Rah)™,  Ra=Ra, a=1,...1,
a=1
where d; is the differential taking into account all canonical coordinates apart from z% and pY for
a=0+1,...;kand i =1,...,dim@. From (2.4.17) it follows that

S & s &K onpa ah Ol 4o oh
=1 B=t+1 op; B=t+1 a=+1

The assumption ZZ:HI[)A(g]f =0fori=1,...,dimQ, yields

¢ ¢
Z h ¢+ Z @Thadpv =deh =) (Rah)Ta (2.4.19)
p=1 a=1

In particular, the previous expression holds on the submanifold Sy for p = A% for certain constants
A¥, witha =0+1,...,kandi=1,...,dim Q. The projection of this submanifold relative to 7: My — M,
is surjective and open. By the given assumptions, the restriction of h to S) is projectable onto a function
hg on M,. Since the Lie bracket of X" with any vector field in ker 7 N ker @ belongs to the kernel of T,
it follows that the same applies to X" and (Y? . ,YZ) is projectable onto M, which implies that the
Lie derivatives of the Y}f, .. ,Yf; with 9/0z'*,...,0/0z% and their associated momenta belong to the
kernel of Tw. Then, (2.4.19) projects onto M,. In addition, Lya?ﬁ = 6P for a, 3 =1,...,£ These facts

—h ~h
show that the projection of (X,...,X,) is Hamiltonian relative to the induced ¢-cosymplectic manifold
(Mg, 7, wp). The new local canonical variables are given by

=%, py=7py i1=1,...,dimQ, a=1,...,¢0.
The HDW equations for the ¢-cosymplectic structure take the form

0z 5 ¢ Oh =Py Ol

oz T 9s Opy T =05 dg')

a,B=1,...,¢, i=1,...,dimQ@.

These are indeed the equations for the solutions to (2.4.18) with constant p¢ with o = ¢+ 1,...,k and
such that h does not depend on Z/41,...,Tk. O
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It is worth noting that if the fundamental vector fields associated with ® are tangent to the sub-
manifolds Sy, then the function A, remains invariant relative to ® and a standard /-polycosymplectic
reduction can be applied, provided that the reduced action satisfies certain additional requirements, such
as the existence of a ¢-polycosymplectic momentum map.

Theorem 2.4.17 gives sufficient conditions under which the k-cosymplectic Hamiltonian k-vector field
X" admits a projection onto the manifold M,. However, these conditions are not necessary. The theorem
holds under weaker assumptions. For instance, it is sufficient to require that only the first £ components
of the k-vector field X" are projectable.

The general framework described above may be applied to a concrete physical example, such as a
vibrating membrane subject to an external force depending only on the radial distance.

Example 2.4.18. The system is given by the Hamiltonian function h € € (R3 x @2:1 T*R) of the

form

~ ,,,.2
0.6t = o (097 = 5002 = 500 = rcr(o).

and the canonical three-cosymplectic structure on R3 x @i:l T*R given by
T=dt®e; +dr®e; +df ® eg3, w=d(Adp' @er +dCAdP @ es +dC AP @ eg.
A section
V: (t,r,0) € R (t,7,0,((t,7,0),p (t,r,0), p"(t,7,0),pY(t,7,0)) € R3 x @2:1 T*R =: MY,

is a solution of the HDW equations of the three-cosymplectic Hamiltonian three-vector field Xz =
(XP, Xh Xh) on MY, where
o pto 7 0 p 0 0 s 0 m?o

F_0 P o 9 pa 0 0 o
N=mtTa0 =g~ mac gy X mac

if the following conditions are satisfied

opt  op”  op?

o "o Tag ~ 0
a2 _ 1, o _ 1, o _ o
ot L or  ret 90~ 2P

Combining the above equations yields the standard wave equation in polar coordinates with a radially
forced vibrating membrane

8¢ L (0%  1d¢  18%\
e ¢ (a v or ﬂaW)_f(T)'

Define the Lie group action
®: R? % My 3 (A, Ao t,m,0,¢,0%, 07, p%) = (84 Auy, (0 4+ Ag) mod 27, ¢, pt,p", %) € My,

which describes symmetries of h and defines a three-cosymplectic Lie group action, as it leaves invariant
T, w, and their polarisation V. The restriction of ® to R? reads

P3: R?2 x R3 5 (A, \ost,7,0) — (A +t,7, (0 + \2) mod 27) € R3.

Note that the space of orbits of ® is diffeomorphic to R x S'. In fact, the existence of such a Lie group
action is guaranteed by Theorem 2.4.17. The space of fundamental vector fields is

0 0
D<M>
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and the one-forms of (dr,dt,d#) vanishing on D are (dr). Therefore,
T =dr, w=d¢Adp".

Note that X/ = (Xg,Xg,Xg) and the HDW equations for X" are the same as before (up to a
reparametrization of the indexes of the variables in R?).
Consider the submanifold Sy in R? x @2 _, T*R given by

pt:>\ta paZAea )‘:(Ata)‘e)ER27 )\t7)‘9€R7

which projects onto R® diffeomorphically. Note that there exists a function
r 1 o Lo 1,
k(r,¢,p") = o <)‘t - Cj(p )" — 2N —rCf(r),

whose pull-back to R3 x @i:l T*R coincides the value of h on Sx.
The distribution D spanned by the fundamental vector fields of ®, and

ker 7 Nkerw = (8/0t,8/0y,0/0p",0/0p°)

are integrable. Moreover, his a first integral of any vector field taking value in ker 7 N'TR*. Additionally,
one has _ _ _ _
XP+XP =X+ X =0

Then, the space of orbits of @3 is diffeomorphic to R x T*R and one has the canonical projection

3
m: (t,7,0,,0"p"0") € R x TR+ (r,¢,p") € R X T*R.

a=1

The Lie brackets of each of the components of X" with vector fields of ker 7 N ker @ also belong to the
kernel of T, ensuring that there exists induced one-cosymplectic manifold

(R x T*R, dr,d¢ A dp").

In fact, this is the canonical cosymplectic structure in the reduced manifold. Consequently, the Hamilto-
nian three-vector field with components

70 MO0 7 0 p" 0 0 70 rX O
X422 xXh=-_— L Xh=— 7=
ot N Tg T amac T X Tg Tz e
projects onto the quotient. The resulting HDW equations read
op" _ oc _ p"
or rf(r), or  rc?’

which, when combined, yield the reduced wave equation

s (9%, 100 _
(5 + 1) =10

These are the HDW equations obtained by assuming p’ and p’ to be constant in the initial HDW
equations.

2.5 k-Contact Marsden—Meyer—Weinstein reduction

This Section presents the modified k-polysymplectic Marsden—-Meyer—Weinstein reduction for exact k-
polysymplectic manifolds. As demonstrated in subsequent subsections, the reduction is adjusted to
retrieve the reduced k-contact geometric structure from the reduced exact k-polysymplectic one. The
section focuses on exact k-polysymplectic manifolds, which are a specific case of k-polysymplectic man-
ifolds. Hence, the standard definitions are recalled in a form adapted to the exact setting. However,
since several of the subsequent results remain valid in a broader context, the definitions for general
k-polysymplectic manifolds are also included.
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2.5.1 Exact k-polysymplectic momentum maps

This subsection introduces the definition of an exact k-polysymplectic momentum map. First, recall that,
k k

as previously, g¥ = gx --- xg, and analogously, g*¥ = g*x --- xg*, where g* is the dual space to the

Lie algebra g. Moreover, recall that (P, 0) stands for an exact k-polysymplectic manifold, see Definition

1.4.5.

Definition 2.5.1. A Lie group action ®: G x P — P is an exact k-polysymplectic Lie group action
relative to (P, 0) if ®;0 = @ for each g € G, where ®,: P 3 p > ®4(p) := ®(g,p) € P. In other words,

92”5},9:07 VéEeg.

A k-polysymplectic momentum map for an exact k-polysymplectic manifold (P, @) is naturally defined
using the property of exactness.

Definition 2.5.2. An ezact k-polysymplectic momentum map associated with (P,0) and a Lie group
action ®: G x P — P is a map Jg’: P — g** such that

L§P0:<Jg>7§>7 erg
If #: G x P — P is an exact k-polysymplectic Lie group action, then
dbgpa = —lgpW, V¢ € g.

Thus, one can retrieve a k-polysymplectic momentum map defined in the standard way, as in the following
definition.

Proposition 2.5.3. An ezxact k-polysymplectic momentum map Jg : P — g** associated with a Lie group
action ®: G x P — P related to an exact k-polysymplectic manifold (P, 0) is Ad**-equivariant.

The proof amounts to showing that J§ (®,(p)) = Ad;’fng) (p) for each p € P and every g € G, and it
follows from Lemma 2.1.2.

2.5.2 Marsden—Meyer—Weinstein reduction theorem for exact k-polysymplectic
manifolds

This subsection is devoted to the proof of the modified k-polysymplectic Marsden—-Meyer—Weinstein
reduction (Theorem 2.3.14) via an extension of Lemma 2.3.12 in the symplectic setting [2, Lemma 4.3.2].

The idea to prove the k-contact Marsden—Meyer—Weinstein repeats the procedure devised in [107] and
presented in Subsection 2.3.6, which leads to Theorem 2.3.14 but is carried out in a slightly different set-
ting. Specifically, the construction is performed with N = J®—L(R*# ) instead of taking N = J®~1(u),
where R* = R\ {0} and R**y is an invariant set with respect to dilations in each component of u® € g*
for a = 1,...,k, namely

JPTIR* ) ={pe P | I,..., \ €R*, I2(p) = Ao, a=1,...,k}.

Equivalently, J®*~1(R** ) is the pre-image of the orbit of u € g** relative to the natural action defined
by

R*% 5 g 5 (A, Mgty oo i) = (gt Aep®) € g7F
Note that if p is a weak regular k-value, the spaces J®*~1(R**u) and J2~1(R* ) are submanifolds of
P.

The following proposition is a starting point for the modified k-polysymplectic Marsden—Meyer—
Weinstein reduction.

It is natural to expect that the Lie subgroup of G acting on J®~1(R**u) may be required to satisfy
some additional conditions compared to the subgroup appearing in the k-polysymplectic case of Theorem
2.3.14. Tt arises from dimensional considerations, as explained later in Subsection 2.6.2. In this context,
the following proposition is introduced.
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Proposition 2.5.4. Let €[,) := ker un N gy}, where ker = (u)° and g,) = {€ € g | adgp A p = 0} for
some p € gx. Then, ) is a Lie subalgebra of g.

Proof. Note that €, is a linear space. If {,v € £, then adgp = A\ and adjp = kp for some A,k € R.
Thus,

adjg , u = adyadgp — adyadip = (Ak — kA)pu =0, (adip, v) = (u, [, v]) = (A, v) = 0.

The first equality shows that [¢, ] € g[,) and the second that [¢, v] belongs to ker u. Therefore, [€,v] € €[,
and ¢, is a Lie subalgebra of g. O

Proposition 2.5.4 implies that there exists a unique and simply connected Lie subgroup of GG, denoted
as K|
k-polysymplectic setting, where ker u = Nk _; ker u® and € = ker N g

u]> Whose Lie algebra is £[,;. The following lemma presents the properties of [,; and K[,) in the

Lemma 2.5.5. Let (P,w) be a k-polysymplectic manifold and let p € g** be a weak regular k-value of a
k-polysymplectic momentum map J®: P — g** associated with a Lie group action ®: G x P — P. Then,

k k
K = ﬂ Ky, b = ﬂ Bla)- (2.5.1)
a=1

a=1
Moreover, T(K,p) C ker g w for the natural embedding j, : JE-LHR** ) — P.

Proof. The first statement in (2.5.1) follows from Definition 2.5.2 and the fact that if g € K[, then
g € Koy for a = 1,... k. The identity for the Lie algebra then follows. Second, for any § € €[,), one
has

d d
TIMEr) = 5 OJq) ° Loxpiee) =
t= t=

for some A € R. This yields that T,(K[,p) C T,J* 1 (R**u) for any p € J®~1(R**u). Next, for any
vy € TpJP~HR** ), one has

exp(

AdZE L d® = —adF I = —AJ®,
0

(jru]w)(p)(vpa£J‘I’*1(RXku)(p)) = w(p)(Tp][u]vp7€P(p)) = _<TPJ¢)(/UP)7§> = _<)\04Ma (&) ea7£> = 07

for any £ € ¢, and p € J®L(R** ), where we denoted by v, both a vector v, € T,J®~1(R*u) and its
induced v, € TpP. Therefore, Tp,(K[,)p) C ker(j],,w)(p) for every p € JEHR* ).
O

Therefore, Lemma 2.5.5 and Theorem 2.3.10 show that
* — _ 1 _
Ty (Kpp) € ker(gfyw)(p) = Tpd* 7 R p) 0 (T3 R P )™, vp e IP IR p).

In general, the converse does not hold, as detailed in [107]. Consequently, analogously to [107], one may
ask under which conditions T}, (K, p) = ker(yfu}w)(p) holds for any p € J®~1(R* ). The answer follows
essentially as in [107] but with a significant difference given in Lemma 2.5.6.

Recall that, if £ = 1, then (P,w) is a symplectic manifold. Now, assume that (P,w = d#) is an exact
symplectic manifold.

Lemma 2.5.6. Let (P,0) be an evact symplectic manifold and let Gp) = {g € G | Ady-ip A p = 0}.
Assume that J®(p) = p € g* is a weak reqular value of an exact symplectic momentum map J®: P — g*
associated with a Lie group action ®: G x P — P. Then, for any p € J*"*(R*p), one has

(1) Tp(G[u]p) = Tp(Gp) N Tp‘]qpl(RXN);
(2) T,J® Y (R* ) = (T,(Gp) Nker )™,

where -~ denotes the symplectic orthogonal and 0 is the Liouville one-form.
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Proof.
(1) First, for any £ € g, one has that

d

T, () = (1endI®), = 3

J?0® ey (p) =
— € P( ) dt

(Adzxp(_tg)Jq)) (p) = —adip. (2.5.2)

t t=0

To prove that Tp(Gp) C TpJ® 1 (R*p). consider p(p) € Ty (Gpup), ie. € € g,. Then, by
(2.5.2) it follows that

0=pANadip=—pA TpJ¢(fP(p))a
and hence p(p) € T,JJ2~HR* p).
To prove reverse inclusion Ty, (G, p) D TpJ® 1 (R*p) N Ty(Gp), let v € Ty(Gp) N TR J*~H(R* ).
Then, v = &p(p) € TpJ* 1 (R*u). Applying (2.5.2), one gets

0=puATpJ(Ep(p) = —p Aadip.
Therefore, £p(p) € Ty (Gpyp). This proves (1).

2) Recall that, by Definition 2.5.2, if £ép(p) € ker@, for some p € J®~1(R*u), then & € kerp. Let
P
v € (T,H(Gp) Nker GP)J““. Then,

0= (Lotgpw)p = *Lvd<J®»§>(p) = <TPJ¢(’U)7£>, Ve € kerpu.

Hence, v € T,J*~H(R*p).
Conversely, let v € TpJ®*~1(R* ). Then, for £ € ker u, one has

0= <TpJ(I)(U)7£> = (LEP va)P
and v € (T,(Gp) Nker OP)L“’.
O

Let (P,0) be an exact k-polysymplectic manifold and let p € g** be a weak regular k-value of an
exact k-symplectic momentum Jg: P — g** associated with an exact k-polysymplectic Lie group action
®: G x P — P that acts in a quotientable manner on J§ ' (R**u). In what follows, using Lemma 2.5.6
the conditions under which equality T, (K],;p) = ker( j[*u]w)(p) holds are provided. The proof consists of
two steps.

(1) The vector space
(Tp(JZ’QI(RX#")))

kerw;}
{lEp0)] | € € b}’

is a symplectic vector space, where prZ: TP — % is the canonical vector bundle projection (over
the base P) and [¢p(p)] = prf (€p(p)).

VP .=

Q

(2) The linear surjective morphisms

Tp(Jg’gl(RXu“)))
kerw;‘ k

a=1

{leP()] | € € buey}”

o, d—1 k
05 Tr ) (Jg (R p) /K ) —

7

satisfy ﬂ§:1 ker I} = 0, where 7, Jo HR*Fp) — Jg_l(RXku)/K[M] is the canonical projection.

Assuming that the above steps are satisfied, Lemma 2.5.7 implies that ker( j?‘u]w)(p) = Ty (Kyp) and
that Jg’*l(RXku)/KM is a k-polysymplectic manifold.
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Figure 2.4: Diagram illustrating part of the processes to accomplish a k-polysymplectic MMW reduction.

Note that wys (p) = (j3)"w? (p) and wys (p) = (jg) @™ (p), while wye (p) = Pr* wiye(p) and wys (p) =
> —_—

(prle=)*wye (p)

Lemma 2.5.7. Let 7y : V), — V2 be surjective linear morphisms and let (VP,d0%(p)) be symplectic vector
spaces fora =1,..., k. IfNE_  kerm, = 0, then (V,,d0(p) = E’;:l(dﬂf;@“)(p)®ea) is a k-polysymplectic
vector space.

The proofs of the aforementioned steps are now presented. They essentially follow from the same
techniques as those applied in [107]. To clarify the relations between spaces and morphisms, the diagram
in Figure 2.4 is provided.

The following lemma is immediate.

Lemma 2.5.8. Let (P,0) be an exact k-polysymplectic manifold, then there exists a unique symplectic

P e N

linear form w®(p) = d6%(p) on % satisfying

(pr2)" wo(p) = (pr2)* d6°(p) = d6*(p) = w(p),  Vpe P.

—_— -1 X o
Moreover, there eists wys (p) € Q2 (W) such that
o \* ——— —~ iy _
(0r%%) wry () =wap (1), wyp ()= () @), VpeIy (R ).

Proof. The first part of the Lemma is immediate. Now, by definition

wyz (0) = (" w™)(p) € (T, I8 (R ™),

for p € T,Jg. (R*u®). Note that wys (p) is exact because w®(p) is exact. Since

kerw®(p) C T,pJg, ' (R*u®),

—_— -1 X o
it follows that ker w*(p) C ker wye (p) and there exists, therefore, a unique wye (p) € Q2 (TWITTS)M)

satisfying (prJga)*wJ;p (p) = wys (p). Additionally,

—~—
ax o

wys (p) = (75 w™)(p) = 75" pra” w(p) = (pry o g5) w(p)

~ @ \* o~ %
= (J;‘: OprJ"“) w?(p) = prlea® 0" we(p).

—_~ e/~

Therefore, wye (p) = (95)*w(p). =
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The next lemma is a direct consequence of Lemma 2.5.6, Lemma 2.5.8, and, in the case of (2), (3), (4),
the fact that w™ and Jg’ are exact.

Lemma 2.5.9. Fora=1,...,k andp € Jg)_l(RX,u“), one has

[0

5 (R %))

(1) {ler®)] | € € gpuer} = {[€p(0)] | € € g} 0 T2lee T,

and if Jg’: P — g** is an exact k-symplectic momentum map relative to (P,0), the following conditions
hold

P—1 X o Dl J_D‘
(2) TR ({ep)] | € € g} nker 7))

P—1 X, a 1o o
(3) (D) = ((ep ()] | € € o} Nkerfo(p),

Ty IS R ) [ Tpe @)
@) {[EpP)] | € € guey} = 50y “( mraon ) ,

—_~—

where 1, denotes the symplectic orthogonal in kzlf’fa with respect to w(p).
D

The proof of point (1) in Lemma 2.5.9 does not require (P, @) to be an exact k-polysymplectic manifold.
The following proposition establishes the first step of the Marsden—Meyer—Weinstein reduction theorem

for exact k-polysymplectic manifolds.

Proposition 2.5.10. The vector space

(Tp(Jfgl(RXu")))

ker we

VD= -
{lEp)] | € € o)}

s a symplectic vector space for o =1,... k.

P—-1 X o
Proof. Since {[ﬁp (p)] | €€ E[Hoz]} - T”J‘t’erigim, the quotient space VP is well-defined and there is the

canonical projection
T IR
pr.: PY 0 ( H )

(03

— VP,
ker wo @

—_—~—

By Lemma 2.5.9 points (2),(3), (4) and Lemma 2.5.8, {[{p(p)] | £ € €01} belongs to ker wys (p) and
there exists a symplectic form wy,a)(p) € Q2 (VP) satisfying w:e;@) =PI, wye)(p) for a=1,... k. O

This concludes the first part of the proof. The second part establishes that the quotient manifold
J 371 (R*F )/ K () admits the structure of an exact k-polysymplectic manifold under certain assumptions.
Furthermore, the technical conditions ensuring the validity of these assumptions are formulated.

Proposition 2.5.11. The map

TpJga (R u%)

@ b
ker wp

I = priva o 5 T, J5 "R p) —

where 3% : TpJg’fl(RXku) — TPJSOTI(RXMO‘) is the natural embedding, induces the map
00 T ) (Jg (R ¥ ) /Ky) — VE, a=1,... k.
The proof follows from part (4) in Lemma 2.5.9 and is analogous to the one in [107].

Lemma 2.5.12. Let (P,0) be an exact k-polysymplectic manifold and let p € g** be a weak regular k-
value of an exact k-polysymplectic momentum map Jg : P — g*F associated with an exact k-polysymplectic
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Lie group action ®: G x P — P that acts in a quotientable manner on Jg_l(RXku). Then, there exists
an ezact R¥-valued differential two-form wy,,) € QQ(Jg_l(RXkH)/K[N],Rk) satisfying

M) Wl] = T
and
5 wipe :wﬁm a=1,...,k,
where ) : J5 H(R*Fu) < P and M) : J5 HR*Fp) — Jg_l(RXku)/K[M are the canonical embedding
and the canonical projection, respectively.

Proof. First, recall that Tp(K,p) C ker g w(p) for every p € J5 ' (R**u) by Lemma 2.5.5. Then,

@ is also closed, it gives rise to a unique closed R*-valued

Lng[*H]w = 0 for any £ € g,). Since jf‘”}w
two-form wi,) € Q2 (Jg)_l(RXku)/K[M],Rk) satisfying mj, wi, = Jj, @ According to the following

commutative diagram

Jlu]

a
Jye

(Todg 7 R ), ep ) ——— (ToTan (R* ), wyg () = (T,P, w*(p))

e

II
»
lTpm] \ lprjga Lsra

_ o Tpdo 'R p>) T Jp T,P "
(Tp 35 R ) /Ty (K ) iy () (T2 S gy () o (ks w0 ()

—L,
Pry

(Tp i 1<RXW>)
ker w®
- u“](p)

{lEr(P)] | €€tor }’

—_~—

and the fact that T, ' (R**p) C TyJg (R p®) for a = 1,...,k, it follows Ig*wge (p) = j,wy and
I o Tymy,) = pr,, o II5. Then, using Proposition 2.5.10 for any vy, w, € TpJgfl(RXku), one gets

T T e (0) (0 w03) = i) () (T © Ty (1), T3 © Ty () )
= pue (p) (BT 0 115 (0p), DT © 115 (10y)) = B wie) () (T3 (1), TI5 ()
= wyz () (11 (), 115 (wp)) = g (p) (vp, wp) = T wiiy ()-
Thus, ﬁg*w[ua](p) = wiy(p)- O

The immediate consequence of Lemma 2.5.7 and Lemma 2.5.12 is the following proposition.

Proposition 2.5.13. Assume that ﬂ’;zl ker II = 0 and 11} is a surjective morphism for every p €
Jgil(RXku) and o = 1,...,k. Then, (Jg’fl(RXku)/K[M],H[u]) is an exact k-polysymplectic manifold,
where
A7 01 = T Wi = Jjw = djjn6-
The following lemmas provide the necessary, but not sufficient, conditions to ensure that 117 is a
surjective morphism and ﬂZ:1 ker IT5 = 0 for every p € Jgfl(RXku) and o = 1,..., k. On the discussion
on these conditions, see Subsection 2.3.6.

Lemma 2.5.14. The map
T J<I> 1 Rx m)
( kcrouu )

()] | € € Epop}

0 T (T (R*F )/ Kpy) —
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s a surjection if and only if
Tpdgn (R*u®) = Tpd g (R ) + kerw® (p) + Ty (Kuejp) -
Additionally, the condition ﬂl;:l ker II} = 0 is satisfied if and only if
k
Kip) =[] (kerw®(p) + Tp (Ke1p)) N TpJg (R pa).
@
The proofs of the previous lemmas are analogous to the standard k-polysymplectic setting described

n [107]. The following theorem summarises the above results.

Theorem 2.5.15. Let (P,80) be an exzact k-polysymplectic manifold, let pu € g** be a reqular k-value of
an exact k-polysymplectic momentum map Jg: P — g** associated with an ezact k-polysymplectic Lie
group action ®: G x P — P that acts in a quotientable manner on Jg_l(RXku). Assume that for every
p € Jg H(R*F ) the following conditions hold

TpJgn "(R*p®) = Tp,dg ' (R**p) + kerw®(p) + Ty (Kppoyp) ,  Ya=1,...,k, (2.5.3)

and

k
K{p) ﬂ kerw®(p) + Ty (Kpuepp)) N Tpdg ' (R*Fp) . (2.5.4)

Then, (P = Jg_l(RXku)/K[u],OM) is an ezact k-polysymplectic manifold, such that
)01 = I 0
where T, J5HR*Fp) — Py is the canonical projection and ) J5 H(R*Fu) < P is the canonical
inclusion.
2.5.3 k-Contact momentum maps

This subsection presents the definition of a k-contact momentum map and its properties. Additionally,
it establishes the notation used hereafter.

Definition 2.5.16. Let (M,n) be a k-contact manifold. A Lie group action ®: G x M — M is a
k-contact Lie group action if ®yn = n for each g € G. A k-contact momentum map associated with
®: GxM— MisamapJy = (IT?,..., J¢): M — g** such that

(I0:6) = teun = (1g,n*) ®ea,  VEEg. (2.5.5)

Note that if ®: G x M — M is a k-contact Lie group action, then equation (2.5.5) implies that
%Md’? = _dLEMTI = —d<J?;,§> and

d (I, &) = —te,,dn, VéEeg.

Then,
LRﬁLfMdn:_Rﬂ<J?;7£>:0a Vﬁzl,...,k, v£69

Next, the definition of Ad**-equivariance in k-contact setting is presented.

Definition 2.5.17. A k-contact momentum map J?;: M — g** is Ad**-equivariant if

Jpod, =Ad}" 0 Iy, Vged,

where N ) N
Ad™* G x gt — g M — g+t
(g’p,) — Ad:;]illl' ' J‘I’g lAd;}g
‘ "

In other words, the diagram aside commutes for every g € G. M —g
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Proposition 2.5.18. A k-contact momentum map JS: M — g** associated with a Lie group action
O: G x M — M related to a k-contact manifold (M, n) is Ad**-equivariant.

Similarly as in Proposition 2.5.3, it is sufficient to show that Jp (®,(x)) = Ad;]flJ;};(x) for each z € M
and every g € G, and it follows from the identity ®,.&x = (Adj-1&)ar in Lemma 2.1.2.
Analogously, the following definition simplifies the notation.

Definition 2.5.19. A k-contact Hamiltonian system is a triple (M, n,J®), where (M,n) is a k-contact
manifold and J?;: M — g** is a k-contact momentum map associated with a k-contact Lie group action
O: Gx M — M. A k-contact G-invariant Hamiltonian system is a tuple (M, n, J;{;, h), where (M, n, J?;)
is a k-contact Hamiltonian system, h € €°°(M) is a Hamiltonian function associated with a k-contact
Hamiltonian k-vector field X", and the map ®: G x M — M is a k-contact Lie group action satisfying
o h = h for every g € G.

2.5.4 k-Contact reduction by a submanifold

This subsection establishes a general k-contact reduction theorem by submanifold and provides the nec-
essary and sufficient conditions for performing the reduction.

Definition 2.5.20. The k-contact orthogonal of W,, C T, M at some x € M with respect to (M, n) is

W:I:Ldn = {'Ugc e T, M ‘ dn(vm,wx) =0, YVw, € W’c}

Theorem 2.5.21. (k-contact reduction by a submanifold.) Let N be a submanifold of M with an injective
immersion 3: N — M. Suppose that ker 7*n and ker y*dn have constant ranks for (M,n). Let N/Fn be
a manifold, where Fy is a foliation on N given by D := ker y*nNker y*dn and let the canonical projection
m: N — N/Fn be a submersion. Moreover, assume that Reeb vector fields associated with (M,n) are
tangent to N. Then, (N/Fn,mn) is a k-contact manifold defined uniquely by

Jn=m"nn,
and ker y*n, Nker y*dn, = T, N N (T,N)t4n Nkern, for any x € N.

Proof. For any X,Y € X(N) taking values in D, one has

7 lxym =0, 7 (yx,yydn) =0,

Hence, [X,Y] takes values in D. By the Frobenius theorem and the fact that ker 7*n N ker y*dn has
constant rank on N, the distribution D defines a foliation F on N.
Then, by definition of D, it follows that j*n is basic with respect to Fn. Therefore, there exists a
unique ny € Q'(N/Fy,R¥), such that
ym=m"nn.
Now, it must be verified that ker ny Ndny = 0, corkkerny = k, and rkkerdn = k. Let Xy = Tw(X)
takes values in ker ny Nkerdny. Then,

ix)m=uxmnN =7 (txyny) =0
and
txty g dn = txy i dny = 7 (Lxy tyydnn) =0,

for any Yy := Tw(Y). Thus, X is tangent to Fy and Tw(X) = 0. Then, kerny Nkerdny = 0.
Note that Ry, ..., Ry are tangent to N and [R,, X| takes values in D for every X tangent to Fy and
a=1,...,k. Thus, the Reeb vector fields project via 7 onto (RY,..., RY) € X(N/Fn). Additionally,

W*(LRgng) = (e, n”) =05, 7 (trydnn) = 7" (tr,dn) = 0, a,f=1,...,k.
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Therefore, RY, ..., RY are the Reeb vector fields associated with (N/Fy,ny) and rkkerny = k.

Let n := dim N, and let (X1,...,X,) = TN for any z € N. One can choose a family of vectors
(Y1,...,Y,_k) C kerm, such that (Y1,...,Y,_x)®(R1,..., Rx) = T N. Moreover, among (Y1,...,Y,_)
there are vectors (71, ..., Z;) = ker y*n, Nkerdy*n,. Thus,

ToN = (V1,....YVoosot) ®(Z1,.... Z0) @ (Ry, ..., Rp),

for any x € N. Since, Z; projects to zero for « = 1,..., ¢ it follows that ker dny is a corank k distribution
on N/Fy and a pair (N/Fy,ny) is a k-contact manifold.
Additionally, ker 7*n, = T, N Nkern, and ker y*dn, = T,N N (T,N)> i yields that

ker 7*n, Nker 7*dn, = T, N N (T, N)> Nkern,,
for any x € N. O
The analogue of Lemma 2.3.12 is established next.

Lemma 2.5.22. Let pu € g** be a weak reqular k-value of a k-contact momentum map J;I';: M — g*
associated with a Lie group action ®: G x M — M and (M,n). Then, for any x € J?;_l(RXku), one has

(1) To(Gpyz) = To(Gr) N ToJp HR*F ),
(2) T,I2 " (R*Fp) = (To(Ga) Nkern,) ™.
Proof. (1) Note that for any & € g, it follows that

d

d
TmJ;};a(fM(fE)) =@ o (J;{; 0 Pexp(re)) (¢) = pn

*k o} *k
(Adexp(_tf)Jn) () = —ad;*p.

t=0
First, let £ € g[,, then
0=pAadfp=—pAT,Ip(Eu(x)),

for any = € Jp~1(R** ). Hence, &yr(z) € ToJp H(R*F ).

Conversely, v € T, (Gz) N ToJp~H(R*F ) yields that v = &y (x) € TeJp~H(R** ) and
0=pATIp(En(x) = —p Aad"p,

for any « € J5~*(R** ). Therefore, {ar(x) € Ty (Gpyz). This proves (1).

(2) Definition 2.5.16 yields that if {y(z) € kern, for some z € J;};_l(RXku), then £ € kerp. Let
v € (To(Gz) Nkern,)™*". Thus,
0= (toter dn)e = —1od (I3, &) = (T3 (v),€), V€ € ker p.

Thus, v € TEJ;{;’l(RXku).
Conversely, let v € ToJp ! (R** ). Then,

0= <TwJ;{;(U),§> = (Lyley dn)a, V¢ € ker .

Hence, v € (T,(Gz) Nkern,)™*". This proves (2).
O

Blacker, in [12], provides sufficient and necessary conditions for performing the Marsden—Meyer—
Weinstein reduction on k-polysymplectic manifolds, see Theorem 2.3.17. Remarkably, Theorem 2.5.21
yields the analogue theorem in [12, Theorem 2.14] but in k-contact setting. Taking T,N := (T, W)=Lan
for some W C M leads to the following theorem.
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Theorem 2.5.23. Let W C M be a submanifold of (M,n). Then,

(T W)*tan
(T W)Lan) ™7 A (T, W) Lan N ker

s a k-contact vector space.

By combining Theorem 2.5.21 and Lemma 2.5.22, the following theorem is obtained by setting
T, W := T,(Gx) Nkern, in Theorem 2.5.23, which is the k-contact analogue of the k-polysymplectic
result presented in Theorem 2.3.17 in [12, Theorem 3.22].

Theorem 2.5.24. Let (M,n, J;{;) be a k-contact Hamiltonian system and let ® be a k-contact Lie group
action. Assume that p € g** is a weak regular k-value of k-contact momentum map J%’: M — g** and
J%’_l(RXku) is a quotientable by K, . Moreover, assume that

Lan

Ty (Kjz) = ((To(Gz) Nker nz)J‘d") N (T.(Gz) Nkern, )47 Nkern,, (2.5.6)

for any x € J?;_l(RX’“u). Then, (M, = Jg_l(RXku)/K[M], M) @ a k-contact manifold, where ny,) is
uniquely defined by
) M) = $p) s

where ifyy: Jg~ (R** ) — M is the natural immersion and iy : Jp~ (R*Fp) — I2=H(R*Fp) /K, is

the canonical projection.

The following subsections provide conditions that ensure that Equation (2.5.6) is satisfied.

2.5.5 k-Contact Marsden—Meyer—Weinstein reduction theorem

This subsection develops the Marsden—-Meyer—Weinstein reduction for k-contact manifolds. The theo-
rem is obtained by extending the framework of k-contact manifolds to the setting of k-polysymplectic
manifolds and by employing the modified k-polysymplectic Marsden—-Meyer—Weinstein reduction theorem
introduced in Theorem 2.5.15. A crucial distinction from the k-polysymplectic and k-polycosymplectic
reduction procedures considered in Section 2.4 lies in the fact that the preimage of the momentum map
is taken with respect to R**u, where R** = R¥ \ 0, rather than with respect to u € g**. Additionally,
a simple example of a product of k different contact manifolds is provided to illustrate the applicability
of the results.

The following theorem establishes how a k-contact manifold can be extended to a k-polysymplectic

manifold, and vice versa.

Theorem 2.5.25. Let n € QY (M,R¥), let pry;: R* x M — M be the canonical projection onto M,

and let s € R* be a natural coordinate on R*. Then, (M,n) is a k-contact mamfold zf and only if
(R* x M,d(s-pri;m) =: w) is a k-polysymplectic manifold with some vector fields Ri,...,Ri on RX x M
such that LEQOJ’B = —6Pds and Ros =0 fora,B=1,... k.

Proof. Assume that (M,n) is a k-contact manifold and let X € X(R* x M). Note that dw = d?(s
pri;m) = 0 and
w=d(s-prym) =dsApryn+sdpryn.

By Theorem 1.4.23, there exists a family of Reeb vector fields Ry,..., Ry on M that can be uniquely
lifted to ﬁl,.. Rk on R* x M so that R s = 0 and pr,,, Ea = R, for a = 1,...,k. In addition,
R, satisfies that ', w? = —68ds. Thus, Rl, . Rk span a rank k distribution on R* x M given by
ker prj,; dnp N ker ds

To prove that w is nondegenerate, suppose that X takes values in ker w = ker(spr},; dn+dsApri, n)
at least at one point x € M. Then,

0= (L%wa)x =  (txpryn): =0,
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and X, takes values in ker(pry,; n),. Moreover,

0= (LEQLXw)r = (Xs)(z)=0.

Therefore, (1xdpri,; n), = 0 and X, = 0, since kerds N kerpri, n Nkerdpri, n = 0. Consequently,
(R* x M,w) is a k-polysymplectic manifold.

Conversely, let (R* x M,w = d(spr}; n)) be a k-symplectic manifold with vector fields R, spanning
a rank k distribution given by ker d prj,; n Nkerds.

Suppose that X € X(M) takes values in kern Nkerdn at least at one point x € M. Then, X
can be lifted uniquely to a vector field X such that Prass X = X and Xs = 0. Then, 1zw = 0 at
any point (s,2) € R* x {z} yields that X = 0 on such points since w is nondegenerate. Therefore,
kern, Nkerdn, = 0 and, in general kern Nkerdn = 0.

Next, since Eas =0 and L5 wP = —68ds, it follows that

vp prhn’ =65, o prigdn = 0.

Then,

YR 21 :XEQL%w 7L%$Euw :.Zga pryn=0.
Therefore, ]?21, cee Ry, project onto the family of vector fields Ry := pry,, El, cooy R == pryy, Ry, on M
satisfying

pry (e ”) = prig (e, g n) = oy’ =00 = wma’=05  af=1...k,

PTar«

and

tr,dn =20, a=1,....k.

Hence, pr,,, El = Ry,...,pr R, = Ry span a distribution of rank k given by kerdn. Moreover,
kern must have corank k, as otherwise there would be a non-zero vector v, € T,M such that v, €
ker m,, N ker dn,,, which leads to a contradiction. Therefore, (M, n) is a k-contact manifold. O

From now on, a k-polysymplectic manifold (R* x M, w) that comes from the extension of a k-contact
manifold (M, n) is referred to as a k-polysymplectic fibred manifold associated with pry;: R* x M — M,
or simply a k-polysymplectic fibred manifold. The immediate conclusion from Theorem 2.6.1 is that a
k-polysymplectic fibred manifold (R* x M,d(sprj,; n)) is a one-homogeneous k-polysymplectic manifold
related to the natural action ¢: (A;s,z) € R* x R* x M +— (As,z) € R* x M.

Every k-contact Lie group action ®: G x M — M that leaves the k-contact form 7 invariant admits
a k-contact momentum map J%’: M — g**. Since fRﬁJﬁ =0 for 5 =1,...,k, the Lie group action ®
can be lifted to the extended Lie group action

®: (g;5,2) € GXR* x M — (s5,®,(x)) € R* x M,

admitting an extended momentum map

J:};: (s,2) ER* x M SJ;{;(QL‘) c g
relative to the k-polysymplectic fibred manifold (R* x M, w = d(spr}; n)). Moreover, J%: R* x M — g**
is an exact k-polysymplectic momentum map associated with an exact k-polysymplectic Lie group action
: G xR x M — RX x M.

It is worth noting that the alternative extension of k-contact manifold to k-polysymplectic manifolds
is through R** [48], similarly as in Theorem 2.4.7 for k-polycosymplectic manifolds [50, 62]. However,
for the k-contact Marsden—Meyer—Weinstein reduction, the extension via R* is considered.
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Example 2.5.26. The assumption of the existence of vector fields El, .. .,Ek in Theorem 2.5.25 is
necessary as illustrated in this example. Consider a manifold (R* x R* w) with

w=d(spri;n) =w'@e; +w? @ey =d(spriynt) ®e; +d(spri;n?) @ ea,
where {s; 21,29, 73,74} € R* x R* are local linear coordinates and
pri;m=priyn' ®el +pri;n° @es = (day + x3dry) ® e + (dag + xodzy) ® es.

Then, kerw! = (%,) and ker w? = (8%3, 8%4), leading to kerw = 0. Consequently, (R* x R* w) is a

two-polysymplectic manifold. However, ker pr, dn = 0 is not a rank two distribution on R* x R* and
(R*,7n) fails to be a two-contact manifold. A
Lemma 2.5.27. Let J?;: M — g** be a k-contact momentum map. Then, u® € g* is a weak regular
value of J?;a fora=1,...,k if and only if u* € g* is a weak reqular value of J?;a. Moreover, if u € g**

is a weak regular k-value of J;’;, then, for a k-polysymplectic momentum map JS: R* x M > (s,z) —
sJp(z) € a*F associated with ®: G x R* x M — R* x M, one has

=~ b B ~
Tismydy "R p) = <8s> & T Iy (R ), V(s,z) € Ip (R p).

Proof. The proof of the lemma follows immediately from the construction of J ;}; and J% and the fact
that Jp~H(R** ) = R* x Jp~1(R** ). However, there is a slight abuse of notation, as Jp 1 (R** ) is

denoted as a submanifold of P and M at the same time. O

Theorem 2.5.15 provides sufficient conditions for the existence of an exact k-polysymplectic form on
the quotient manifold J%”l(RXku)/K[H].

The following lemma translates conditions (2.5.3) and (2.5.4) in Theorem 2.5.15 into the k-contact set-
ting on M. This allows for establishing sufficient conditions for the k-contact Marsden—-Meyer—Weinstein
reduction on M. The discussion on conditions (2.5.3) and (2.5.4) to be sufficient is analogous to one
presented in Subsection 2.3.6.

Lemma 2.5.28. Let (M,n) be a k-contact manifold and let (R* x M, spri;m) be its associated k-
polysymplectic fibred manifold with the canonical projection pry;: R* x M — M. Then,

Todp o (R*pu®) = kerng Nkerdnd + ToJpH(R*F p) + Ty (Kp0)2) (2.5.7)
and

k
To(Kpz) = () ((kerng Nkerdn?) + Ty (Kpuopz)) N Todp (R *p) (2.5.8)
1

hold for every x € J*~Y(R**u) and o = 1,...,k, if and only if
T, 33 L (R* ) = T, 381 (R** ) + kerw® + T, (K{ep) (2.5.9)
and

k ~
Ty(Kjpp) = [ (kerwd + Tp(Kepp)) N Tpdp (R *p) (2.5.10)
1

hold for every p = (s,x) € J%fl(RXku) and a=1,...,k.
Proof. Taking into account the canonical projection pry,: R* x M — M and the natural isomorphisms
T(s,0)(R* x M) ~ T, R* @ T, M, for every (s,r) € R* x M yields
(ker pri; n%)(s,0) = TsR* @ ker g,
(ker pri; dn®)(s,z) = TsR™ @ ker dny
(kerds)(s,.) = {0} ® TuM ,
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for every (s,z) € R* x M and « =1,...,k. Then,
(ker w®) 5,2y = (kerds Nker pry, n* Nker pry, dn®)(s.z)
= ({0} & T, M) N (T,R* @ kerng) N (T;R* @ ker dng)
= {0} @ (kerng Nkerdry),

for every (s,z) € R* x M and a = 1,...,k. Moreover, the definition of the extended momentum map
and the extended Lie group action imply

Tis) (K (,2)) = {0} & Ty (Kpz) . Teomdy ™ (R* p) = TR* & T, I~ (R p),
Tioa) (Kpei(s,2)) = {0} @ Ty (Kjpez) . Tamdna (R p) = TR @ ToJy (R ),

for o = 1,...,k and any (s,z) € J%_l(RXk,u). First, suppose that conditions (2.5.7) and (2.5.8) are
satisfied. Then, condition (2.5.7) yields that

T, IE (R %) = TRY @ T, I8, (R* %)
= T,R* @ (ToJ5 ' (R** ) + (kerng Nkerdny) + Ty (Kpyo)z))
=T,R*® Tfo;*l(RXk,u) + {0} & (kerng Nkerdny) + {0} & T, (K[u0))
= TpJf’l(RXku) + kerwy + T (Kp,e1p)
and condition (2.5.8), gives
Ty (Kjp) = {0} & T (Kp)2)
k

={0}® m (kern Nkerdng + T, (Kj,ez)) N TmJg_l(RXku)

a=1

Dw

({0} @ (kerng Nkerdny) + {0} & To(Kpyez)) N (T,R* @ ToJp (R™* )

a=1

(kerwy + Ty (Kjuepp)) N Tpdp (R ),

D?r

a=1

for every p = (s,2) € RX x M, every p € g**, and a = 1,..., k. Hence, (2.5.9) and (2.5.10) are satisfied.
Conversely, assume that (2.5.9) and (2.5.10) hold. Then, condition (2.5.9) can be rewritten as follows

TR @ T, I8 (R u) = T, I8 -1 (R %)
= Tp.]?fl(Rka,) + kerw? + Ty, (K[,01p)
= T,R* @ ToJp " (R**p) + {0} & (kerng Nkerdn?) + {0} & Ty (Kuo)w)
=T,R* @ (TwJﬁ_l(RXku) + (kerng Nkerdnd) + T, (K[uejz)) |

and (2.5.10) amounts to
{0}, (Kw ) = Tp (Kjup)

ﬂ (kerwy + T, (K [Ma]p))ﬂTpJ%%(]RXku)

D?r

({0} @ (kerng Nkerdn?) + {0} & To(Kpuez)) N (TR* @ To g H(R*F )

a=1

k
@ ﬂ (ker ng Nker dng + Ty (Kjejx)) NTody (R F ),
=1

for every p = (s,x) € R* x M, every pu € g** and o = 1, ..., k. Therefore, conditions (2.5.9) and (2.5.10)
are equivalent with the conditions (2.5.7) and (2.5.8), respectively. O
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Theorem 2.5.29. Let (M, n, J;};) be a k-contact Hamiltonian system and let ® be a k-contact Lie group
action. Assume that p € g** is a weak regular k-value of J:}; and J:}fl(RXku) is quotientable by K.
Moreover, let the following conditions hold

T, d0 ot (R u®) = kerng Nkerdng + Tody ™ (R p) + Ty (Kye)z) (2.5.11)

and

k
Kjz) = m kern® Nkerdny + Ty (K[,ez)) N TxJ;};_l(]RXku) , (2.5.12)
a=1

Jor every x € Jp7H(R**p) and o = 1,..., k. Then, (M = Jp~ (R** )/ K}, my) is a k-contact
manifold, while my,,) is uniquely defined by

) M) = U

where ifyy: Jp H(R** ) — M and mpyy: g~ (R p) — IP~H(R*Fu) /Ky, are the natural immersion

and the canonical projection, respectively.

Proof. Theorem 2.5.25 guarantees that (R* x M, spr}, i) is a k-polysymplectic fibred manifold associated
with (M,n). Consider the extended k-polysymplectic momentum map J%: R* x M — g** associated
with the extended k-polysymplectic Lie group action ®: G x R* x M — R* x M as defined before.
Then, Lemma 2.5.27 implies that pu € g** is a weak regular k-value of J :}; while the conditions (2.5.11)
and (2.5.12) imply that

T dna R u®) = Ty dn ' (R**p) + kerwll oy + To ) (Ko (s, )

and

k ~
T ) (K (5, 7) ﬂ (kerwl ) + Toe) (et (5,2)) ) 0 T oy I3~ (R p0)

for every (s,z) € J;};_l(RXku). Hence, Theorem 2.5.15 gives that (J%‘l(RXku)/K[u],w[u]) is an exact
k-polysymplectic manifold, with

)@ = T Wl »

Xi ul* Jg_l(RXku) — J,‘,};_l(RXku>/K[H] is
the canonical projection. Additionally, from the definition of ®: G x P — P and Lemma 2.5.27, it follows
that J%fl(RXku)/K[u] = R* x Jgil(RXku)/K[M =: R* x M[H] Note that 9 € Ql(RX X M[H],R )

defined as 9 = ¢ 2 Wiy] is projectable with respect to the natural projection P, - P RX X My — My,

where 7[,4: J%_l(RXku) < P is the natural immersion and 7

Therefore, ¥ = prM My for some ny, € QY (M Rk) and z[ }prMn = W[u] prM M- 1t is worth
noting that the followmg diagram commutes
(R* x M,w) oM (M,n)
A{[u] “ul
PT s ‘ iy

- P—1 Xk
Jp  T(RXFp)

I R ), ifyw) IR * ), ifm)

) i)

pr
M “

(1]
(RX X My, wiy) (Mg M) -

Figure 2.5: Note that the geometric structures on the left are covers of the structures of the right in the
sense that are of the form Q = d(spr* n).
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Thus,
G Pra = Prag fym and T Py, Mu) = PO T M

and it yields if‘”]n = WE"M]T/[H].

Recall that for (M), ny,)) to be a k-contact manifold, it is required that kerny, N kerdny, = 0.
Additionally, ker n;,,) and ker dnj,; must be a corank k and rank k distributions, respectively. By Theorem
1.4.23, there exists a unique family of vector fields Ry,..., R, € X(M) such that tx n® = 67 and
tr,dn =0, for o, =1,..., k. Moreover,

LRad<J,?;,€>ZLRle,gMT]:LgMLRad’I]:O, Véeg, a=1,... .k,

yields that Rq,..., R are tangent to J%’_l(RXku). Since ®: Gx M — M is a k-contact Lie group action,
one has

Ler, R =0, and Uens,Ra)dM =0, VEeg, a=1,...,k.

Therefore, [Ra,&n] = 0forany § € gand a = 1,..., k. Thus, Ry, ..., Ry project via 7y, : J‘,};_l(RXku) —
M[H] onto R[“] Tyeens R[“] L € X(M[H]) Additionally,

*

W[M](LR[M]Q’I]{L]) = LRaiFM]nB = if‘u](LRanﬁ) =68, a,B=1,....k,

and
WFH](LR[“]adn[“]) = LRai’[“Md'r] = iru](LRadn) =0, a=1,...,k,

where R, denotes both the vector field R, on M itself and its restriction to Jp~'(R**u). Hence,
Riyj1s -+ Ry i € X(Mjy,)) are Reeb vector fields related to (Mj,), ny,)), namely they give rise to a basis
of the distribution given by ker dny,;.

Let £ := dimJp~'(R** ), and let (Xy,...,X;) = T, Iy ' (R**p) for any 2 € Jp~1(R** ). Since
(Ry,...,Rg) C TgCJ,‘,I';_l(RXku), within (X1,...,X/), one can always choose a family of vector fields
(Y1,...,Y,_p) C kern, such that (Y1,...,Y—p) ®(Ry,...,R) = TIJ;);_l(RXku). Taking into account,
that K,z C J?;*l(RXku), it follows that within (Y3,...,Ys_j) there are vector fields &, (z), where
§’ ety and j=1,...,dim K},,). Consequently,

_ dim K|,
Ta:Jg; I(RXk“’) = <Y17 cee 7Y-[7dimK[M]7k> (&) <§]1\4(:I:)7 e 7§M [ ]($)> (5) <R17 . ~7Rk3> 9

for any z € J5~H(R**u). Moreover, (Y1,...,Yi_dim K[u]_k> is a family of vector fields that project onto
Mj,,; and take values in ker n,,;. Since the Reeb vector fields Ry, ..., Ry project onto R, ..., Rk, the
vector fields &3, (z), ..., f\l/l[m Kiw (z) project to zero, and ker if, 1me Nker dif, m, = T2 (Kpz) by (2.5.11)

and (2.5.12), it follows that the pair (M), nj,) is indeed a k-contact manifold. O

The following example demonstrates the application of the k-contact Marsden—Meyer—Weinstein re-
duction theorem. Remarkably, numerous practical examples admit a related k-contact structure similar
to the one presented below.

Example 2.5.30. (Product of contact manifolds) Let M = M; x --- x M), for some one-contact man-
ifolds (co-oriented contact manifolds) (M,,n*) with o = 1,...,k. Let pr,: M — M, be the canonical
projection onto the a-th component M, in M. Then, (M,n = Zizl prin®*®e,) is a k-contact manifold
since rk(ker dn) = k, corank(kern) = k, and kerp Nkerdn = 0.

For simplicity, denote pr}, n® as n®. Additionally, suppose that a contact Lie group action ®“: G, X
M, — M, admits a contact momentum map Jg’; : My — g}, and each @ acts in a quotientable manner
on J;?:*l(RX/ﬂ) for each a =1,... k.

Define the k-contact Lie group action G = G1 X - -+ X G on M in the following way

O:GXM>3 (g1, gk, T1y. .., Tk) — (@;l(xl),...7<1>’;k(xk)) eEM.
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Then, g = g1 X --- X g is the Lie algebra of G and the associated k-contact momentum mapis given by

k
Ip M3 (2, mp) — » (0,...,3%...,0)@eq € g™
a=1
where J¥(x1,...,25) = J;};S(za) for o = 1,...,k and g* = g x --- x g; is the dual space to g.
Assume that p® € g} is a weak regular value of Jf]’f: M, — g} for each @« = 1,...,k. Hence,

n = Z’;Zl(o, co 1., 0) ® ey € g*F is a weak regular k-value of J?; and ® acts in a quotientable
manner on J;{;(RXku). Therefore, J:};_l(RXku) is a submanifold of M, where R**p = (R* %, 0,...,0)®
e1+--4+(0,...,0,R*uF) @ ep C g**.

By Theorem 2.5.4 there exists a unique and simply connected Lie group K[,; C G, whose Lie algebra
is E[#«] = keruﬂg[“], where E[“] = E[Ml] n- ﬂf[u ] ker p = ker,u n- ﬂkeru , and O] = O[] -Gk
Therefore, for z = (z1,...,zx) € Jp ' (R**u), the following relations hold

T, I (R p®) = Ty, My & -+ & Ta e ‘1(RX p) @ & Tay My,

T no

TP (R ) = Ty, I T RX ) @ - @ Ty, I5 T (R* )
kerng Nkerdny =Ty My @ - Ty, Mo1 ©{0} ® Ty, May1 @ -+ @ Ty, My,
To (Kjuejz) = Toy (G121) & -+ @ Ta, (Kopuo)®a) & -+ @ Toy, (Grn)

Ty (Kp) = Toy (Kipjzn) @ - © Top (Kypuryze) -
Then, immediately follows that
P X o\ -1 xk « o _
Toda (R*u®) = ToJp = (R*F ) + kernf Nkerdng + Ty (Kpyajz) | a=1,...,k,

and

k
Kx) ﬂ (kern? Nkerdn’ + T, (Kjue)) N TzJ;{;*l(RXu) ,

for every weak regular k-value p € g** and = € J;’;’l(RXku). Recall that, according to Theorem 2.5.29,
these equations guarantee that the reduced space Jp ~*(R** ) /K[, inherits a k-contact structure, while

_ 1_ k_
J:}; 1(RXI€M)/K[“] ~ J$1 1(RXPJ1)/K1[H1] X oo X J;{;k 1(RX‘LLk)/Kk[Mk] .
A

Based on Theorem 2.5.29, the following theorem presents the reduction of the dynamics given by

k-contact Hamiltonian k-vector fields.

Theorem 2.5.31. Let assumptions of the Theorem 2.5.29 hold. Let (M,n,J?;,h) be a G-invariant
k-contact Hamiltonian system. Assume that ®,,X" = X" for every g € K, and X" is tangent to
I~ R**w). Then, the flow Ff* of X! leave I3~ (R** ) invariant and induces a unique flow K§ on
I HR** ) /Ky satisfying

Ty o Fy = Kif 0wy,
fora=1,... k.

Proof. Since X" is tangent to J5 ~*(R** ) it follows that each integral curve F{* of X/ is contained within
Iy~ (R*Fp) for all t € R and o = 1,...,k. The assumption that ®,. X" = X", for every g € K[,
implies that X" = (X!',..., X}) projects onto a k-vector field Y = (Y7,...,Y%) on J?;_l(]Rka,)/K[u],
namely 7], X =Y, fora =1,....k. Since h € €>(M) is G-invariant, it gives rise to a function
hip) € €= (Tp 1 (R* )/ Kpy) satlsfylng Ty Piu) = i, h- By Theorem 2.5.29, it follows that (M), 7))
is a k-contact manifold, while Wf‘u]n[u] = ifL}W The Reeb vector fields, Ry,..., Ry, are tangent to
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J%”l(RXku) and they project onto Reeb vector fields, Rj)1, ..., Rk, on M. Then, for a =1,...,k,
one has

k
M A = dif h =i, (LX"dn + Z(Rah)na> bxcn iy, dn + Z ( < u]h)> UMUS

a=1
k

= Ixh W[*H] dn[“] + Z (Ra (ﬂ—ru]h[ﬂ])) 7r[*H]nﬁt]

k

= T[] (Lw[“]*thd??[u}) + ) (Z (7 Ra) hpp) n[u])

a=1

k k
= i (eydnp) + 7, <Z Ripjahip) 77[#]> = M <Lde[H Z (Blujah > 7
=1 a=1

and

bl = ~ifh = i () = 00 = T = T (. x0m) = T (em) -

Therefore, Y is a k-contact Hamiltonian k-vector field with respect to hy, € €°°(M,)), namely Y =
X", This completes the proof. O

Example 2.5.32 (Coupled strings with damping). Consider the manifold M = @©?T*R? x R? with
coordinates (q', ¢, p}, pb, p¥, p%, s, s%). The pair (M, n) is a two-contact manifold, where the two-contact
form is defined as

n=n'®e +n° ®ex = (ds' — pldg" — phdg®) ® ey + (ds” — p{dq" — pidg®) @ es.

The Reeb vector fields associated with ¢ and n® are R, = 0/9s' and R, = 0/9s”, respectively. Define
the Lie group action

b R2 x M > ()\17)\2;q17q27p§7pt27pfapgvst7sm) — (ql + )\27(]2 + A2vpivpt27pf7pgastvsx + )\1) eM.

This action is a two-contact, free, and proper Lie group action. Its fundamental vector fields are

0 0 0
1 = —_— 2 = =— —_—
fM—asw, §u 6q1+8q2'

The two-contact momentum map Jy: &% T*R x R? — (R?)*? is then
Jp:M3yr—p=p' Qe +p* ®ex = (0,—pf —ph) ® e + (1, —pf —p5) ® ez € (R?)*?
Recall that for any y € J%’_l(szu), one has
Ty g {(R*2p) = {vy, € T,M | T, Iy, (v,) =Xap®, Ao €R*, a=1,...k}.
Fixing pt = (0,0) ® e + (1,0) ® ea € g*2, it follows that J?fl(]R“u) is a submanifold of M given by
I (R Pp) ={ye M | pi=-ph, pi=-ps}
with

0s®’ Ost” Oq'” 0q?’ Opt  Op%’ Opt  Oph
The element p € (R?)*? is a weak regular 2-value of J f; but not a regular 2-value. Since ker pu = (¢2) and
Oy = (€1,€2), it follows that b =kerpNgp, = (€2), and thus

7] 0
) = (3 + 5
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Moreover, one has
b =kerp' Ngn = (€4, €2) £, =kerp® Ng,e = (&%)

and

Ty 1 rx,HN=( <L ¢ ¢ 9 9 9 9 9
vIni (R0 <3sz’8st’8q1’8q2’8p”f’8p§’8p§ Bpt2>’
o o0 o0 9 0 g o0 0
TJ@*lRX2:77777_777
vInz (R744) <8sm’8st’3q1’8q2’8pﬂf 3p§’3p§’3p5>’
0 0 0 0 0
) = (e Fag) - T = (5 o)
o o0 0 . - o 0 0
kern;ﬂkerdn;=<asz,8pf,%> ) kernyﬁkerdny:<ast,m,apt2> .
Finally, for each y € J7~(R*?p), condition (2.5.11) holds since

ker 77; N ker dﬁ; + Tny;*l(R“u) + Ty (Kpayy))
_[(9 9 9o\ /o0 9 0 0 9 9 9 090N [0 O 0
~ \0s®’ Op’ Ops 0s®’ Ost” Oq'” dq?’ Opt  Op%’ Opt  Oph 05’ 9qt  Oq?
- -z T :TJfb—lel
681"’ (95“ 8q178q23 8]9%7 apga 8]93 ap3> Yynl ( M )ﬂ

and

kern Nkerdny + T, Jp~ (R*?*p) + Ty, (K.2)y))
_[(02 0 OoN /06 0 9 0 0o 9 0 90N [0 9
~ \Ost’ Opt’ Op} 0s*’ Ost” 0q'’ dq?’ Opt  Op%’ Opt  Oph dqt  0¢?
- . = Z 2 _ 2 T _Z N1 JP-1(RrR*2,2).
ds®’ Ost’ Oq'’ 0q?’ Op?t 8p‘§’8p§’8p3> vIna (R7547)
Similarly, condition (2.5.12) holds because
(kern!, Nkerdnl, + Ty (Kpapy)) N (kernd Nkerdn? + Ty (Kp2jy)) N TyJp (R p) =
_(98 9 6 6 9N /6 8 9 84 &
~\0s®’ OpF’ Opt’ Ot Oq? dst’ Opl’ Opt” gt O¢?
g 9 9 9 9 ¢ 9 ZN_1 (K
957’ Ds' 0q" O’ Op s’ O ap5> v (Kw),

for any y € J?;_l(szu). Consequently, Theorem 2.5.29 ensures that the quotient manifold M, =
(Tp 1 (R*2p) /K, M) is a two-contact manifold with

1 1
Ny = U[tp] e+ nﬁd R eg = (dslt — 2ptdQ) ®er + <d5z - 2p“’dq> ® ez,

where (¢ :=¢' — ¢*,p" := p} — ph, p* := pf — p§, s', s™) are local coordinates on M, ~ R5.
Consider now a system of coupled damped strings with a Hamiltonian function h: M — R of the

form

1
h(qla q25p§ap§apfyp§7 Sta SI) = 5 ((pi)Q + (pg)2 - (pT)Q - (pf)2) + C(ql - q2) + ,-Yst’
where C(q! — ¢?) is a coupling function between the two strings. The dynamics on (M, n) is given by the

two-contact Hamiltonian two-vector field X" = (X}, X*) € X2(M), whose local expression is

0 0 oC 0] oC 0 0
Xh P t T t o t T T
t =D aq" ) EIE + ( g P1 Gzl) ot + (8(1 VP2 1:2) aph "‘thiapgf
INe 1((Pt)2+(pt)2 —(p1)* = (5)*) = Cla) —vs' — g3 9 +9””76
t2 apg 2 1 2 1 2 T 68t t (935” 9
0 0 0 0 0 0 0 0
Xh — Ttz T t t a: T t x
T P 8q1 b2 8(]2 + Gzl 8])5 + Gx2 aptz + G£1 8p;f + Gx2 8}?% + 9z st + 9z ds™ )
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with arbitrary functions GZ%,, G%,, GL,, G5, G¥,, G, g%, g7, g on M.

According to Theorem 2.5.31, reduction onto M, = Jp~*(R*?p)/K], requires X" to be tangent
to Jp~H(R*2p) and G-invariant, i.e. ®,,X" = X" for every g € R?. Therefore, assume that all these
arbitrary functions are R2-invariant and satisfy

T x T T t
zl — _Gw2’ th - T Y2 Gwl

= -Gt,.
Then, X" takes the form

o 9 aC o 0 o 0
h _ t I _ et t x Sz Y T I
X = <3q1 3612) (3q Tt Gﬂ) (3;03 3195) G <3pgf 5‘p"§)

+ ((1)* = (1)> = Clq) — vs" — g2) 55 T g

0 0 0 0 0 0 0 0
h __ [ Y Y t I x I
Yo =P (3q1 5612) * G (8293 8p§> TG <5pi” 81)%) g 9 g

for any point y € J;{;_l(R“u). Applying Theorem 2.5.31, the reduced two-contact Hamiltonian two-
vector field X, = (Xth“‘],Xg“‘]) on M, reads

9 aC 8 (1 .\ 0 9 )
Xth“‘]:ptaq—(26+7 +2G2 )at ( (i —p2)— C(q)—vst—gé’ﬁ)a + Gt18x+gtax’

- RS N NPT
8 zlat mlaT gmaf gmarv

where G%,, GL,, G¥, g%, g¥, and gm are functions on M|, coming from the G-invariant functions without
tildes on M and hy, is the reduced Hamiltonian function on M, given by

(") + (»")?) + Clg) + s

A~ =

hi =

The two-vector field X" is integrable when [X}', X/] = 0. To guarantee the integrability, consider the
restriction to the submanifold N := {y € M | p{ =0 = p5} C J5~'(R*?p). Additionally, assume that
the functions GZ%,, G%,, g% are constant, while G, GL,, G¥,, G%, g¥, g%, vanish. Under these assumptions,
the two-contact Hamiltonian two-vector field X" on NNV gives rise to the following Hamilton-De Donder—
Weyl equations on N (note that these are not exactly the Hamilton—-De Donder—Weyl equations since N
is not a k-contact manifold)

ot _ 9 _ dq* . dq? .

2 — P 2 ~ P2 87:_1:0’ oz —py =0,
ot aC . C ., o,
E: 8q ’YP1 xl :—afq—%lh o _—Fq—W’Pu

oy, oC ., . aCc ., op5 oC

= — — — G = —— — _— = — — .
By combining the above equations, one obtains the following system of PDEs

0%q" d¢'  oC ?q* 5‘q +%
12 ot T aq° oz~ ot T ag -

This system describes two coupled, damped, vibrating strings constrained to the submanifold N.
Furthermore, the integral sections of the reduced two-contact Hamiltonian two-vector field X"l
restricted to 7, (N) = {7, (y) € M, | p* = 0}, lead to the following system of PDEs

dqg dqg .
a9t =P 5~ P =0,
opt oC ¢ o oC . Op® 80
et S Y —2G%, = —2— B SR J
5 34 +p" - 2G%, 34 +p - 34 +pt.
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Consequently, this system reduces to

ot oC 0%q Oq 260

o P "¢ T e et “agr

which represents the equation of a single damped vibrating string with an external force acting on it,
constrained to j,)(N). A

Example 2.5.33. Consider the manifold M = R® x R® with
n=n'"®e +1°®es = (ds1 — z2dz1 — 24dz3) @ €1 + (ds2 — yodyr — yadys)

where (11,...,24, 81,91, - -, Y4, S2) are linear coordinates on R'°. Since, each pair (R®, n®) is a one-contact
manifold with local coordinates (z1,...,24,$1) and (y1,...,ya, s2), it follows from Example 2.5.30 that
(M,n) is a two-contact manifold.

Consider the vector fields on M of the form

0

51_7 2 0 3 0 0
M_asg’ M

_— = — 4+ .
O3 Sr Oy1  Oys

These vector fields are generated by an abelian three-dimensional Lie group acting via translations on M
and leaving 1 invariant. This Lie group action acts in a quotientable manner on M. The corresponding
two-contact momentum map J?;: M — (R3)*2 reads

J?;: M > (x17"'7$4a817y1a"'7y45$2)
— pt @ e+ 1’ ®ex = (0, —14,0) @ e1 + (1,0, —y2 — ys) @ ez € (R?)*?.
Choosing pu = (1,0, —1) ® eg, it follows that
I R Pp) ={z €M | 24=0, yr+ys=1}

and

T,y I R*2yy = (2 9 0 0 9 9 9 9 9\
n 881 8331 81'2 8563 882 8y1 6y2 0y4 8y3
Moreover, t,,) = (£2,&' + &%), By Example 2.5.30, both reduction conditions (2.5.7) and (2.5.8) hold.
Introducing the following change of coordinates

1 1
azg(yl+y3+52), ﬁ=§(y1+y3—282),
Zo = Yo + Y4, zZ3 =Y1 — Y3, 24 =Y2 — Y4,

while (s1, 22, 22, T3, 24) remain unchanged, one has
J;};*l(szu) ={zeM|z4=0, z=1}
and

g 0
Ty (Kpz) = <3x38a>

for any = € Jp~!(R*?p). Hence, Theorem 2.5.29 implies that (Jp 1 (R*?u)/K, ~ RS, np,)) is a two-
contact manifold with

3 1
My = T][lu] ®e + 77[2u] ® eg = (ds; — zodz1) ® e + (—2dﬂ - 2Z4d23> @ es.

The corresponding reduced Reeb vector fields are given by

2 9
Rz =—353-

R[M]l - 308

881 ’
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Example 2.5.34. The following example presents the one-contact reduction for the spherical cotangent
bundle of a Riemannian manifold. Let (Q, g) be an n-dimensional Riemannian manifold and let 0 denote
the zero section of the cotangent bundle 7g: T*@Q — Q. Consider the action of RT = {z € R | z > 0} on
T*Q — 0g defined by

¢: (s,a) ERT x (T*Q — 0g) — ¢s() :=sa € (T*Q — 0g) .

This action gives rise to an Rt-symplectic principal bundle 7: (T*Q — 0g) — (T*Q — 0g)/R*. The
canonical symplectic form on (T*Q — O¢g) is one-homogeneous with respect to ¢. Hence, the quotient
manifold (T*@Q — 0g)/R* is diffeomorphic to the spherical cotangent bundle given by

S(T*Q) = {oz eT*Q | Vyla,a) = 1},

where ¢ also denotes the corresponding metric on T*@Q. Furthermore, (S(T*Q),n = i*01+q) is a one-
contact (co-orientable contact) manifold, where i: S(T*Q) — T*Q is the inclusion and Or+g is the
Liouville form on T*@, for more details see [16, 66].

Consider now the case @ = G, where G is a finite-dimensional Lie group. A Riemannian metric on
T*G can be defined using the Killing form x on g, which can be extended to a Riemannian metric on G via
left multiplication. Once having the Riemannian metric on G, this metric induces a Riemannian metric
on T*G through the canonical isomorphism between TG and T*G. Recall that the left multiplication
L: (g,h) € G x G+ Ly(h) = gh € G gives rise to the trivialisation of T*G in the following manner
Aiag € T*G — (9, T;Lg(og)) € G x g*. Therefore, the lift of the Lie group action L to G x g* is given
by

U: (h;g,9) € Gx (G xg*)— (hg,¥) € G x g*.

Then, ¢: (s,9,9) € RTXGx (g*—0g+) — (g,59) € Gx(g*—0g+) and (S(T*G) =~ G xSg*,n = i*r+¢)
is a co-orientable contact manifold. Since W, is fibrewise linear, it follows that ¢ o ¥, = ¥, 0 ¢, for
any s € Rt and g € G. Consequently, ¥ induces the Lie group action ®: G x (G x Sg*) — G x Sg*.
Additionally, ®;n = 1 since ¥ fr+g = 1+ for every g € G.

Then, the contact momentum map
J7: (9.[9]) € G x Sg* — Ad; 1 [V] € g*
induces the map
TP . * * *
Jy (9,[9]) € G x Sg* = [Ady-.9] € Sg”.

Then, for some g € (g* — Og4-), one has j:]b’l([u]) = JP (R p)', where
Ty (u)) = {(9: W) € G x Sg” | [Ad; 9] = [u]} -

By Example 2.5.30, conditions (2.5.11) and (2.5.12) hold automatically when k = 1. Consequently, by
Theorem 2.5.29, the pair (J;>~*([11])/ K[, 7)) becomes a contact manifold, where 1, satisfies

U = T M

with i, : j;f_l([u]) — G x Sg* being the natural immersion and 7, : (Z;I’_l([u]) —>j;,1>—1([u])/KM being
the canonical projection.

It is worth noting that this construction recovers the contact Marsden-Meyer—Weinstein reduction
for spherical cotangent bundles. Previous studies [55, 56] employed Willett’s reduction, which requires
the technical assumption kerpu + g, = g [150]. In contrast, Theorem 2.5.29, for k& = 1, provides a
more general framework for the Marsden—Meyer—Weinstein reduction of co-orientable contact manifolds,
including spherical cotangent bundles.

INote that it is considered R* instead of RT. However, in the contact co-oriented case, this distinction is irrelevant, for
details see [70]
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2.6 Comparison with previous contact reductions

This section analyses the relations between several previous contact reduction theories [4, 70, 150] and
the one-contact reduction introduced in the previous section. The contact Marsden—Meyer—Weinstein
reduction has been extensively studied for many years [4, 70, 150].

First, the correspondence between line symplectic principal bundles and contact manifolds is recalled
[70]. Then, after commenting on Albert’s contact reduction [4], Willett’s approach is analysed (see
[150] for a comparison between Willett’s and Albert’s reductions). This section focuses on the contact
reductions developed by Willett [150] on the one hand, and K. Grabowska and J. Grabowski [70] on the
other. In particular, the reduction subgroup in the main contact reduction theorem in [70] is revisited
and corrected.

Some fundamental notions from contact geometry are recalled, as they are required to understand the
relationship between contact and symplectic manifolds, as well as the reduction procedure itself.

A contact manifold is a pair (M, C), where M is a (2n + 1)-dimensional manifold and C is the contact
distribution, i.e. a mazimally non-integrable distribution with corank one on M. In other words, a contact
distribution is a distribution C on M defined around any point x € M by C|y = kern, for some n € Q(U)
and an open neighbourhood U 5 x so that n A (dn)™ is a volume form on U. Then, 7 is called a (local)
contact form. A contact manifold (M, C) is co-oriented if it admits an associated contact form n € Q' (M)
defined globally on M. A co-oriented contact manifold is denoted as (M,n). According to Definition
1.4.22, a k-contact manifold retrieves a co-oriented contact manifold for K = 1. A diffeomorphism on
M that preserves C is called a contactomorphism. A symplectic R* -principal bundle is a triple (P, ¢,w),
where P is an R*-principle bundle 7: P — M relative to the Lie group action ¢: R* x P — P and
w € Q%(P) is a one-homogeneous symplectic form.

Within this section, pairs (P,w) and (M,n) denote a symplectic and contact manifold, respectively.
The following theorem (see [69, Theorem 3.8]) shows the relation between contact distributions C and
symplectic R*-principal bundles.

Theorem 2.6.1. There is a one-to-one correspondence between contact distributions C on M and sym-
plectic R* -principal bundles over M. In this correspondence, the symplectic R* -principal bundle associ-
ated with C is (C°)* C T*M, where C° denotes the annihilator of C.

2.6.1 Previous contact reductions

The first contact Marsden—Meyer—Weinstein reduction, restricted to only co-oriented contact manifolds,
was introduced by C. Albert in [4]. In his construction, the reduced manifold depends on the choice of
a contact form within its conformal class. Indeed, the contact distribution C = ker 1 remains unchanged
when 7 is multiplied by a non-vanishing function. The problem of the dependence on n was solved by
C. Willett in [150]. However, Willett’s reduction requires the assumption ker yu + g, = g, where g,, is the
Lie algebra of G, = {g € G | Ad;,lu = p}. The condition is not always satisfied, and there exist many
cases when it fails (see [150] and the example in forthcoming Subsection 2.6.2).

More recently, a contact Marsden—Meyer—Weinstein reduction for general contact manifolds was de-
vised in [70]. The new approach relies on the one-to-one correspondence between contact manifolds and
one-homogeneous symplectic line bundles, while the contact quotient remains essentially the same as in
[150]. Indeed, both contact reductions [70, 150] rely on the same Lie subgroup K, C G with Lie algebra
¢, := ker £N g, and the reduced contact manifold is of the form J?~*(R* u)/K,,. However, the approach
in [70] is claimed to work when ker pt + g, # g. As explained in Subsection 2.6.2, the contact reduction
theorem presented in [70] requires the modification of the reduction group. This necessity becomes evi-
dent in the case ker y14-g,, # g and arises from a common mistake in Marsden-Meyer—Weinstein reduction
theories, namely, the incorrect determination of the orthogonal complement.

Willett’s results originally concerned rather reduced contact orbifolds, where an orbifold is a gener-
alisation of manifolds obtained as a quotient by discrete groups [3, 145]. In the present setting, atten-
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tion is restricted to manifolds by assuming that Jff ~1(R* ) is a submanifold and the Lie group action
®: K, x M — M acts in a quotientable manner on J;?~!(R* 1) ensuring that J;> ~*(R* u) /K, is a man-
ifold. In particular, Willett guarantees that J;7~!(R* ) is a submanifold of M by assuming that J; is
transverse to R*y [150]. However, it is sufficient to assume that p € g* is a weak regular value of J,;D .
The proof of the following theorem can be found in [150, Theorem 1].

Theorem 2.6.2. Let (M,n, J:]D) be a co-oriented contact Hamiltonian system, let € g* be a weak
reqular value of J:,I), and assume that ®: G x M — M acts in a quotientable manner on Jf‘l(RXu) with
kerp + g, = g. Then, (J,?_l(RXu)/KN,nM) such that m;n, = i,n, is a co-oriented contact manifold,
where iy, TN R p) — M is the natural immersion and m,: JY T (R p) — JP N (R p) /K, is the
canonical projection by the Lie group K, with Lie algebra €,,.

Meanwhile, the contact Marsden—-Meyer—Weinstein reduction introduced in [70] allows one to reduce
every contact manifold. Theorem 2.6.3 presents the Marsden—Meyer—Weinstein contact reduction from
[70, Theorem 1.1]. The definition of transversality of a submanifold N to a contact distribution C used
in [70] amounts to T, N ¢ C, for every z € N.

Theorem 2.6.3. Let (M,C) be a contact manifold with a symplectic cover 7: P — M, let ®: GxM — M
be a contact Lie group, and let J*: P — g* be an exact symplectic momentum map associated with the
lifted Lie group action &:Gx P — P. Let € g* be a weak regular value of J® so that the simply
connected Lie subgroup K, of G, corresponding to the Lie subalgebra

., ={{ €kerp|adgpu =0}

of g, acts in a quotientable manner on the submanifold T(J?{;*I(Rxp)) of M. Additionally, suppose that

T (T(J‘D_l(]RX,u))> is transversal to C. Then, one has a canonical submersion

(TP R ) — (TR )/ Ky,

where (T(J&;*l(RXu))/KWCIJ is canonically a contact manifold equipped with the contact distribution
C,:=Tr (c nT (T(J?{;*I(qu))/f{#)).

2.6.2 Correcting previous literature

Theorem 1.1 in [70] does not require the condition ker i + g, = g. However, as shown in [150, Example
3.7], if ker u + g, # g, the reduced manifold J,‘f‘l(RXu)/KN may fail to be a contact manifold, which
indicates a potential mistake in [70, Theorem 1.1]. The problem in [70, Theorem 1.1] is that the Lie
group performing the reduction is not properly calculated, and should coincide with the expression (2) in
Lemma 2.5.6. More precisely, in the proof of [70, Theorem 1.1], the expression for the kernel of the reduced
homogeneous symplectic form w on the submanifold J;D 71(qu) contains a mistake in the calculation
of the symplectic orthogonal. The issue is clarified in detail through a relevant example adapted from
Willett’s construction in [150].

Consider the contact manifold (M := T*SLy x R,n = dt — 0), where ¢ is the canonical variable on R
and 6 is the pull-back of the Liouville form on T*SLy to M.

The canonical identification is of the form

199 € T*SLy — (g,L;ﬁg) € SLy % 5[;7

where L, is the left multiplication in SLy by g. The Lie group action R: (g,h) € SLa x SLy — hg~! € SLy
lifts naturally to a Lie group action of SLy on T*SLy x R ~ SLy X s[5 X R given by

®: SLy x (SLa x sl3 x R) 3 (g; b, 9,t) — (hg™', Ad; 19, t) € SLy x sl5 x R.
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Since R is a free Lie group action, the fundamental vector fields associated with ® span a distribution
of rank three on SLs X s[5 x R. Moreover, since @ is a lift of R, it leaves invariant both the tautological
one-form and the canonical symplectic forms on T*SLs, as well as their lifts to M. Consequently, ¢ is a
contact Lie group action of (M, n). The canonical isomorphisms of s[5 ~ T ,sl; for every u € sl3, together
with the trivialisations T*SLy ~ SLy X s[5 and TSLg ~ SLs X sl via left group multiplications give the
following decompositions

T(gT*SLa = T,SLy & T,sl3 =~ sl @ 51, £y T7SLy & TiSLy @ Thsly o sl @ sl .

Then, the tautological one-form is of the form 6, ,)(v,9) = (u,v), for (g,u) € SLa x sl; and every
(v,9) € T(g,)T*SLy. Alternatively, 6 = Z?zl A\ifit , where A1, A2, A3 are the coordinates of sl lifted to
T*SLy according to the diffeomorphism T*SLy ~ SLy X sl3, while 7% are the pull-back to T*SLy of the
left-invariant one-forms 1% on SLs whose values at Id € SLa coincide with the corresponding coordinates
of s[5. This yields an Ad*-equivariant contact momentum map associated with ® given by

Ji o M~ SLy x sl5 x R 3 (g,9,t) — 0 € sl
Consider the standard basis of sly of the form
wefan (s ) em(34) - (28).
with commutation relations
[€1,62] = 22, €1, &3] = =23, [€2,83] = &1
Let sl = (u', 42, u®) be the dual basis to {¢1,&a,€3}. Then,
TP R ) = {(g,9,t) € M | J(g,0,t) = Ap®, A € R*} ~ SLy x R*p® x R

is a five-dimensional submanifold of M. Since the vector field 0; is tangent to Jg’ “LR*p3) but it
does not takes values in C at any point, it follows that Jg”l(RXu?’) is transverse to C(y ) for any
(9, m,t) € JT~H(R* ). Furthermore, one has

adzl,ul =0, audzlu2 =2u?, adzl/f’ =243,
adg,ut = p®, adg, u® = —2u" adg,pu’® =0,
adzg,ul = —u?, adzg,u2 =0, adzs,u?’ =2ut.

Then, the above relations yield

kel",Uf?) = <€17§2> , gus = <§2> s E,u?’ = gu3 N kerMB = <£2> .

The restriction of ® to the action of K,s on Jg’ “L(R*3) is free. To verify that ® is proper, consider
the Bourbaki definition of properness using the shear map. Let A C JS_I(RXMB) X Jg’_l(RXM?’) be a
compact subset. Since Jg’ _1(£RX ©?) is metrizable (every smooth manifold is), A is sequentially Eompact.

The idea is to prove that ®~1(A) is sequentially compact relative to the induced shear map ®: K us X
IR ) - JEURA ) x JELR* D).

Take a sequence (k;,x;) in ®71(A). Then, the sequence (z;, ®(k;,x;)), which lies in A, admits a
subsequence of points (4, ®(ka, Zo)) that is convergent in A. Therefore, (z,) and (®(kq,z4)) converge
to some z,y € J7 71 (R* ii?), respectively. Moreover, (z,y) € A C JY~H(R*p®) x J~H(R*pi?). Using the
diffeomorphism M = T*SLy x R ~ SLy x s[5 x R, it follows that (z4) = (ga, Vasta)s ¥ = (9y, ¥y, ty) and
& = (gz,Ys,ts) in a unique manner. Then, (gok;') and (g,k; ") tend to g,. Since K s is of the form

1 A
o= {ru= (5 ) rex),
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and acts freely, it yields that (k,) must tend to an element § = g;'g, in K 3. Thus, (z, ®(d,z)) € A and
(K, ) converges to a point in ®~1(A), which makes the restriction of ® to K,s x JPHR* p?) to be
proper.

To be in a setting of Theorem 2.6.3, consider the trivial symplectic R*-principal bundle 7: R* x M —
M with P =R* x M. Then, w € Q?(P) is of the form w = d(s7*n) = df, with s € R*. By construction,
w is a one-homogeneous symplectic form relative to

¢ R x P> (X\s,2) — (As,z) € P.

Since the Lie group action ®: SLy x M — M leaves the contact form 7 invariant, its lifted Lie group
action ®: (9;8,2) € SLy x P+ (s,®(g,z)) € P, leaves the s coordinate invariant, is free, proper, and
exact symplectic relative to § = st*n. Moreover, ® gives rise to an Ad*-equivariant exact symplectic
momentum map Jg’: P — 505, defined as in Definition 2.5.2 for k = 1, of the form

Jg;: P> (s,g,0,t) — —s9 €sl;.
Then,
TEVR ) = {(5,9,9,1) € P | Jg(5,9,0,8) = i, 5 €RX} 2 R x SLo x R*pid x R,

is a six-dimensional submanifold of P. Therefore, all the assumptions of Theorem 2.6.3 are satis-
fied. However, J;~'(R*u?)/K s can not be a contact manifold since it is four-dimensional. Likewise,

Jg’ -1 (R*1%)/K 5 can not be a symplectic manifold since it is a five-dimensional manifold. Consequently,
Theorem 2.6.3 fails.

One of the problems of the Marsden-Meyer—Weinstein contact reduction in [70] is the expression
X(wpy) = 8% + x(w) [70, p 2831]. In the present notation, this expression boils down to

ker g, w = Tp(Kup),  Vp € Jy— (R*p), (2.6.1)

where jp,: ngfl(RXu) < P is the natural embedding, J(;‘I; is the exact symplectic momentum map
associated with the Lie group action ®: G x P — P induced by the initial contact Lie group action
®: G x M — M on the contact manifold (M,C), and K, is the Lie subgroup of G with Lie algebra
gg = ker 1 N g,,, where g, is the Lie algebra of the isotropy subgroup of the coadjoint action of G on g*
at u € g*. Note also that /g\g represents the fundamental vector fields on P related to the Lie algebra gg,
which is denoted by £, in the introduced notation. It is worth recalling now that since the R*-bundle

action commutes with Jg’ , one has that K,/ is the same for every p’ € R*p.
To justify why (2.6.1) does not hold in general, observe that

~ ~ Lo
ker g, jw = TJy HR*p) N (TJg)_l(RX,u))
Assume for simplicity that p' = J;{; (p) # 0. Then,

Tpdy (R p) = TpJg = (1) © (V)

where V denotes the Euler vector field of the R*-principal bundle 7: R* x M — M. Since tyw = 0, it
follows that

~ ~ 1o ~ ~ Lo
T,J2 (R ;1) N (T,,Jg’*l(RXu)) = (T, J27 (1) @ (V,)) N (TpJgP*l(ﬂ')) Nker, .
From standard Marsden—Meyer—Weinstein symplectic reduction theory presented in Section 2.1, one has

T, (R 1) N (ijffl(RXu)) " (T,,JE*(,/) & (V) 1Ty (Gp) N ker 6. (2.6.2)
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Assuming that T(7(Jy "' (x'))) is transversal to the contact distribution C, as done in [70], essentially

(]
bundle to J3' ' (R* 1), and hence T7(Jy ' (1')) C C, contradicting transversality.

ensures that V, ¢ ker ]E‘M]wp. Indeed, if V,, € ker 57 ywp, it follows that tyw = 0 vanishes on the tangent
This observation, however, does not justify the identity x(w,) = ﬁg as in [70], where x(w,,) represents

the kernel of the restriction of w to J; ~'(R*u). In other words, according to [70], it follows that

~ ~ 1o ~
T, JE L (R* ) N (T,,ng—l(Rm)) = T,J2 (1) N T, (Gp) Nker 6, = T,(K,p),

which is not correct in general. The intersection with a direct sum is not the direct sum of the intersec-
tions in general, and the transversality condition on 7(Jy ~'(u’)) assumed in [70] does not change that
fact. Moreover, the Lemma 2.5.6 shows that there may be fundamental vector fields of ® tangent to
TpJf_l(]RXu) that are symplectically orthogonal to it, but are not tangent to any T,,Jg’_l(u’), e.g. the
fundamental vector fields related to ker p N g[,) not belonging to ker N g,,.

To clarify the above arguments and illustrate the mistake, consider the following counterexample.

Note that both 9, and 9; are tangent to Jy' ~'(R*p?). Taking into account the form of w, it turns
out that

_ _ i
TpJg)il(RXMg) N (TpJg)*l(RXu?’)) C ker*nNkerds.

The fundamental vector fields & p and &p are tangent to Jg’_l(RX;ﬁ), satisfy &1p A &p # 0, and
w(&1p,&p) = 0. Hence, in view of (2.6.2), it follows that

I R 0 (T3 ) 5 (r)ar () # To(ep) = (Ear(p)

for any p € Jy ~*(R* u®). Therefore, the claim (2.6.1) is incorrect, and Theorem 2.6.3 from [70] fails in
this case. In contrast, Lemma 2.5.22 implies that

I R 0 (T ) = () o () = Ty (KGpep).

for any p € Jy ' (R*p?®), where K2 as defined in Proposition 2.5.4. Since [70] assumes that the

symplectic orthogonal to TJf 1 (R*u?) must be included in the isotropy group G u8, the authors did not
notice that & p is missing in (2.6.1).

A corrected version of Theorem 2.6.3 could be stated as follows, and the proof is analogous to the
original provided in [70] once the required symplectic orthogonal is corrected.

Theorem 2.6.4. Let (M,C) be a contact manifold with a symplectic cover (P,0) and 7: P — M, let
®: Gx M — M be a contact Lie group action, and let J(;I’: P — g* be an exact symplectic momentum
map associated with the lifted Lie group action &:GxP— P. Let 1€ g* be a weak reqular value of Jgg
so0 that the connected Lie subgroup K, of G, corresponding to the Lie subalgebra of g given by

b ={¢ €kerp|adgpu A p =0},

acts in a quotientable manner on the submanifold 7(J3 Y(R*u)) of M. Additionally, suppose that
T[r(Jy " (R*u))] is transversal to C. Then, one has a canonical submersion m: 7(Jy *(R*u)) —
T(Jg’_l(RXu))/K[H], where (T(Jg_l(RXu))/K[H],C[MO is a contact manifold with

Cpyi="Tr (CNT (T(Jg_l(RXu))/K[M]D .

The authors of [70] also distinguish the specific case when p = 0. This case is included as a special
case of the present framework. If y = 0 then kerpy = g and K[,) = G, so the reduced manifold is
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T(Jg_l(())) /G. In the co-oriented setting, this was already known to be a reduced co-orientable contact
manifold as shown in [98, 104].

There is another reason that illustrates that the reduction Lie group in [70] should be changed.
Suppose that p € g* is a regular value of J;I’. If ker p + g, # g, then g, C ker 4 and dim G, = dim K.

If G, acts in a free and proper manner on Jy ~'(u), one has that dim J;' ~*(u)/G, = dim J3 () —
dim G, = 2¢ for some ¢ € N due to the symplectic reduction theorem 2.1.8. For p # 0 and assuming the

transversality of Jg; relative to Ry and dim J;' ' (R* y) = dim Jg_l(u) + 1, one gets
dim JEVR* ) /K, = dim JE (1) + 1 — dim G, = 20 + 1,

This is a contradiction, as Jé{;*l(RXu)/K# must be even-dimensional for (T(Jg;*l(RXu))/K#,nﬂ) to be
a contact manifold.

2.6.3 Comparisons to previous contact reductions

This section demonstrates through simple examples that the one-contact Marsden—Meyer—Weinstein re-
duction Theorem 2.5.29 method applies, where the contact Marsden-Meyer—Weinstein reduction ap-
proaches from [4, 150] do not. The method is also more general than the one in [70], since some of the
technical assumptions required there fail in the examples below, as explained in the previous Subsection
2.6.2. Furthermore, the examples clearly illustrate that the Lie group used in the reduction in [70] must
be modified.

Example 2.6.5. Consider the contact manifold (R7,n) with
n =dt — xodx1 + x1drs — v4dx3 + gds .
Define a contact Lie group action of G = GLy ~ SLy X R on R7 of the form
®: G xR 3 ((g,\);t, 21, T2, 13, 24, 5, T6) — (L, (x1,22)g" , 3, 24,75 + N, 26) € R,
where g7 is transpose of the matrix g € SLy. A direct calculation shows that <I>’("97A)77 = g for every

(g,A\) € SLy x R. A basis of the fundamental vector fields related to ® reads

0 0
194M:87

Yy = T2 57—, Yo = 21 5—, U3pm = T15— — T2 -
5

(9.1‘1 8.%‘2 81‘1 67.1’2 ’
Let gly = (u', 52, 0, n*), where {f', i, %, i*} is the dual basis to the basis {91, 9, 93,94} of gly ~
slo & R with non-vanishing commutation relations given by
[U1,02] = U3, [01, 93] = =291, [P2, V3] = 205.

Then, the contact momentum map J;* : R” — gl3 in the basis {i*, %, 4°, i*} reads
J;’I)(x) = (L191M77($>7L192M77(x)7 L193M77($>) = (—SC%,.T%, —2.’1715(}2,.%'6) € g[; :
Fix u = 1% € gl5. Then,
Jf:]b_l(RXﬁ2) = {$ = (t7$1,$27$3,$4,.’1}5,$6) S R7 | Ty = Tg = 07 T 7& 0}

and o o o0 0 0
TP TR ) = = 55— 55— ) -
vly(RTE) <3t’ Ox1’ Ox3’ Oy’ 8x5>

Moreover, ker fi2 = (91,93,74), 95 = (91,04), and gy, = (91,03, 94) since adjs? = 0 for every ¢ € gl

(2]
and
adglﬁl = 2.3, ad:;Qﬁl =0, adjgsﬁl =o',
ady i° =0, ady, i* = 25, ady, fi* = =207,

ad§1ﬁ3 = p2, ad;‘;Q/j?) = _ﬁl ) adggﬁg =0.
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Consequently, EP =ker i? N 95 = (91, 34) and E[;;z] = (¥1,¥Y3,74) yield the following
TI(KEQJJ) = <191M(.13),194]\/[(33)> and Tx(K[;z]l‘) = <191M(.%‘),’L93M($),194M(.13)> .

The condition required by Willett’s contact reduction [150], namely ker % + 9 = gl, is not satisfied,
making his results inapplicable. Attempting the contact reduction introduced in [70], one gets that the
assumptions of Theorem 2.6.3 are not satisfied, since ;s restricted to Jf7I> ~1(R*p?) vanishes and the
associated action of K~, is not free on it. Nevertheless, the remaining assumptions are indeed satisfied.
In particular, J;?~*(R* %) is transversal to the contact distribution and 42 € gl is a weak regular value
of the exact symplectic momentum map obtained by lifting J;* to R* x R”.

Applying Theorem 2.6.4 shows that the quotient with respect to K 2 yields

o 0 0
P—1 X ~2 N ~ P—1 mpx~2 o =(Z <2 Y
T U R T (B )] = T BT (K gt) = (0 e )
and (JP~H(R*p?) /K ) 77[;2]) becomes a three-dimensional contact manifold with

77[’;;2] =dt — I4d$3 .

This example can be slightly modified to illustrate that the reduction group in [70] is incorrect.

Example 2.6.6. Consider the restriction, ®, of ® to the action of the Lie subgroup

B M0
Hsz_{(< N 1/M ),)\) | M eRy, X €R, )\GR}

on R7. Then, ® is Hamiltonian with respect to the contact form given above, and the new contact
momentum map Jflb/: M — (hy @R)* is

J7(7I>/ (.’17) = (L192M77(x)7 L193Mn(x)? L194A177(x)) = (:L‘%, —2x132,76) € (h2 ®R)".

Consider (hy @ R)* = (12, 1%, i*), where {fi%, %, fi*} is the dual basis to the basis {2, 93,94} of hs DR

with a non-vanishing commutation relation
[92,13] = 205 .
Fix u = 1% € (h2 ® R)*. Then,
J:]I)/*l(RXﬁQ) = {z = (t,x1, 72, 23,24, 75,26) ER” | 23 = 26 = 0,2, # 0}

and

, o 9 o8 o 9
d'—1 X ~2Y\ - = T
Tady (R ’“‘)_<at’ax1’ax3’ax4’ax5>'

Moreover, ker i2 = (J3,7,), O = (94), and I = (93,194) since

adj, fi* = 20° adj fi* = —20°.

Thus, EﬁQ = ker i’ N 8 = (94), &~y = (93,194) yields

(2]

T (K ) = (D301(2), Dan (2))

The condition ker 1% + 8 = ho @ R does not hold, making Willett’s results inapplicable. Then, the
reduction introduced in [70] gives J;? TLR*E2)/ K-, which is even dimensional. Assumptions in Theorem

2.6.3 are indeed satisfied. In particular, J,‘,I> /_I(Rxfﬁ) is transversal to the contact distribution and
1% € (b2 @ R)* is a weak regular value of an exact symplectic momentum map. VAN
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The final example revisits the previous one, but is reformulated using the framework and notation
introduced in [70]. To address non-co-oriented contact manifolds, the authors in [70] focus on one-
homogeneous symplectic R*-principal bundles over a contact manifold M. Consequently, the example
below is the symplectic extension of a particular case of the earlier example, illustrating that the theory
in [70] requires modifications to remain valid.

Example 2.6.7. Consider the exact symplectic manifold (P = R* x R7,s7*n), where 7: P — R” is the
canonical projection, s is the fibre variable on R*, and the contact form is defined as

n =dt — xodzy + 21day — x4das + xedas

for the linear coordinates ¢, x1,...,zs on R”. Then, § = st*n and denote by Hy the Lie group consisting
of 2 x 2 lower triangular unimodular matrices with real entries and a positive diagonal. The positive
diagonal ensures that Hs is connected, thus preventing subsequent technical complications. The Lie
group action ®': (Hy x R) x R” — R7 is given by

A 0
P’ <<h < )\z 1/)\3 >,)\4> 7(t,$1,...,$6)) = (t,>\31’1,>\21'1 +I2/>\3,I371‘4,I5+>\4,I‘6)7

where A3 > 0 and A2, Ay € R. This action leaves n invariant and admits a lift to a Hamiltonian Lie group
action ®': (Hy x R) x P — P of the form

O (HyxR)x P— P, & ((h,\s),(s,t,21,...,26)) = (5,9 ((h, \a), (t, 71, ..., 76))) ,
where s,t,x1, ...,z naturally form a coordinate system on P. Indeed, the lifted action &' is Hamiltonian
with respect to the symplectic form %9 on P and 7o (Dzh)%) = (Dzh))%) ot for every (h,\y) € Hy x R. A
basis of fundamental vector fields of ®’ reads
0 0 0 0

Vop = X153 — Vsp = T2 75— — 215 Wp=7—"-
81'2 ’ 8x2 Bxl ’ 8%5

Each vector field v;p is the unique Hamiltonian vector field on P projecting onto a contact Hamiltonian
vector field ¥;3; = T.v;p on R7 for i = 2,3,4. Moreover, each v;p admits one-homogeneous Hamiltonian
function —¢,, .0 with ¢ = 2,3, 4. ~

The exact symplectic momentum map J‘;I)/: P — (hy @ R)* associated with &)’, where hs is the Lie
algebra of Hs, is given by

JGCI)/ (p) = (”Vzpa(p)v LVBPG(p)’ LV4P9(p)) = (31%7 233713:27 Sxﬁ) € (hQ > R)* ) VP € P7

in a basis {e!,e?,e?} of b5 @ R* dual to a basis {e1, e, e3} adapted to the decomposition hy & R and
closing opposite commutation relations to vop,v3p, Vap, respectively?. Note that the exact symplectic
momentum map Ji " is Ad*-equivariant. For fixed element w=-e! € bhsaR" it follows

Jé;/_l(RXel) ={p = (s,t, 21,22, 73,24, 75,36) € R x R" | 25 =26 = 0,5 # 0,21 # 0}
and _
TR = (V=55 G e ey e )
for any p € JELI(RXel). Additionally,
JE 0 = {peP | sat =\ 22 =0,m=0}, AeR"

and

3 o o0 0 0 0
T_1,1,_ /0 90 O B .
Tody (e )_<8t’8x3’3x4’8m5’2v x15x1>p’ AERY,

2Recall that the definition of fundamental vector fields induces a Lie algebra anti-homomorphism & € ha @R ~ g — £p €
X(P).
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for any p € Jé;l_l(/\el). Then, v4p(p) € TpJé;/_l()\el) for every p € J;f/_l(/\el) and
T, 5 TR ) = (V) @ T, 5 T (),
for any p € JELI(RXel) and J(;g,(p) = Ae! for some A € R*. Recall that
w=ds A (dt + z1dxe — x4dx3) + s(2dx; A dxg + dzg A day — das A dxg)
and then N N N
(ijgblil(Rxel)) = (vsp(p),var(p)), Vp € ngfl(RXel) .

Since [e1,e2] = —2e; and [es, e;] = 0, it follows that ad} e! = 0 and ad},e’ = 2e'. Consequently, the
connected Lie subgroups of Hy x R whose Lie algebras are kere! N 917 and ker el Nge: are

A 0 1 0
K[el]:{<< 03 1/)\3>,)\4>|>\3>0,)\4€R}, K61={<<0 1),)\4>|)\4€R}.

Hence,
e~y J‘W =~y
(Tp 8 ®5e!) T AT T R = (sp (o), vap (1) = Ty(Kpep) # Ty(Kuwp),  (263)

for any p € JE/_l(RXel). Therefore (ng_l(RXel)/K[eq,9[51}) is an exact symplectic manifold that is a
-1

symplectic cover of the co-oriented contact manifold (T(J;b/* (R*e')/K{e1], njer]), where
9[81] = S(dt — xqdzs), Net] = dt — x4dxs .

One can verify that the assumptions of Theorem 2.6.3 are satisfied in this example, namely the tangent
space to 7(J2 ~1(R*el)) is transversal to the contact distribution, ! € b3 & R* is a weak regular value
of an exact symplectic momentum map Jg; P b5 @ R*, and the restriction of the Lie group action of
K on Jé{;l*l(RXel) is free and proper. However, by (2.6.3) the quotient manifold obtained in [70] is not
a symplectic manifold, so the formula in [70] for the symplectic orthogonal to TJt;g "“L(R*p) is incorrect.
Furthermore, T(J;{; Ll(RXel)) /K1 is even-dimensional and can not be a contact manifold. Instead of
taking the quotient by the Lie subgroup K, the correct approach requires using K[, under previously
considered regularity conditions on the Lie group actions and the momentum maps. AN



Chapter 3

Energy-momentum methods

The classical energy-momentum method is a technique for analysing Hamiltonian systems on symplectic
manifolds, particularly in the neighbourhood near solutions whose evolution is induced by the Lie symme-
tries of the Hamiltonian system (see [18] for a historical introduction and [113] for one of its foundational
works). More specifically, it studies whether solutions approach or diverge from the solutions associated
with the Lie symmetries of the Hamiltonian system. The classical energy-momentum method is based
on the symplectic Marsden—Meyer—Weinstein reduction theory and stability analysis techniques.

The main ideas behind the energy-momentum method can be traced back to Routh, Poincaré, Lya-
punov, Arnold, Lewis, and Smale, among others (see [18, Section 3.14]). Then, the classical energy-
momentum method, devised and developed mainly by J.C. Simo and J.E. Marsden [113], was successfully
applied to a wide range of problems by numerous researchers [1, 84, 110, 112, 114, 127, 137, 152]. Over the
years, the energy-momentum method has been extended to deal with more general differential equations,
e.g. discrete systems [112, 138].

Recall that the symplectic Marsden—Meyer—Weinstein reduction theorem uses a symplectic Lie group
action ®: G'x P — P and a symplectic form w € Q2(P) to define a symplectic momentum map J®: P — g*
[109], see Chapter 2. The momentum map allows for reducing the Hamiltonian system h on P to a
Hamiltonian system k,, on the manifold P, := J®*~!(u)/G,, of smaller dimension for a weak regular value
p € g* of J® and an appropriate Lie subgroup G, C G acting freely and properly on J*~!(x). Then,
there exists a canonical symplectic form, w, € QQ(P#) induced by w, while k,, is univocally defined by
the relation k, o7, := h on J*~1(u), where 7,: J*~1(u) — P, is the canonical projection. The reduced
Hamiltonian system admits the equilibrium points, i.e. stable points relative to the evolution given by
the Hamilton equations for k,,, that are the projection of not necessarily equilibrium points of the initial
Hamiltonian system generated by h. Such points in P are referred to as relative equilibrium points [113].
The geometric situation is illustrated schematically in Figure 3.1.

This final chapter presents applications of the previously established Marsden—-Meyer—Weinstein re-
duction theorems to the study of stability through energy-momentum methods. These methods are for-
mulated in symplectic, cosymplectic, and k-polysymplectic frameworks, with emphasis on time-dependent
and non-autonomous systems. The analysis focuses on the characterisation and analysis of the so-called
relative equilibrium points via Lyapunov stability theory in reduced spaces introduced in Section 1.1.

Several physical systems are studied, including quantum models, the circular restricted three-body
problem, and systems of coupled vibrating strings. These examples illustrate the effectiveness of the
geometric approach in simplifying stability analysis and determining relative equilibrium points. The
results confirm the relevance of the extended Marsden—Meyer—Weinstein reduction theory in addressing
problems arising in mathematical physics.
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>

(P,w)

Figure 3.1: The visualisation of the main idea of the energy-momentum method. An example of a relative
equilibrium point that, after the reduction via 7, gives an unstable equilibrium point.

3.1 Symplectic time—dependent energy-momentum method

This section presents some generalisations of results concerning autonomous Hamiltonian systems to the
t-dependent realm. Then, it defines and analyses relative equilibrium points for t-dependent Hamiltonian
systems. Moreover, it establishes the relation between the manifold of relative equilibrium points and
foliated Lie systems. In particular, it is proven that Hamiltonian vector fields X}, are tangent to the
manifold of relative equilibrium points and give rise to a foliated Lie system [30]. Finally, the stability
of trajectories around an equilibrium point on the reduced space is analysed. It also gives the necessary
conditions on the function H,, to obtain stability or asymptotic stability. Next, it links the properties
of stable points in P, and their associated relative equilibrium points in J®~*(p.) and P. Finally, an
example of an almost-rigid body is examined.

3.1.1 Symplectic geometry in a time-dependent setting

This subsection extends the notions introduced in Section 1.2 to a non-autonomous setting. The Hamil-
tonian function h, previously defined h: P — R, is now considered to be time-dependent, namely

h: (t,p) €R x P h(t,p) =t hy(p) € R.

Definition 3.1.1. A non-autonomous Ad*-equivariant G-invariant symplectic Hamiltonian system is a
5-tuple (P,w, h,®,J%), where ®: G x P — P is a symplectic Lie group action with an Ad*-equivariant
symplectic momentum map J®: P — g* and h is a time-dependent Hamiltonian function on R x P
satisfying h(t, ®(g,p)) = h(t,p) for every g € G, t € R, and p € P.

In this section, to simplify the notation, a 5-tuple (P, w, h, ®,J?) is hereafter assumed to be a non-
autonomous Ad*-equivariant symplectic Hamiltonian system. The time-dependent Hamiltonian function
h: R x P — R gives rise to a t-dependent vector field on P of the form Xj: R x P — TP such that each
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vector field
Xp,:p€ P Xy(t,p) € TP,

with ¢ € R, is the Hamiltonian vector field associated with the Hamiltonian function h;: p € P —
h(t,p) € R. Then, a particular solution, p(t), to (P,w,h,®,J?) is then defined as a solution of the
non-autonomous system of differential equations

d
==X () = Xu(tp), VteR.

Proposition 3.1.2 analyses the evolution of J®: P — g* under the dynamics given by Xj,. In par-
ticular, it shows that even in the time-dependent setting J®: P — g* is conserved along the flow of
Xn

£

Proposition 3.1.2. Let (P,w,h,®,J®) be a non-autonomous G-invariant symplectic Hamiltonian sys-
tem. Then, J® is invariant relative to the evolution of h, i.e. if F: R x P — P is the flow of the
t-dependent vector field Xp: (t,p) € R x P+~ Xp(t,p) € TP, then

J®(F(t,p) =J%@p), VpeP, VieR.

Proof. Define Fy: p € P — F(t,p) € P for every t € R. Then,

4
dt

The final equality follows from the fact that each hy, for t € R, is assumed to be G-invariant. Conse-

JE(F) = (Xn, J&) o Fy = {J¢ i} o Fy = (=X jahy) o Fy = —(§phy) 0 Fy = 0, V€ € g, VL € R.

quently, J? is invariant under the evolution in time of the time-dependent symplectic Hamiltonian system
determined by h. O

The G-invariance property of A under the symplectic Lie group action ®: G x P — P also yields,
by Theorem 2.1.8 and Proposition 2.1.11, that F' induces canonically a Hamiltonian flow on the reduced
phase space P, = J*71(u)/G,, associated with a Hamiltonian function k,: R x P, — R defined in a
unique way via the equation k, (¢, 7,(p)) = h(t,p) for every p € J*~!(y) and t € R.

3.1.2 Relative equilibrium points

This subsection extends Poincaré’s terminology of a relative equilibrium point (see [2, p 306]) for a time-
independent Hamiltonian function to the realm of time-dependent Hamiltonian systems on symplectic
manifolds [54].

Definition 3.1.3. A point z. € P is a relative equilibrium point of a symplectic time-dependent Hamil-
tonian system (P,w, h, ®,J?) if there exists a curve £(¢) in g such that

(th,)zg = (g(t)P)zﬂ, YVt S R.

Definition 3.1.3 recovers the classical notion of relative equilibrium in the autonomous case. The
following proposition justifies the terminology in the time-dependent setting.

Proposition 3.1.4. Let z. € P be a relative equilibrium point of (P,w,h, ®,J%) and let pe := J®(2.).
Then, any solution p(t), to (P,w,h,®,J%) passing through a relative equilibrium point z. € P, namely
p(to) = ze for some to € R, projects onto the point m,, (z.), that is

T, (P(1)) = Ty, (2e) Vi e R.

Proof. According to Proposition 3.1.2, each solution p(t) to the Hamilton equations of h is fully contained
within J*~!(y.) and projects, under 7,,,_, to a curve in the reduced manifold P, = J®*~(u.)/G,.., where,
recall, G, denotes the isotropy subgroup of . under the coadjoint action. Such a curve is a solution to



118 Chapter 3. Energy-momentum methods

the Hamiltonian system (P, ,wy,, ky, ), where k,,: R x P,, — R is the unique time-dependent function
satisfying
k. (8,7, (p) = h(t,p), VP €I N(pe), VEER.

Since z. is a relative equilibrium point, one has

0=TI®(Xn,)z = TIT(ED)P)z = 1)y (ne),  VEER,

for some curve £(t) in g. Consequently, £(t) € g, for every t € R.

Note that m,, (p(t)) is the integral curve of the t-dependent vector field Y, on P, given by the
t-parametric family of vector fields on P, of the form (Y, ); = m, «(Xp,) for every t € R. Since
Xp, = &(t)p, for a certain curve {(t) contained in g, , then ((Y,..)t)r,. (z) = Tz 7. (§(t)p)., = 0 for
every t € R. As a consequence, 7, (%) is an equilibrium point of Y, and the integral curve of the
t-dependent vector field Y}, passing through 7, (z.) is just 7., (2.). Hence, m,, (p(t)) = 7, (2e) for every
t € R and p(t) € ﬂ;el(ze) for every t € R. Then, the projection of every solution passing through z. is
the equilibrium point 7, (2.) of the reduced Hamiltonian system related to Y, on P,,. O

Proposition 3.1.4 implies that every solution passing through a relative equilibrium z, with J®(z.) =
e is of the form p(t) = g¢(t)z. for some curve g(t) in G,,. The converse also holds, as the following
proposition shows.

Proposition 3.1.5. If every solution p(t) to (P,w,h,®,J%) passing through a point z. € P, with ji. :=

J®(z.), projects onto m,,(2¢), then z. is a relative equilibrium point.

Proof. Let p(t) be the solution to (P,w, h, ®,J®) passing through 2. at t = to. By assumption, 7, (p(t))
projects onto 7, (z.). Consequently, there exists a curve g(t) in G, such that p(t) = ®(g(¢), p(to)) and
g(to) = e. Therefore,

(Xn)e. = Plto) = | @002 = v (L)) = (e

t=to

for a certain v(tg) € g,,. As this holds for all ¢y € R, the point z. is thus a relative equilibrium point. [

Note that if a solution p(t) to (P,w, h, ®,J®) satisfies p(t) = g(t)p for some curve g(t) in G and p € P,
then Proposition 3.1.2 ensures that J®(p(t)) = J®(p). Hence, by Lemma 2.1.7, g(¢) must belong to the
isotropy subgroup G, of . = J®(p).

The equivalence established above is summarised in the following corollary.

Corollary 3.1.6. The following two conditions are equivalent:
e The point z. € P is a relative equilibrium point of (P,w,h, ®,J?),

e Every particular solution to (P,w,h,®,J%) passing through z. € P is of the form p(t) = g(t)z. for
a curve g(t) in G, .

In time-dependent Hamiltonian systems, the Hamiltonian function is not generally conserved along

solutions. In fact, G on o
E:a“r{h,h}za

However, Corollary 3.1.6 implies that for solutions of the form p(t) = g(t)z. through a relative equilibrium

point z., one has h(t,p(t)) = h(t, z.), although h does not need to be conserved. This complicates the

stability analysis of solutions to the reduced Hamiltonian system (P, ,wy,,k,,), since k,, is not, in

general, autonomous, and classical stability methods must be replaced by more general techniques (cf.

[113]).

The following result provides a more practical criterion for identifying relative equilibria.
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Theorem 3.1.7. (Time-Dependent Relative Equilibrium Theorem) A point z. € P is a relative
equilibrium point of (P,w,h,®,J®) if and only if there exists a curve £(t) in g such that z. is a critical
point of he v+ P — R given by

hf,t = ht - [ngt) - <:u’€7£(t)>] = ht - <J¢) — He, g(t)> )
for every t € R and . := J®(z.).

Proof. Assume first that z, € P is a relative equilibrium point. The definition of the momentum map
and Corollary 3.1.6 yield

(Xh)ze — (ngt))ze =0, vVt e R.

Since (P, w) is symplectic, the latter is equivalent to z. being a critical point of h; — ngt) for every t € R,
which implies that z. is a critical point of he, for every ¢t € R, i.e. (dhey),, = 0.
Conversely, assume that z, € P is a critical point of h¢:. Then z. is a stationary point of the

dynamical system Xj,_ for every t € R. Hence, the evolution of every particular solution of X

Je)
passing through z. at time ¢g is of the form g(t)z. for a certain curve in G with g(¢y) = e and, in view of

Corollary 3.1.6, one has that z. is a relative equilibrium point. O

In view of Theorem 3.1.7, to find relative equilibrium points, one can consider the family of functions
hS: (p,&) € Px g hy — (J® — pe, €) € R, for every t € R, and look for 2, € P such that (z,&(t))
is a critical point of h¢ for each ¢ € R and a certain curve £(t) in g. Evidently, £(¢) plays the role of a
Lagrange multiplier depending on ¢. Note that the term (J® — p, &) in h¢ ensures that the described
relative equilibrium points belong to J®~*(u,).

3.1.3 Foliated Lie systems and relative equilibrium submanifolds

This subsection presents that the set of relative equilibrium points for a G-invariant time-dependent
Hamiltonian system (P, w, h, ®, J?) is given by a union of immersed submanifolds. Furthermore, assuming
a certain condition on the Lie algebra of fundamental vector fields of the action of G on P, it is proven
that the restriction of the original ¢-dependent Hamiltonian system to such immersed submanifolds can
be described via a foliated Lie system [30].

Proposition 3.1.8. Let z. be a relative equilibrium point of a G-invariant time-dependent Hamilto-
nian system (P,w,h, ®,J%). Then, O, := Gz is an immersed submanifold of P consisting of relative

equilibrium points.

Proof. Since z, is a relative equilibrium point, every solution passing through z. is of the form z(t) = g(¢)z.
for a certain curve g(t) in G. Since h(t, ®4(p)) = h(t, p) for every t € R and p € P, and also ®;w = w for
every g € G, one gets

ix,,w =dhy = (tyte,.x,,w)(gp) = [(Pow)(Xn,, y-1.Y)](p)
= w(Xp,, Pg-1.Y)(p) = (dhy, @4-1.Y) (p) = (dP; -1 7, Y)(gp) = (dhe, Y) (gp),

for every Y € X(P), g € G, p € P and t € R. Therefore, @4, X, = X, for every t € R. Hence, every
solution 2’(t) passing through gz, is such that z(t) := g=12/(¢) is a solution to X}, passing through z..
Thus, 2/(t) = gz(t) = gg(t)g ' gze. In other words, gz is a relative equilibrium point for (P,w, h, ®,J%).
Since Gz is the orbit of a Lie group action, it is an immersed submanifold of P (see [2, 95, 128]). Then,

the proposition follows. O

Definition 3.1.9. A foliated Lie system [30] on a manifold P is a first-order system of differential

equations of the form
dp

dth(t,p), vVt € R, Vp e P,
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such that
X(t,p) =Y falt,p)Xa(p), VLER, VpeP, (3.1.1)
a=1
where X1,..., X, span an r-dimensional Lie algebra of vector fields, that is

[XQ’XB]:ZCZBX’W a,B=1,...,7,
y=1

for certain structure constants CZB. The functions fa:: p € P — fo(t,p) € R, for every ¢ € R and
a=1,...,r, are first integrals of Xy,..., X,. The Lie algebra (X1,...,X,) is called a Vessiot-Guldberg
Lie algebra of the foliated Lie system X [52].

Foliated Lie systems naturally arise in the analysis of relative equilibrium points for G-invariant time-
dependent Hamiltonian systems when the dynamics is restricted to the union of group orbits through
such points, as the following theorem shows.

Theorem 3.1.10. Let z, be a relative equilibrium point of (P,w,h,®,J®) and denote p. := J®(2.).
Suppose that G, is abelian. Then, Xy, is tangent to O,, 1= Gz, for every fived t € R, Furthermore, X
gives rise, by restriction, to a t-dependent vector field Xh|oz€ on O,, and Xh|0ze becomes a foliated Lie
system with an abelian Vessiot-Guldberg Lie algebra of dimension equal to dimg,, .

Proof. Assume that 2z, € O, and denote pl, := J®(z.). The aim is to prove that Xj|o, exists and
can be written as (3.1.1) for certain functions g,, with o = 1,...,r, that depend only on time on the
submanifolds of the form G 2, with G, denoting the isotropy subgroup of the coadjoint action of G
at p., and certain vector fields tangent to O, closing on a finite-dimensional Lie algebra of vector fields.
This establishes that X h|026 defines a foliated Lie system.

By Proposition 3.1.8, a point z. is a relative equilibrium point. Then, every integral curve of X
passing through z/ takes the form z(t) = g(t)z, for a certain curve g(¢) in G. Hence, X}, is tangent to
0., and thus restricts to it. Proposition 3.1.2 yields that J® is constant along integral curves of Xj,.
Consequently, the integral curves of X, passing through z/ are contained in J®~1(p.). Assuming that
z(tg) = z., one has z(t) = g(t)z, for a curve g(t) in G with g(t9) = e. Then,

LD e =S 30 = S| A (3PE) = [Eto)e- ()

dt dt O dt|,_, oW e 0lem e/

t=to t=to

0

where dg(t)/dt|;—s, = &(to). Therefore, £(to) € g, -
Let {&{"*, ..., &/} be a basis for g,,,. Since G, is abelian, it follows that g,,, is abelian as well. Define
the vector fields on O,, of the form

Ya(gze) :== [Tze¢g(§ge)P](ZE)7

for « = 1,...,r. Each Y, is well defined because G, is a subgroup of G/, , which acts freely on
J® (1), so gz = g'z. implies g7'¢' € G,, = {e} and ¢’ = g. Since the action of G, is assumed
to be free on J®71(1.), the tangent vectors Y;(z.),...,Y,(z.) are linearly independent. Furthermore,
Yo(g9ze) = T, @4[Ya(ze)] for every g € G, implies that Y1 A...AY, # 0 on O,,. As g,, is abelian, for
every g,, € G, one gets

Ya(99u.ze) = T, 2.®g 0 To @y, [(€5°) P (20)] = Ty, 2 P (€57 ) P(gucze) = (Adg(€5°)) P99y 2e) » (3.1.2)

for a =1,...,7. Moreover, Ady(£4e), with « =1,...,r, is a basis of the Lie algebra 83 (gg,., =.)- Lhus,

Xh(tv Z) = Z fa(tv z)Ya(z) )
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for every 2 € G2, for a unique set of functions fi(t,z2),..., fr(t,2). If z; := gz. and, since G, is

abelian, it follows that G, = gG, g !

T, @y, (Adg(€8))p(2) = (Ady,, 4(66°))P(gu20) = (Adggy (§6°)) P (g 2c) = (Adg(E07)) P (gus 2c) -

The last equality stems from ¢~'G,, g = G, and g~ g,v g = g, for some g, € G, . Equation (3.1.2)

is abelian too. Then,

yields
Xn(t, guze) = Tz @y, Xnlt, Zfa 2) T @y, (Adg(E4°))p(20)

= Z Fa(t, 20)(Adg(€4°)) P (gur 21 Z falt, 20)Ya(gu L)
for every g,/ € G,. Then,

Yolgu zt) =Y (gur92e) = Y (997 g 92e) = Y (99, %) = (Adg(£4°)) (g9, 2)
= (Adg(E5)) P(gu, 97¢) = (Adg(€6)) P(gpy 2e) -
From (3.1.3) and the fact that X, (¢, g, 2") = Y. _; fa(t,gu 2’ )Ya(gu 2'), one has that fu(t, z)) =
Ja(t, gu 2,) for every g, € Gy and a = 1,...,r. Consequently,

=Y falt,2)Ya(z), Vz€O0., VtER,

for some functions f1,..., fr on Rx O, that depend only on ¢ when restricted to G, 2. The vector fields
Y1,...,Y, are tangent to the submanifolds G 2, and span an abelian Lie algebra. Since the functions
fi,-.., fr are just t-dependent on the submanifolds G 2., they become first integrals of the vector fields

in (Y1,...,Y;). Therefore, X;|p, becomes a foliated Lie system with an abelian Vessiot—-Guldberg Lie
algebra isomorphic to g, . O

3.1.4 Stability on the reduced symplectic manifold

Theorem 3.1.7 characterises the relative equilibrium points of G-invariant time-dependent Hamiltonian
systems as the extrema of the Hamiltonian function constrained to level sets of the symplectic momentum
map. Accordingly, the function

he = e — (3% — e, (1))
has to be optimised and £(t) € g is a t-dependent Lagrange multiplier.

The study of the stability of equilibrium points in J®~*(.)/G,,. for non-autonomous Hamiltonian
systems requires the use of a t-dependent Lyapunov stability analysis. This is more complicated than
studying the stability of autonomous Hamiltonian systems, which frequently relies on searching for a
minimum of the Hamiltonian [113], although such a condition is not always necessary [2, p 207]. To address
the non-autonomous Hamiltonians, Theorem 1.1.6 is applied along with a more general approach, which
easily retrieves the standard results used in the energy-momentum method for autonomous Hamiltonian
systems.

Let z. be a relative equilibrium point of (P,w, h,®,J?®). Define the function h, : R x P — R as

he, (t,z) :== h(t,z) — h(t, z.), V(t,z) e Rx P.
Then, h, (t,ze) = 0 for every t € R. Let z(t) denote a solution to the Hamiltonian system passing
through some z € P at time tg. Then,
d d d

atZtohzc(t,z(t)) = | h(t,2(t) — —|  h(t ).
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]Q‘d(/u.)

Figure 3.2: A visualisation of a foliated Lie system Xp|o,_ .

Recall that the time derivative of a Hamiltonian function A along the solutions of its Hamilton equations

is given by
dh  Oh oh
Consequently,
d oh oh Oh.,
& ha,(t,2(t)) == a(to,z) - E(toaze> = ot (to,2) -

t=to
Note that h._(t,g9z) = h._(t,2) for every g € G and every (t,z) € R x P, which shows that h._(t,z) is
G-invariant. Then, one can define a function H,, : R x P,, — R of the form

Hze (tv [Z]) = hze (ta Z)v VZ € Jq)il(ﬂe); Vt € Ra

where [2] stands for the equivalence class of z € J*71(p.) in J® 1 (pe)/G,... Since H,_(t,[2]) — k. (¢, [2])
depends only on time, the point [z.] is an equilibrium point of H, . Furthermore,

d Oh, _
Sl HLEO) =0, VieeR VI €3N ()/G,

t=tg

The function H,, is used to study the stability of the point [z.] in the reduced space P, . In particular,
the conditions on h to ensure when H,_ gives rise to different types of stable equilibrium points at [z.]
are provided. With this aim, consider a coordinate system {z1,...,2,} on an open neighbourhood U of
[z¢] € P, such that z;([z.]) =0 fori=1,...,n. Let @ = (a1,...,a,), with ai,...,a, € NU{0}, be a
multi-index with n := dimJ®*~*(p.)/G,,, and let |a| :== 3" | o and D := 922 - - 9on

Tn "
Lemma 3.1.11. Let M (t) denote the t-dependent parametric family of n x n matrices defined by

; 1 9°H
J . = Ze

(¢, [ze])s Vt € R, i,j=1,...,n,

and let spec(M(t)) denote the spectrum of M(t) at t € R. Suppose that there exists a constant A such
that
0 < A < inf minspec(M(t)),
tel,o
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for some t° € R. Moreover, assume that there exists a constant ¢ € R satisfying

1
— sup max max |[D“H,,
= up ma: 3[]es| (t [yl

for a certain compact neighbourhood B of [z.]. Then, there exists an open neighbourhood U of [z.] where
the function H, : R x U — R is Ipdf from t°. If, in addition, there exists a constant A € R such that

sup maxspec(M(t)) < A,
tel,o

then H,, : R x U — R is a decrescent function from t°.

Proof. Since z, is a relative equilibrium point of (P,w, h, ®,J?), it follows that H._(t,-) admits a critical
point at [z.] for every t € R. By the Taylor expansion of H,_(t,-) around [z.] and the fact that z. is a
relative equilibrium point of each h,_(¢,-) for t € R, one gets

H., _1 Z 8%8% t, [ze)) iz + Re([2]), [2] €U, teR,

where R;([z]) denotes the third-order remainder function of the Taylor expansion for H, (,[z]) at a
fixed t € R around [z]. The coefficients of the quadratic part coincide with the entries of the matrix
M (t) in coordinates {z1,...,2,}. Since M(t) is symmetric, it can be diagonalised via an orthogonal
transformation O, for each t € R. Let Ai(t),..., A, (t) be the (possibly repeated) n eigenvalues of
M(t) and let w = (wy,...,w,)T be the coordinate vector corresponding to z = (z1,...,2,)7 in the
diagonalising basis induced by O, namely w = O.z. Although the explicit construction of O; is not
required, it can be obtained by forming orthogonal bases of eigenvectors of M (t) at each time ¢t. Then,
z' M (t)z = w D(t)w, where D(t) = diag(A1(t),...,An(¢)). Thus, w' D(t)w = Y | Xi(t)w? and

LY
2 T (g Ly, = 2" M()z = WU D)W 2 AW

where A(t) := min;—1 . ,A;(t) for each ¢ € R. Using the assumption on the existence of A > 0 and the
fact that O; is orthogonal, it follows that

1 < 9%H,,

-(t, [ze])wiz; = A(t)||2]|* = Alz]|?

on the neighbourhood U.
The third-order Taylor remainder R;([z]) around [z.] can be expressed as

]) = Z Bﬁ(t’ [z])zﬂ7 7P = xfl ...x{in’
|8]=3

at points [z] of the open coordinate subset U, ¢ € R, and for certain functions Bg: R x U — R.

Note that R:([z]) is not a third-degree polynomial in general, due to the fact that the functions
Bg(t, [z]) depend on the coordinates of [z]. Although R, ([2]) can be bounded by a third-order polynomial
in the coordinates of [z] for each fixed time ¢, O;, the open subsets U;, and, in addition, the coefficients
of the polynomials used to bound R:([z]) depend on ¢. This may potentially lead to problems since, for
example, to bound R;([2]) for every ¢ € R, one has to restrict to [, 1,0 Ut which may give rise to a single
point. An alternative approach is presented, more appropriate but complicated, to bound all R;([z]) for
t € L.

The coefficients Bg satisfy

1
|Bs(t, [2])] < glrg‘agglggw H. (t,[y])], V[eC,
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on any compact neighbourhood C of [z.] for each ¢t € R. By the assumption, there exists a constant ¢ > 0
such that

1
¢ 2 gy maxmox|DH, (6 [f]), Vi€ Lo,

for some compact neighbourhood B of [z.]. The aim now is to prove that

(1 el + Rel() — 5\l

is bigger or equal to zero for every t € I;o and every [z] € U for a certain open neighbourhood U of [z.].
Recall that there exists A < infier,, A(f) and note that A;(t) — A > A(t) — A and A(t) — A is larger than a
certain properly chosen X' > 0 for every t € I;0. Then,

1~ 0°H, ,
5 2 oo (b zaw; — Mz = wdiag(A(£) = A, An(t) = N)w = N [wl? = Va2
ig=1 "t

Then, the first bracket in the following expression

2 > o (Ll — Al ~ Xl | + (Vlal? + Ra(ED)

is larger than or equal to zero on U. To prove the same for the second bracket on a neighbourhood of
[zc], note that

[Re(l2D) < D 1Bt D)l - Jaal®™ < e Y o] - Jaal™, Yt E Lo,
181=3 181=3

on B. The function

Nz|? - ¢ Z Az,
181=3
where the {\g} is any set of constants such that Ag € {£1} for every multi-index 8 with |3| = 3, admits
a minimum at [z.] as follows from standard differential calculus arguments. Consequently, the above
function is bigger than or equal to zero on a neighbourhood Uyy,; of zero. Considering the intersection
of all the possible open subsets Uy, for every set of constants A\g, one obtains an open neighbourhood
U of [z]. Assume that [z] € U satisfies

0> Nzl —¢ > Jaa|™ -z .
1B1=3
Then,
n
0> N|z|? —c Z sgn (Hw?) 7’
18]=3 =1
where sgn(a) is the sign of the constant a. Then, [z] cannot belong to Y. In other words,

Nzl|? = ¢ Y o]zl >0, (3.1.3)
81=3

on U. Since [Ry([2])| < ¢} 53 |z1]Pr - |2, |P on U and t € I;0, then

Nzll* + Re([2]) = 0
for every [z] € U and t € I;o. Finally, one gets that

H, (t,[2]) > Mz|?>, V[z]leUd, Vtelo.
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Hence, the restriction of H, : R x P, — R to I;0 x U is a Ipdf function.
Now, the orthogonal change of variables O, allows for writing

1 «— 02H,
5 2 g (Ll = 2" Mtz = w' D()w < A1) [w|> = A@)]|2],
i,j=1 v

for A(t) := max;=1,... nA\i(t) and every t € R. By assumption, A > A(t) for every ¢ € I;o. Hence,

1 <~ 9%°H,,

2 2= il (. [ze)wiz; < Al2ll?, Vvt € Lo

Recall the expression (3.1.3) for every ¢ € I;o and [z] € U. Then,
H. (t,[2]) < Allz]]* + Xz]*,
and H,, is decrescent on Io X U. O

The eigenvalues of the matrix M (¢) depend on the choice of coordinates in a neighbourhood of [z.]. By
choosing a suitable coordinate system, the matrix M (¢) may be simplified at certain values of ¢ € R, for
example, by expressing M (t) in a canonical form. However, it is generally not possible to simplify M ()
simultaneously at all times ¢ € I;0. Although a time-dependent change of coordinates may allow one to
achieve such a simplification for all ¢, constructing such a transformation is typically difficult and may not
be compatible with the symplectic framework, which is formulated in terms of time-independent changes
of variables. Therefore, attention is restricted to determining conditions relative to a fixed coordinate
system.

The above lemma implies the following.

Theorem 3.1.12. Suppose that there exist \,c > 0 and an open neighbourhood U of [z.] € P,, so that
the following hold

1
A < min(spec(M(t))), ¢ > — max sup |D“H,_(t,[z])],
3! jal=3 [z]eU ot |y
for every t € Ijo. Then, [z.] is a stable equilibrium point of the Hamiltonian system k,, on J®*~1(ue)/G,.
from t°. Furthermore, if there exists A such that max(spec(M(t))) < A for every t € Lo, then [z.] is
uniformly stable from t.

Proof. Lemma 3.1.11 ensures that H., (¢, [2]) is a locally positive definite ¢"*-function. Since dH,, /0t <0,
Theorem 1.1.6, point 1., implies that [z.] is stable from t°. If additionally A exists, then again Theorem
1.1.6, point 2., yields that [z.] is uniformly stable from ¢°. O

For geometric purposes, the following corollary is stated as a consequence of Theorem 3.1.12, assuming
a stronger condition on the derivatives of H, . In particular, Corollary 3.1.13 establishes coordinate-
independent criteria ensuring the stability of [z].

Corollary 3.1.13. If there exist A\,c > 0 and an open neighbourhood U of [z.] € P,, satisfying

H,
max sup |DH,_(t,[z])|, OH., <0,

1
A i M(t —
<minspec (M), o2 g7 max 5| <

\%

for every t € Ijo, then [z.] is a uniformly stable equilibrium point of the Hamiltonian system k,, on
I (110) (G, from 0.

The existence of ¢ in Corollary 3.1.13 implies that max(spec(M (t))) for every ¢ € I;o is bounded from
above, namely

VTM (8o < Y o M ()] < D JuilloglIM ()] < 6e Y loll* = 6en®[lo]?, Vo e R™.

i,5=1 i,j=1 i,7=1
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Hence, vT M (t)v < AvTv for v € R™\{0} and A > 6cn?.

Note that previous results use a distance defined on an open neighbourhood of [z.], induced by a
standard norm on R™. Since the topology induced by this norm on the open neighbourhood of [z.]
coincides with the one induced by any other Riemannian metric on the neighbourhood, the presented
results concerning the stability of [z.] are independent of the used metric.

The conditions formulated in Corollary 3.1.13 admit a geometric interpretation. Specifically, if these
conditions are satisfied within a given coordinate chart on a neighbourhood of [z.], then they remain
valid under any other such coordinate chart, possibly with modified values of the constants A\ and c.
Furthermore, the same observations partially extend to the setting of Theorem 3.1.12. In particular,
the requirement involving the time derivative of H,, is intrinsically defined and thus independent of the
choice of coordinates on P, . In contrast, the remaining conditions in Corollary 3.1.13 require a more
detailed analysis.

Lemma 3.1.14. If the t-dependent matriz M (t), which is defined in a local coordinate system {x1,...,x,}
on an open neighbourhood of an equilibrium point [2.] € P, , satisfies that 0 < X\ < infycs , minspec M (t)
for some A (resp. supc;, maxspecM(t) < A for some A), then Mg (t), defined as M(t) but in
another coordinate system B' = {Z1,...,&n,} on another neighbourhood in P,  of [z.], satisfies that
0 < X' <infyes,, minspec Mp (t) for some X' (resp. sup;e;,, maxspec Mp:(t) <A’ for some A’).

Proof. Since every symmetric matrix can be orthogonally diagonalised via a t-dependent orthogonal
matrix Oy, the condition for M () amounts to the fact that
v M(t)v = v O D)0 > WO O = NTv, Yo e R™N\{0},  Vt€ I,

where D(t) is a diagonal matrix consisting the eigenvalues of M (t).

Since [z.] is an equilibrium point of H,_, there exists an invertible n x n time-independent matrix A
such that

Mg (t) = ATM(t)A,  VteR.
Hence,
v Mg (t)v = (Av)T M (t) Av > \(Av)T Av, Vv € R™"\{0}, Yt € Lo .

Since A is invertible, the positive function f: v € S"1 — (Av)T(Av) € R on the ball S"~! = {v € R" |
||| == vvTv = 1}, which is compact, admits a maximum and a minimum Mg, mg > 0, respectively.
Then, (Av)T(Av) > mgvTv for every v € R™. Thus,

v Mg (t)v > AmgvT v, You € R™"\{0}, Yt € Lo .
Similarly, since (Av)T (Av) < MgvTv for every v € R™, then, the existence of A implies
v Mg (t)v < AMgvTv, Yo € R™\{0}, Yt € Lo .
Therefore, choosing ' = Amg and A’ = AMg, the lemma follows. O

Note that the condition for ¢ in Corollary 3.1.13 is independent of the particular choice of a coordinate
system. The same condition holds after possibly modifying the constant to some ¢’ > 0 and restricting
attention to a smaller open neighbourhood of [z.] where both the original and the new coordinate systems
are defined.

3.1.5 Stability, reduced symplectic manifold, and relative equilibrium points

The energy-momentum method aims to determine conditions on the Hamiltonian function A in a neigh-
bourhood of a relative equilibrium point z, € P that ensure a particular type of stability for the cor-
responding equilibrium point in the reduced phase space P, , associated with the reduced Hamiltonian
system k. In particular, the conditions are provided on the family of functions

hl, :z2€J® (pe) — h(t,z) R,
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and 8hfLE /Ot with t € o, such that the hypothesis of Theorem 3.1.12 and/or Corollary 3.1.13 are satisfied.
Rather than examining the family of matrices M(t), the analysis is based on conditions formulated in
terms of the functions h¢ s for t € Io, which is more practical since these functions are defined on the
original manifold P rather than on a quotient space.

The ideas used in the proofs of Proposition 3.1.15 and Corollary 3.1.16 below are a generalisation of
the t-independent formulation of the classical energy-momentum method developed in [113]. First, define

(2F)(X,Y) := 1yd(exdf), (3.1.4)

for every X,Y € X(P) and f € €>(P). If df, = 0 for a certain p € P, then [62f(X,Y)](p) depends only
on the values of X,Y at p and gives rise to a well-defined bilinear map on T, P of the form

(62f)10(v7 w) = (Lyd(Lxdf))(p), VU,U) € TpPa

for X,Y € X(P) such that X(p) = v and Y(p) = w. Moreover, (62f), becomes a symmetric bilinear

form.

Proposition 3.1.15. Let z. € P be a relative equilibrium point for (P,w,h,®,J®). Then,
(52h£,t)ze((77P)zevvzg) =0, Vneg, Vo, € TzeJ¢71(Ne)a vVt e R.

Proof. The G-invariance of h: R x P — R, together with the Ad*-equivariance of the symplectic momen-
tum map J®: P — g*, imply

he,i(gp) = h(t, gp) — (I®(gp), £(1)) + (e, §(1)) = h(t,p) — (Ady—1 (I (p)), £(1)) + (pe, E(1))

and
he 1(gp) = h(t,p) — (I (p), Ady—1 (§(1))) + (pe, £(1)),

for any g € G and p € P. Substituting g := exp(sn), for some 7 € g, and differentiating with respect to
the parameter s, one obtains

(apthe ) ) = = (7). 5

Mg (f(t)>> — (). In. €0)).

s=

Taking variations relative to p € P, evaluating at z., and using that (dhe )., = 0 since z. € P is a critical
point of he¢ s, it follows that

(0%he,t)z. ((1P)z.,vz.) = (T2, 3% (v2,), [, €()]) -
This vanishes if T, J®(v,,) =0, i.e. when v,, € ker T, J* =T, J®1(u,.). O
Proposition 3.1.15 and Lemma 2.1.7 yield the following.
Corollary 3.1.16. The mapping (6%he +).. vanishes identically on T, (G, z.) for every t € R.

Proof. By Lemma 2.1.7 one has that T, (G.z.) = T. (Gze) N T, J® 1 (pue). Since T, (G,.z.) C
T..(Gz.), the result follows from (3.1.15) by taking v,, := ({p),, for some £ € g,,,. O

Consider the particular case of the presented theory, where there is no time dependence. Then he¢ ¢
becomes just he. By Corollary 3.1.16, the formal stability of a symplectic relative equilibrium point
requires positive definiteness of the second variation (62h¢),, on T, J®~1(u.) modulo the so-called gauge
directions

T (Guoze) ={(mP)z | MEBu. }-

In summary, the formal stability of a symplectic relative equilibrium point in an autonomous setting is
equivalent to
(6%he)., (v,v) >0, Vv e S\{0},
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for some subspace S C T, J®~!(y.) supplementary to T, (G, z).

The fact that the definiteness of the second variation is to be examined restricted to the quotient
space S is an essential aspect of the energy-momentum method. This is justified by the standard test
for constrained optimisation problems together with Corollary 3.1.16. The type of stability one gets in
P, is time-independent Lyapunov stability, while in P it is orbital stability of the symplectic relative
equilibrium orbit ®(exp(t&), z.), see [113] for more details. The step-by-step verification of a relative
equilibrium point z, € P together with its formal stability, proceeds as follows:

1. Momentum map - Compute a symplectic momentum map J®: P — g* associated with a symplectic
Lie group action ®: G x P — P.

2. First variation - Define he := h — [Jg’ — (e, &)] and determine z, € P and £ € g such that

((dh¢)z,,vz,) =0, J(b(ze) — e =0, Vv, € T, P.

3. Admissible variations for second variation test - Choose a linear subspace S C T, P such that

T..J%v..) =0, Yo,, €S, SOT, (Gu.z)=T. I ().

4. Check 62hg¢ for definiteness on S, namely
(6%he)., (v,0) >0,

for all v € S\ {0}. The positivity of the second variation on S implies the formal stability of the
relative equilibrium point z, € P.

The above procedure summarises the classical energy-momentum method originally established in [113].
In particular, the time-independent case of the presented time-dependent energy-momentum method
recovers these classical results as a direct consequence.

Now, continuing with the non-autonomous symplectic Hamiltonian systems, recall that it is assumed
that G,,, acts freely and properly on J®~!(u.). Consider a set of coordinates {z1,...,%,} on an open
subset A C J®7!(u) containing z.. Let {m} xi,...,m} x,} be the coordinates on A given by the
pullback to A of certain coordinates {z1...,z,} on O = 7, (A) ' and let {y1,...,ys} be additional
coordinates giving rise to a coordinate system {z;,...,2,} on A. Due to the G, -invariance of h, =
hoi, : J*1(ue) — R, where i,_: J* " (ue) = J®(ue)/G,.. is the natural embedding, one has that
there exists a constant ¢ > 0 such that

1
¢> — max sup |D%h,_(t,v)|, Vt € Io,
> 3 max sup (D7 (t,9) .

where ¢ is a multi-index ¢ := (¢4, ...,%,), if and only if

c> L max sup |[D*H,_(t,z)|, Vit € Lo, (3.1.5)
3l3=lal ze0 ’
for O, which is an open neighbourhood of [z.] since 7,,, is an open map. Indeed, since h,,, is constant on the
submanifolds where z1, . .., z, take constant values, it follows that h,_(t,z1,...,2n,Y1,...,ys)—h(t, z.) =
H, (t,z1,...,2,). Consequently, Equation (3.1.5) holds.
Consider again the coordinate system {z1,...,2,} on J*71(u.). Define []\//.T(t)} as the t-dependent
q X ¢ matrix of the form

[]/\I\(t)]j = Zhlle (t ) i, 7 =1

- z 7 Q.

7 9 ’ 92:] yFe)s »J ) ,q

ITo simplify the notation, {x1,...,=,} denotes a set of coordinates on a certain neighbourhood of [z] and their pull-

backs to J®~1 (ue) via mp, .
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By Lemma 3.1.14, the existence of constants A > 0 and A > 0 is equivalent, geometrically, to the condition
that the t-dependent bilinear symmetric form K (t): T, Py, x T[..)P,, — R defined as

-3 % oo

1,j=1

t, [ze])dai|[2.) ® da;

0x; 81:J [zl
satisfies that
K(t)(w,w) > Mw|w)s, Vw € Ti;,1 P, \{0}, Vt € I, (3.1.6)

where (-|-)5 is the Euclidean inner product on T, for which the basis {9;,, ..., 0, } is orthonormal.

] He>
Indeed, if v is the column vector describing the coordinates of w € T, P, in the chosen orthonormal

basis, then condition (3.1.6) can be rewritten as
K(t)(w,w) = v M(t)v > 2Tv = MNw|w)s, Vw € T, 1P, \{0}, Vt € Lo.

Note that this condition is independent of the choice of inner product. Namely, for any other inner
product (+|-)pr on Ty, 1P,,, there exists m;, ms > 0 such that ms(w|w)s > (wlw)s > m;(wlw)p: for all
w € T, P,,. Consequently, if condition (3.1.6) is satisfied for some inner product in T, ;F,., then it
is also satisfied for any other inner product in Tp, P, with another positive . An analogous argument
applies to the relation A(w|w)s > K(t)(w,w) for some A > 0, for all t € I;o and every w € Ty, 1P, \{0}.

The introduction of the inner product (|-)s is motivated both theoretically and practically. From a
computational perspective, in order to verify whether the eigenvalues of the t-dependent matrix M (t) can
be bounded from below simultaneously for every time t € I;o, it is convenient to use the eigenvalues of the
matrix representation of K (t) and (-|-)5, which are geometric objects. Since the choice of inner product
on the finite-dimensional vector space Ty, P, is arbitrary, choosing (-|-)s simplifies the verification of
the condition.

Condition (3.1.6) can be verified through an object defined directly on the level set J®~!(p.). Since
h,., admits a critical point at each relative equilibrium point z, € J ®=1(1.), one can define a t-dependent
symmetric bilinear form M(¢): T., J®(1e) x T.. 3% (1.) — R, as follows

1q Wm
Z 9.9 He t ze)dzil., @ dzjls., Vit € Lo,

where B = {21,...,2,} is any coordinate system in an open neighbourhood of z, € J*~1(x,).
Consider the coordinate system {x1,...,Z,,¥1,...,ys}+ on the open neighbourhood z. in J®~1(u,.)
defined above. In this coordinate system, one has

2 2
0%hy,, (t2) = 0%hy,
0z, 0y, y;0y;

(t,2)=0, 4,j=1,....s, k=1,...,n, VteR.

In the chosen coordinate system, one has 7; K (t) = M (t) and
T.. (G ze) C ker]T/[\(t) vteR.

This inclusion holds for any other coordinate system as well. Consequently, the bilinear form K (¢) can
be considered as the induced bilinear form by M () on the quotient space

S, = TzeJq)_l(Me)/Tze (GueZE) = T[ze]PM

Therefore, the conditions imposed on M (t) can be equivalently verified through the bilinear form M (t)
defined on J®~1(j.). Furthermore, note that if the dimension of ker ]\/Z(t) is greater than dim T (G, -z¢),
then the hypothesis of Lemma 3.1.11 do not hold.

Corollary 3.1.13 together with the previous remarks yield the following theorem.
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Theorem 3.1.17. Assume that there exist \,c > 0 and an open coordinate neighbourhood A C J®~1 ()
of z. so that

A < min(spec([M(0)]s., ). . sup |D%h ()l S| <0 (31)

1
> o <
3' yeA 8t A

for every t € Io. Then, [z.| € P,, is a uniformly stable equilibrium point of the Hamiltonian system k,,
on J® 7Y (ue) /G, from tO.

Recall that in the case of an autonomous Hamiltonian, the third condition in (3.1.7) is immediately
satisfied. Moreover, still in the case of autonomous systems, if h is sufficiently smooth, there always exists
a constant ¢ and a suitable open neighbourhood A of z. such that the second condition in (3.1.7) holds.
Finally, the condition on A reduces to the standard requirement on the positiveness of the eigenvalues
of the matrix M , which is time-independent by assumption, up to the subspaces on which it vanishes
identically due to Corollary 3.1.16 (cf. [113]).

In the non-autonomous case, the second condition in (3.1.7) can also be readily verified for suffi-
ciently smooth functions h whose spatial partial derivatives remain uniformly bounded in time; thus, this
requirement is generally easy to satisfy.

To relate the properties of h¢ ; with H,, for the study of relative equilibrium points and their associated
equilibria in P, , observe that h¢; has a critical point at each relative equilibrium point 2z, € P for every
t € R. Hence, one can define the t-dependent bilinear symmetric form on T, P given by

i O he (t, ze)du;|», ® duyl vVt e R
6’&16’&] e ilze Jlzes 5

where uq,...,uy, with x = dim P, is a coordinate system on an open neighbourhood of z. in P. The
objective is to determine the relation between T._(¢) and the matrix M (t), so that M (t) can be studied
via T,_(t). Importantly, T (t) is a geometric object that is straightforward to construct, being defined
directly on T,, P and depending only on h and J®.

Suppose that J®(z.) = p. is a regular value of a symplectic momentum map J®: P — g*. Then
its coordinate functions p1,...,u, form dimg functionally independent functions on P. Consider a
coordinate system (x1,...,2n,¥1,-..,¥s) on a neighbourhood of z. in J*~*(u,), as previously defined.
These functions can be smoothly extended to an open neighbourhood of z, in P. By regularity of J®, the
differentials dyy, ..., du, are linearly independent at z., so that (x1,...,%n, Y1, -, Ys, 1, - -, fyr) forms
a local coordinate system on P around z..

Taking this into account, one obtains that

oh OI® — e, (2
¢ =0, WP — e €0) _ g reRr, i=1,...s.
0y lae-r () Oy
It is relevant to recall that the derivatives Oh;/dy;, with i = 1,... s, do not need to vanish away from
J®=1(u,), since yi,...,ys were defined as a smooth extension beyond J®~!(y.) without imposing any

specific properties away of J®~*(u,). Furthermore,

<38ht> _0 <83ht> —0
0yj 0y ) 301, Ok 0yi ) 1yo-1(u,)
9 0(J?® — pe, £(1)) 9 I — e, &(1))

:0)

dy; 9y, o1r 9, =0,

forall t € R, 4,5 =1,...,s, and £k = 1,...,n. Note that the first and second identities above hold
because, at points of J®~1(u.), the derivative on the left depends only on the values of Oh;/dy; restricted
to J®~1(pe).

Consequently, in this chosen coordinate system, the Hessian of h¢; at z., denoted Hhg , coincides
with ]\//.T(t) when restricted to T, J®7!(u.). This is the crucial point: the function he; can be used to
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study the matrices M (t) and M(t). Note that, in general, h does not have a critical point at z., so
its Hessian at z. does not directly define a bilinear symmetric form; however, in the chosen coordinate
system, it reproduces the matrix of T_(¢).

The reasoning presented above serves as a conceptual template for the subsequent sections, which
adapt these ideas to other geometric structures such as cosymplectic and k-polysymplectic. The con-
struction becomes significantly more technical, but the core idea remains the same.

3.1.6 Example: The almost-rigid body

In this subsection, the symplectic time-dependent energy-momentum method is illustrated via a gener-
alisation of the classical freely spinning rigid body studied in [113]. The goal is to determine relative
equilibrium points and analyse the second-order variation of the extended Hamiltonian h¢ ;, generalising
the autonomous results in [113]. The main results are expressed in (3.1.12) and (3.1.13).

Let t° = 0 and let SO3 denote the Lie group of orthogonal unimodular linear automorphisms of R?,
with the Lie algebra so3 identified with R? via the standard isomorphism

0 —wd w?
. T3 N 3 1
¢: R° = 503, w— W:= w 0 —w ,
—w? Wt 0

where w = (w!,w? w?)T.

With the vector product "x" in R?, one has &or = w x r, [@, @} = m, and AGAT = AO for every
A € SO3, and every ©,w € R3. Thus, ¢ is a Lie algebra isomorphism between R3, which is a Lie algebra
relative to the vector product and so3 with the commutator of matrices.

The adjoint action Ad: SO3 X so3 — s03, defined geometrically in (1.2.2), reduces to the expression
Adp© = ABAT as A=1 = AT, for all A € SOz and © € R®. Moreover,

—

A(rxs) = ArxsAT = A[F,8]AT = [AFAT, ASAT] = [Ar, As| = ArxAs,  Vr,s € RS,

One can identify TxSOg3 with so3 via two isomorphisms. Recall that Ly: © € SO3 — A© € SO3 and
Rp: © € SO3 — OA € SOj3 are diffeomorphisms for every A € SO3. Then, T1q,La: T1a,503 =~ so3 —
TaSO3 and Trq, Ra : Tra;SO3 >~ s03 — TA SOz are isomorphisms, where Idsz is 3 x 3 identity matrix.

Then, for every © € R3, the left-invariant extension of © is defined by (TldsLA)(:) =: (A, A@) for
every © € R3. Meanwhile, the right-invariant extension of 8 is defined as (TId3 RA)H = (A, 0A) for every
6 € R3. When the base point A is clear from the context, the notation A® and A is used instead of
(A, A@) and (A, GA), respectively. Since so3 is a simple Lie algebra, its Killing metric, , is non-degenerate
and induces an isomorphism

O €503~ K(O,) € 505 .
The Killing form, up to a non-zero constant factor, is given by
S L ar-~ 3
Kk(O,0) = §tr(@ w), VO, w € R”.

Moreover, one has
II-T=x(ILY), I,YTeR>.

where "-" denotes the standard Euclidean scalar product in R?. Thus,
~ 1 ~TraA 1 ~ra 3
(AIL, AO) = Etr((AH) AO) = §tr(H ©)=11-8, VO, IeR’,
and analogously

(IIA, OA) = %tr((ﬁA)T@A) = %tr(ﬁT@) =1-0, VO,IMcR’.
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To simplify the notation, e so03 denotes n(ﬁ, -) € so; and elements of T} SO3 are written either as
(A, 7A) or (A, AI). If (A, 7A) = (A, AIl), then 7 = AIIAT | which matches the coadjoint action. Indeed,

(AdiIL, ) = %tr(ﬁTAdAT(J) = %tr(ﬁTAT(-)A)
= Sr(ATTAT()) = Lur(AATY() = (7, ).

The mechanical framework is defined as follows. The configuration manifold is the Lie group SOs,
and the phase space is its cotangent bundle T*SOj3, endowed with the canonical symplectic structure.
Remarkably, this framework recovers, as a particular autonomous case, the classical dynamics of a rigid
body in the absence of external forces.

Consider a time-dependent Hamiltonian h: R x T*SO3 — R of the form

~ 1 _

h(t, A, 7) := 5™ I, I; .= AJAT, (3.1.8)
where I, is the time-dependent inertia tensor (in spatial coordinates) and J; is the inertia dyadic given
by

3= [ et OIXIPL- X @ Xa'X

R3
Here, 0,: R x B — R denotes the time-dependent reference density. The inertia dyadic J; is thus a
matrix depending only on time, which at each ¢t € R yields the natural inertia tensor corresponding to
the mass distribution. Indeed, it gives rise to a natural generalisation of its time-independent analogue,
as introduced in [113]. The formalism for almost rigid bodies developed here is independent of the explicit

form of J;.

The Hamiltonian function h given by (3.1.8) is interpreted as a function
h: R x SO3 x s05 — R,

with so} ~ R®* since it is more convenient for calculations. The Hamiltonian has the interpretation of
the kinetic energy of the mechanical system, which is later on referred to as a quasi-rigid body (cf. [113]).

To study the invariance properties of the Hamiltonian function, recall that 7 = AﬁAT7 then

h(t, A7) = itr(%TAJ;lAT%) = %tr((AT%)TJ;lAT%) =
itr((ﬁAT)TJt_lﬁAT) - itr(ﬁTJ]t_lﬁ) = %n g7,

which shows that h is left invariant under the action of SO3. Consequently, the left reduction by SOs
induces a function on the quotient R x T*SO3/SO3 ~ R X so3.

As a result, each h; is a quadratic function of the momenta 7. Choosing an appropriate coordinate
system adapted to the J ‘b_l(u) /SO3 and an appropriate ¢-dependent dependence, the second condition
in (3.1.7) is satisfied.

Consider the action of G = SO3 on @) = SO3 by left translations given by

U: (AN eGxQr— AN EQ.
The induced cotangent lift of ¥, denoted \f/, also acts by left translations. Explicitly,
TN, (A, 7A) = (NA,N7A'A), VA A€S05,  Vre (R

The momentum map associated with this action is defined as a map

J¥: 803 x sof — so03,
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where the identification of T*SO3 with SO3 x s03 was used via the right-translations R, with A € SOs3.
Since

~ —~

(Esos ) exp(t&)A = €A,

]
for every ¢ € so3, Proposition 2.1.3 yields
o 1 ~ 1 ~ 1 ~
TLEA) = Strl(AR) e, | = SuATRTEN) = S0 € = - £
Thus, N N
JY(A,7) =7, and Jg(%A) =7-£.

It follows that every 7 € so} is a regular value of a symplectic momentum map J¥. Moreover, G, consists
of those elements of SO3 that leave 7 invariant. Hence, G ~ SO for 7 # 0 and Gg = SOg3. Furthermore,

JV17) =S0s x {7}, V7 € so}.

Since each G is always compact, it acts properly on J/‘I;_l(%). Moreover, the action of G, on Ja_l(%)
is always free. Therefore, the quotient J¥~1(7) /G is always a well-defined two-dimensional manifold, a
sphere, for 7 # 0 and a zero-dimensional manifold for 7T = 0.

Consider the modified Hamiltonian function of the form

~

1
hg,t:ht—[Jg—ﬁe-gt]:§7T~]It17r—§t-(7r—7re),

and study its critical points. To derive the first variation, it is appropriate to regard h¢; as a function of
(A, ) € SO3 x s05. Assume that (A., T.A.) € T*SO3 is a relative equilibrium point. Then, for arbitrary
50 € R3, define a curve in SO3 given by

e A= exp[a@]/\e .
Similarly, for om € s05 define a curve in soj as
€ > e ::%eJre@Eso;.
These constructions induce a curve
e (Ae, TeAe) € T*SO3.

Consider he ; := dhgyt(&% 5/7\r) By applying the chain rule and introducing I; . := A J;AL, one gets

d 1
0=0het|, = — (71'6 . H;lwe — & (me — 776)> , (3.1.9)
’ de| _, \2 ’
where I, = AJ, . Interpretin + as a function on 3 X §03, at the equilibrium point, the
here I} := AJ; AT 1 ing he, functi T*SO h ilibri int, th

condition arising from the variation with respect to the Lagrange multiplier takes the form

(m—me)-n=0, v € R3.

Moreover,
1 d 1 ~ ~
3T I I, lre = 37 (661} — 1, 160)m,
€ ’ ) El

= %[T(c - (66 x Htfelwe) - H;elﬂe (00 x 7.)] =60 - (H;elﬂe X Te), (3.1.10)

where elementary vector product identities are used. By (3.1.10), expression (3.1.9) yields the following

Shey|, = 6m - [ ome — &) 460 - [I; ime x me] = 0. (3.1.11)
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At critical points, expression (3.1.11) must vanish for every dr and 0. Consequently, the following
conditions are obtained

]It_,elﬂ'e:&, I[;elﬂexm:o.
Substituting the first condition into the second yields & x m, = 0, which implies that & and 7. are
proportional. Thus, & = o;m; for a certain t-dependent function o;. Hence,

& xme =0, L& = M&,s (3.1.12)

where A; > 0 due to the positive definiteness of I, .. These conditions imply that =, lies along a principal
axis, that is, in the subspace spanned by an eigenvector of I;. Consequently, the rotation of the almost
rigid body is around this axis.

To determine the stability, one has to study the second variation of he ;. By (3.1.11), at equilibrium
point, one gets

d
(52h'£-,t) |e = di

; [o7 - (]I,ZélwE — &)+ 460 - (]I;elwe X )] -

e=0
Note that the matrix of second-order derivatives is determined by its evaluation on pairs of equal tangent

vectors. Proceeding analogously to the derivation of (3.1.11) and using (3.1.12), it follows that

1 1 ~

(6%he.)| (6, 80), (97, 60)) = [T 567 [ . (Hgtef_ ) _gt&; ftilt);f)eﬁe ] [ " ] L (3.1.13)
Consider (6m,860) € R3* x R3. Since Ja(%A) = 7, it follows that p. = 7., and therefore T, (G, z)
coincides with the infinitesimal generators of rotations about the axis determined by 7.. Consequently,
distinct forms of I; . may be chosen such that the application of the above results guarantees stability of
the reduced system at the projection of a relative equilibrium.

As a basic case, if I; . is independent of ¢, the stability criterion reduces to the classical analysis carried
out in [113]. In this situation, the conditions involving third-order spatial derivatives of h,, , as well as
their partial time derivatives, are satisfied identically. More involved examples concern diagonal matrices
I; . with positive nonincreasing eigenvalues which are properly bounded from below and, in some cases,
also from above.

3.2 Cosymplectic energy-momentum method

This section develops the energy-momentum method in the setting of cosymplectic geometry, providing
an alternative framework for the analysis of time-dependent Hamiltonian systems. The cosymplectic
formulation significantly extends the scope of the classical energy-momentum method by allowing for a
broader class of symmetries than those in the time-dependent symplectic approach. The applicability of
this extension is demonstrated through certain important physical examples.

3.2.1 Cosymplectic relative equilibrium points

Assume that p € g* is a weak regular value of a cosymplectic momentum map J®. Furthermore, assume
that the isotropy subgroup Gﬁ of u relative to the cosymplectic affine Lie group action introduced in
Proposition 2.2.8, acts on J®~1(u) through @ in a quotientable manner, that is, the quotient P#A =
J‘I”l(,u)/Gﬁ is a manifold and the canonical projection m,: J®~1(u) — PHA is a submersion. Recall that
the sufficient condition for J*~! (1) /GZ to be a manifold is that G4 acts freely and properly on J*~*(p),
although weaker assumptions are admissible (cf. [2]). In the subsequent discussion, attention is restricted
to cosymplectic manifolds of the form (T x P,wp, 7). For notational simplicity, the subscripts on the
differential forms wp and 7 are omitted.

Poincaré’s notion of a relative equilibrium point for time-independent Hamiltonian systems (cf. [2,
p 306]) is now extended to cosymplectic Hamiltonian systems. Multiple extensions of this concept are
possible; an alternative formulation is introduced in Section 3.2.7.
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Definition 3.2.1. A point z, € P is a cosymplectic relative equilibrium point of ((T x P)“, h,J®) if there
exists a curve £(t) € g so that

(Xn)(t,ze) = () M) 4,20) VteT.

If T = R, Definition 3.2.1 can be reformulated in terms of an integral curve of an evolution vector
field. In fact, a point z. € P is a cosymplectic relative equilibrium point of ((R x P)¥, h,J?) if, for each
to € R, there exists some curve &, (s) in g such that

s € R ®(exp(&,(8)), (to + 8,2.)) € R x P, (3.2.1)

is the integral curve of E}, with initial condition (¢, z.). Equivalently, the trajectory ®(exp(&;,(t), z.)) is a
solution of the Hamilton equations related to h, with initial condition z. at t = ty. This characterisation
shows that the evolution for the Hamilton equations of h is given by the symmetries of the problem
encoded in P.

An analogous statement holds for general T', although a local version of (3.2.1) must be used, since T'
may not admit a global coordinate system, for example, when T = S'. In what follows, unless otherwise
stated, it is assumed that ¢y = 0, and the notation &,,—(¢) will be abbreviated as £(t).

Cosymplectic relative equilibrium points z, € P giving rise to equilibria (¢, z.) of the Hamilton equa-
tions of ((T x P)¥,h,J?®) for all t € T are particular cases of relative equilibria. Indeed, in this case
(X1h)(¢t,z.) = 0 for every t € T, so (t, z.) remains fixed under the dynamics generated by Xj, and conse-
quently £(t) in (3.2.1) can be taken to be identically zero.

Proposition 3.2.2. Every integral curve, m(t) = (t,2(t)) of En with respect to ((T x P)*,h,J®) such
that z(ty) = z. for a cosymplectic relative equilibrium point z. € P with pe = J®(to,z.) and to € T,
projects onto the single point (wpf oy, ) (to, ze), t.e.

(mpa 0T )(m(8) = (pa 07 )(tos %)
for every t € T, where m,,: J* 7 (ue) — Jq’_l(ﬂe)/GﬁE and wpa : T P/ﬁ — Pfe are the canonical

projections, see Corollary 2.2.14.

Proof. Proposition 2.2.10 ensures that every integral curve m(t) of Ej is entirely contained within the
the level set J®~1 (). By Proposition 2.2.15, such curve projects, via T, onto a curve in MMAE =
J‘I)_l(ue)/Gﬁe ~ TxPlﬁ, where Gﬁe denotes the isotropy subgroup of . € g* relative to the cosymplectic
affine Lie group action A.

Since z, € P is a cosymplectic relative equilibrium point and J® is A-equivariant, it follows that

0="Te 0" (En)t,20) = Tty IT(R+ EO) ) (1,20) = (€(8) 5> ) e vteT,

for some curve £(t) in g. Consequently, the curve £(t) is contained in g .
Note that the curve 7, (m(t)) is the integral curve of the reduced vector field on T' x Pfe of the form

Rﬂe + Y, = 7Tlte*(Eh)’

where R,,, is the Reeb vector field associated with the reduced cosymplectic manifold (M MAE Wy Tpy )
Since (Xn)(t,2) = (§(t) ) (t1,2.), for a certain curve £(t) in g5 and 7y . R|yo-1(,.) = Ry, , then

Vi) m (me)) = (Ti.z)Tue ) (E(B)ar) t,20) = 0-
Hence, 7, (m(t)) consists of equilibrium points of Y,,,. The integral curve of the vector field Y, passing
through (’R’PMA oy, )(to, ze) is just that point. Hence,
(rps 0T )(m(®) = (Tpa 0 )t 20)

for every t € T. Then, the projection of every solution passing through z. is just the equilibrium point
(WP‘LA o, )(to, ze) of the Hamilton vector field Y,, on P2 . Equivalently, this point is an equilibrium
point of the reduced Hamilton equations in M #Ac . O
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From Proposition 3.2.2 follows that z. € mp(J®71(x.)) is a cosymplectic relative equilibrium point
of (T x P)¥,h,J®) if and only if every solution to the Hamilton equations associated with h passing
through z. projects onto an equilibrium point in PMAe of a reduced Hamiltonian system.

Cosymplectic relative equilibrium points of ((T' x P)¥, h,J?) can be characterised via Lagrange multi-
pliers as critical points of h restricted to J®~!(j.), as done in Theorem 3.1.7 and initially for the classical
energy-momentum method in [2, p 307] and [140].

Theorem 3.2.3. A point z. € P is a cosymplectic relative equilibrium point of (T x P)¥,h,J®) if and
only if there exists a curve (t) in g such that, for every t € T, the point z. is a critical point of the
restriction to {t} x P of the function heyy: T x P — R of the form

hewy(t', 2) == h(t', z) — (I, 2) = T2, ), £(1)) .

Proof. Suppose z. € P is a cosymplectic relative equilibrium point. Then, there exists a curve £(t) in g
such that (£(t)ar)t,z.) = (Xn),2.) for every t € T'. Due to the definition of the cosymplectic momentum
map J®, it turns out that

EOm)tz) = (Xg2 ) t,2) and  (Xj,_je )u.) =0,

£(t)

for every t € T'. Since ngt)(t/ , Z¢) is independent on #', it follows that

0=PXp_sz, Nz = (dhe)ee) = (Bhe)) v,z Tt0,20): - VEET:

Hence, (dhe())(t,z.) [kerr, .., = 0, and therefore (, z.) is a critical point of he(;y (1) p for every t € T.
Conversely, assume that (t,2.) € T x P is a critical point of h¢y [14)xp for every t € T. Then,

(dhﬁ(t))(t,zg) rkerT(t1z8): d(h - ngt))(t,ze) rker T(t,ze) (Lth—JZ,)w)(t’ze) rker‘ru’zS): 0, vteT.

Since X, je (t, z.) takes values in ker 7, it follows that (X, _ ;e )¢ ..) = 0 for every t € T. Consequently,
&) e(ry )\ DFe
(Xn)tz) = (Xy2 )t,ze) = (§(t)m),z.) for every t € T, proving that z. is a cosymplectic relative

HO)
equilibrium point. O

The above theorem can be equivalently rewritten as follows.

Corollary 3.2.4. A point z. € P is a cosymplectic relative equilibrium point of ((T x P)%, h,J?®) if and
only if there exists a curve £(t) in g such that (z.,£(t)) € P x g, for every t € T, are critical points of
the functions hy: P x g — R of the form
hu(2,v) = h(t, z) — (32(t,2) — I2(t, 2), V).
Note that £(¢) plays the role of a t-dependent Lagrange multiplier in Corollary 3.2.4.
Let 2. be a cosymplectic relative equilibrium point of ((7'x P)%, h,J®). The second variation of hes.)
at (te, zc), for any t. € T is defined as the mapping

(62h£(t6))(te,ze): kerT(te,ze) X kerT(ta,zE) — R,

of the form
(0% he()) (to,20) (1, 02) == 1y (d(exdhe(e,)) e, 20 - (3.2.2)

for some vector fields X,Y on M defined on a neighbourhood of (¢, z.) taking values in ker 7 and such
that v1 = X4, .), v2 = Y, ..). Note that, for each pair vy, v, it is always possible to find some X,V
satisfying the given conditions.

In cosymplectic Darboux coordinates {¢,x1, ..., Z2,} in an open neighbourhood U of (¢, z.), one can

write
2n 2n

0 0
X:;fi%, Y=29i%7
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where ¢ BT = Ofori=1,...,2n,and fi,..., fon,91,.-,92n € €°°(U) may depend on t.

Notlce that the deﬁmtlon of the second variation is analogous to that used in the time-dependent
energy-momentum method, see Equation (3.1.4). The key distinction here is that the variable ¢ € R is
treated not as a parameter but as a coordinate of the associated cosymplectic manifold.

Proposition 3.2.5. Let z. € P be a cosymplectic relative equilibrium point of (T x P)*, h,J®). If

{t,x1,...,29,} are cosymplectic Darbouz coordinates on a neighbourhood of (te,z.) € T X P, then
0? h§
(62 he)) e 20) (W, v) Z ) te,ze)wivj, Yo, w € ker 7y, 2., (3.2.3)
ig=1 "

where w = Zf; w;0/0x; and v = Zl 1 0i0/0x;.

Proof. From (3.2.2) and the fact that the vector fields X, Y associated with the tangent vectors w, v take
values in ker 7, one gets

2n 2
0%h
§(te) (te, Ze)w;vj

(0%Re(t.)) (o2 (0, 0) = vy (dexdheq,)) b, ) =

=1 3:172(9.TJ
2n 2n
Ohg,y 0X; 32h5(t )
- te,ze) 7 (te, 2e)V; = . te, ze )Wiv5,
+ij:1 axi ( 2 )8.13] ( &2 )UJ ijzl axla ; ( Z )’LU Uj

where X = 22221 X10/02", X(te,2) = w. The second equality uses the fact that z. is a cosymplectic
relative equilibrium point. O

It follows from (3.2.3) that, for each t € T, the maps (6%h¢(t,))(t,2.) are symmetric.

Proposition 3.2.6. Let z. € P be a cosymplectic relative equilibrium point for ((T x P)®,h,J®). Then,
for every t € T, one has

(8% he)) (t,20) (C) (1200, V(t2)) = 0, VC €@, Vo an) € Tirany I Hpte) Nker 7y 2.y -

Proof. The G-invariance of a Hamiltonian function h: T'x P — R together with the equivariance condition
for J® relative to the cosymplectic affine Lie group action, A, imply that for every ¢ € G and all
(t',2) € T x P, with . = J®(¢, 2.), one has

he(y(Rg (', 2)) = h(®y (¢, 2)) = (AgIT(t', 2), £(1)) + (e, (1)
= h(t',2) = (J*(t',2), AFE)) + (e, E(1))

where A;: g — g is the transpose of A, for every g € G.
Fix any t € T and let g = exp(s(), with ¢ € g. Differentiating with respect to s at s = 0 yields

(e dhe() (s 2) < \ AT t>> = (3, 2), (et

where (QQA)E(,&) is the fundamental vector field associated with a Lie group action AT: G x g — g related
to ¢ € gat &(t) € g, for a fixed t € T, namely

d
(ﬁ(“) = ol

T

exp(fsg)/(h V'U c g.

Since (Car)(t,2.) and vy ., ) take values in ker 7, . ), taking variations with respect to z € P and evaluating
at (t, z) gives

(0%he) (t.20) (CM) 1.20)5 V(t.20)) = (Ti,20) I (V(t20))s (5 ety -
This vanishes whenever T(tyze)J‘I’(v(tyzc)) =0, that is, if vy . ) € ker T(t,ze)J‘I’ = T(t’ze)J‘b_l(,ue), which
proves the claim. O
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The next corollary is an immediate consequence of Proposition 3.2.6.

Corollary 3.2.7. Let z. be a cosymplectic relative equilibrium point of (T x P)¥,h,J®). Then, for
every t € T, the subspace T(t,ze)(Gﬁe (t,ze)) is contained in the kernel of the restriction of (52h€(t))(t,ze)
to Ty 2,)J®* 7 (pe) Nker 7y . ).

3.2.2 Stability on the reduced cosymplectic manifold

Subsection 3.2.1 introduced the fundamental results of a cosymplectic energy-momentum method, which
provides a systematic approach to finding cosymplectic relative equilibrium points of ((T' x P)¥, h,J®).

In this section, the stability of these points on the reduced space is analysed by applying and inter-
preting the results similarly as in Section 3.1.4 within the cosymplectic framework. From now on, it is
assumed that T"= R in order to employ Definition 1.1.1, which serves as the foundation for establishing
conditions that ensure various types of stability on manifolds.

Recall that the cosymplectic Marsden-Meyer—Weinstein reduction for (R x P)¥, h,J®) consists of
reducing the cosymplectic manifold (R x P,w,7) to a cosymplectic manifold (R x PMA,wH, Tu), where w),
and 7, are defined by

*
"

*

. % ko
bW = T,Wy, I, T =TT

where i, : J*7!(1) < R x P is the natural immersion, 7, : J*~1(u) — MﬂA = J‘b’l(,u)/Gﬁ and mp: T x
P — P are the canonical projections. Recall that M2 ~ R x PMA for a certain manifold PHA introduced
in Corollary 2.2.14. The following analysis relies on the ideas developed in Subsection 3.1.4.

Consider the function h,_ : R x P — R given by

h,, (t,z) :=h(t,z) — h(t, z.) .

Then, h,,_(t,z.) = 0 for every t € R. This is done to study h,_ (¢, z) with Ipdf functions and other functions
of the sort, analogously as in Subsection 3.1.4. If (¢,z(¢)) is the particular solution to the G-invariant
cosymplectic Hamiltonian system ((R x P)%,h,J®) with the initial condition (0, 2.), then

d

d d
E t:the (t7 Z(t)) = 5 . h(t,Z(t)) — & h(t7 Ze) )

0 t=0

Since the integral curves of Ej, for (R x P,w,7) are given by (1.3.6a), the derivative with respect to t of
a function h,, along the solutions of the Hamilton equations for h reads

dh.,
dt

Oh.,
ot

= Eph,, = Rh., + {h.,,h}w - = Rh,, =

Note that this relation is independent of the particular choice of the variable ¢ in cosymplectic Darboux
coordinates on R x P. Furthermore, one has that h._  is G-invariant, namely h, o ®, = h,_ for every
g € G. Since, by assumption, mr o ®, = 77, there exists a reduced function H,_ : R x P;ﬁ — R of the
form

H., (t,[2]) o= he,(t,2),  V(t2) € 377 (ue),

where (t, [2]) stands for the equivalence class of (¢, z) € J®~1 () in J®~! (,ue)/Gﬁe. Similarly as in Subsec-
tion 3.1.4, the function H., (¢, [2])—k,, (, [2]) depends only on ¢, because k,,, (, [2]) satisfies 7 k,, =i}, _h.

Since R x PuAe is a cosymplectic manifold, the relation 7, (R + Xp) = R, + X4, holds. Consequently,
Ze] is an equilibrium point of X and thus H,_ |1« pa has an equilibrium point at [z.]. Additionally,
He e { } n

< L) = (Rh)O.A0), V0L (0)) €37 )G, =R x P

where z(t) is any solution to the initial Hamiltonian equations of h within J®~1 (1) with initial condition
z(0).
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Now, the function H,, is used to study the stability of [z.] in P;LAe~ In particular, conditions on h
are derived to guarantee that H,_ induces different types of stable equilibrium points at [z.]. Therefore,
following Subsection 3.1.4, consider a coordinate system {z1,...,z,} on an open neighbourhood U of
[z¢] € P,j‘e such that z;([z.]) =0 for i = 1,...,n. Let o = (a1,..., ), with aq,...,a, € NU{0}, be a
multi-index with n = dimJ®~!(x,)/GS2 — 1. To understand this, recall that M7 ~ R x P2 . However,
in the stability analysis, the t-dependence is treated as a parameter, not a variable. Let |a| = > | o
and D% = 0g}!---0gn for every a. The proof of the following lemma follows the same way as Lemma
3.1.11.

Lemma 3.2.8. Consider the t-dependent parametric family of n x n matrices M (t) with entries

;1 0°H
J _ = Ze

(t,[z]), VteR, ij=1,...,n,

and let spec(M(t)) be the spectrum of the matriz M(t) at t € R. Assume that there exists a A € R such
that 0 < A\ < infyer,, minspec(M (t)) for some t® € R. Suppose also that there exists a real constant c
such that 1
¢ > — sup max max |[D*H,_(t,
6 1,0 lol=3 [y]eB| = (& D)
for a certain compact neighbourhood B of [z.]. Then, there exists an open neighbourhood U of [z.|, where
the function H, : R x U — R is Ipdf from t°. If there exists additionally a constant A such that

sup maxspec(M (1)) < A,
telo

then, H, : R x U — R is a decrescent function from t°.

Recall that the eigenvalues of M (t) depend on the chosen coordinate system around [z.]. However,
as shown later on, the stability analysis does not depend on the choice of the coordinate system.

Similarly to Section 3.1.4, an appropriate coordinate system may simplify M (t) at certain values of ¢,
e.g. by writing M (t) in a canonical form. Nevertheless, the simplification of M (¢) at every time ¢ € T o
for a certain coordinate system in Plf; around [z.] is impossible, in general. Consequently, the analysis
must be restricted to a specific coordinate system.

Lemma 3.2.8 yields the following theorem.

Theorem 3.2.9. Suppose that there exist A,c > 0 and an open neighbourhood U of [z.] so that

1 H.
A < min(spec(M(t))), ¢ > — max sup |DYH,_(t, [z])], oM., <0,
3! ja|=3 [x]eU ' ot U

for everyt € Iyo. Then (2] is a stable point of the Hamiltonian vector field related to k,,, on J‘I’_l(,ue)/Gﬁe
from t°. If there exists A such that max(spec(M(t))) < A for every t € I o, then [z.] is uniformly stable
from 0.

Under stronger hypotheses on the higher-order derivatives of H,, than those appearing in Theorem
3.2.9, one obtains Corollary 3.2.10, whose conditions can be shown to hold independently of the chosen
coordinate system, analogously to Lemma 3.1.14, which gives them an intrinsic geometric character.

Corollary 3.2.10. If there exist A\,c > 0 and an open neighbourhood U of [z.] such that

1 H,
A < min (spec (M(t))), c> 37 ax  sup |DYH,_(t, [x])], OH-, <0

, 3.2.4
<le|<3 [gleu ot |y~ ( )

for every t € Io, then [z.] is a uniformly stable point of the Hamiltonian system k,, on J‘I’_l(,ue)/Gfe
from 0.



140 Chapter 3. Energy-momentum methods

The existence of a constant ¢ as required in Corollary 3.2.10, together with the first and second
inequalities in (3.2.4), implies that max(spec(M (t))) < 6cn? for every t € Iyo. Indeed,

vT M(t)v < Z |U1||U]||M;(t)| < 602 |v]|? = 6en?||v]|?, Vv € R™.

i.j=1 i.j=1

Consequently, vT M (t)v < AvTv for every non-zero v € R™ and A > 6¢en?.

The results established above employ a distance on an open coordinate neighbourhood of [z.] that
was induced by a standard norm on R"™. Since the topology induced by this norm coincides with the one
induced by any Riemannian metric on the neighbourhood of [z.], the stability properties obtained are
independent of the chosen Riemannian metric.

The following lemma, whose proof is the same as Lemma 3.1.14, confirms that Corollary 3.2.10 is of
the geometric nature, i.e. the conditions remain valid regardless of the choice of coordinates. The values
of the constants A and ¢ may vary with the coordinates, but their existence is preserved, which is the
essential property in the stability analysis.

Lemma 3.2.11. If M(t), which is defined in a local coordinate system {x1,...,x,} on an open neigh-
bourhood of an equilibrium point [z.] € Pﬁ,f is such that 0 < A < inf,0<, minspec M (t) for some X\ (resp.
sup,o <, maxspec M(t) < A for some A), then Mg (t), which is determined like M (t) but in another coor-
dinate system B' = {&1,...,&,} around [z] € Ps, holds that 0 < X' < infy<, minspec Mg (t) for some

A" (resp. supy<, maxspec Mg (t) < A" for some A’).

3.2.3 Stability, reduced cosymplectic manifold, and cosymplectic relative
equilibrium points

The cosymplectic energy-momentum method determines properties of a Hamiltonian function h on a
neighbourhood of a cosymplectic relative equilibrium point m, = (¢, z.) € R x P that guarantee a certain
type of stability around an associated equilibrium point of the Hamilton equations related to k,, in
R x PHAE. Similarly as in Subsection 3.1.5, conditions on hy, : (t,2) € J*7(u.) — h(t,z) € R, and
Oh,,, /0t with t € R are derived to ensure that the hypotheses of Theorem 3.2.9 and/or Corollary 3.2.10
are satisfied. Instead of investigating M(t), one is focused on the conditions on the functions he) [(11xp
for t € R, which is more practical, since these functions are defined directly on P, rather than on the
reduced manifold.

Consider a coordinate system {t,z1,...,%,} on an open subset R x A, C J®*7!(u.) containing
me = (te, 2ze) for some t. € R. Let {t,ﬂzexl, . ,ﬂ;exn} be the coordinates on R x A, obtained by
pull-back to R x A, some coordinates {¢,z1...,z,} on Rx O =7, (Rx A, ) ?, since the cosymplectic

Marsden—Meyer—Weinstein reduction does not “reduce" the space component R (see Corollary 2.2.14),
and let {y1,...,ys} be additional coordinates giving rise to a coordinate system {t, z1,..., 2z} on Rx A, .
Due to the Gﬁc—invariance of hy, =hoi, : J*7*(u.) — R there exists ¢ such that

v

max sup |Dﬁhue t,y)l, vVt € Lo,

1

& —

|
3! 3>9|>1 zea,,,

where ¢ is a multi-index ¥ = (94, ...,9,) if and only if

1
— max sup |D*H. (t,z)], Vt € Lo, (3.2.5)

cz
3! 3>|a|>1 [z]€O

where R x O is an open neighbourhood of [m.] = (., [2¢]) because 7, is an open mapping. Indeed, since
h,., is constant on the submanifolds where t, 21, ..., , take constant values, h, (¢, 21,...,Zn, Y1, .., Ys)—
h(t,z.) = H, (t,z1,...,2,) and (3.2.5) follows.

2To simplify the notation, {x1,...,%n} stands for a set of coordinates on a neighbourhood of [z] and their pull-backs
to J®~1(u.) via 7., simultaneously, the same as in Subsection 3.1.5.
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Consider again the local coordinate system {t,z1,...,2,} on J*71(u.). Let []\//T(t)} stands for the
t-dependent ¢ x g matrix given by the t-dependent coefficients of the form
— i 0%hy,

(t726)5 7”]:1’7(1

The coordinate system is constructed in accordance with the natural local decomposition J®~1 (1)
of the form R x A, . Moreover, for (t,z) € J*~!(u) the equality hy, (t,2) = he)(t, z) holds.

According to Lemma 3.2.11, the existence of constants A and A is equivalent to the fact that the
t-dependent symmetric bilinear form K(¢): T[ZE]PILA& X T[Ze]PﬂAe — R of the form

iz

t, [ze))dzil () ® dwj] .,

2 0x; 8:5]
satisfies the following inequality
K(t)(w,w) > AMwlw)g, Yw € T[ZE]PMAG\{O}, Vt € Lo, (3.2.6)
where (-|-) is the Euclidean product in Ty, ;P2 for which {8, , .. 8%} is an orthonormal basis. Indeed,
if v stands for the column vector of the coordinates of w € T,,jP;} in {0y, ..., 0, }, then

Kt)(w,w) = vTM(t)v > MTv = Mw|w)s, Yw € T[ZE]PMAE\{O}, Vt € Lo .
Moreover, for any another inner product (-|-)g on T[ze]P,ﬁ there exist constants m;, ms > 0 such that 3
ms(w|w)p > (wlw)g > my(wlw)gs , Yw € T[Z?‘]PMA6 \ {0}.

Consequently, if (3.2.6) holds for a given inner product on T[ze]P;ﬁa then it also holds for any other choice
of inner product, possibly after a change of the value of A\. The same reasoning applies to the upper bound

Awl|w)p > K(t)(w, w),

for a A >0, for all ¢t € I, and every w € T, P \{0}

It is worth noting that the inner product (:|- ) g is introduced to effectively characterise whether the
t-dependent matrix M (t) has eigenvalues that can be bounded from below simultaneously for every time
t € L.

A geometric approach to the verification of condition (3.2.6) can be formulated as follows. Since each
P
exists a t-dependent symmetric bilinear form

{tyxA,,, With ¢ € R, admits a critical point at the cosymplectic relative equilibrium z. € A, , there

M(t): To, Ay, x T2 A, — R,

of the form

_ 1 P
Z e (f zo)dz]., @dzl.,, Ve Lo,

82’18,2]

where B = {t,21,...,2,} is any coordinate system in an open neighbourhood of (¢, z.) € J*71 ()
adapted to R x A, .

Let {t,z1,...,%n,91,...,Ys} be the coordinate system on the open neighbourhood of (t.,z.) in
J®~1(u.) introduced above. Then,

0%h,,, 0%h,,

s
axkayj(’z) Dy dy;

“(t,ze) =0, i,j=1,...,s, E=1,...,n, vteR.

3Recall that in finite-dimensional spaces all metrics induced by norms are strong equivalent [2, 95].
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Furthermore, 7, K(t) = J/W\(t) and Tze(Gﬁ,Ze) C ker J\/I(t) for every ¢t € R. Since thf:fe objects are

geometric, the bilinear form K(t) can be considered as the induced bilinear form by M(t) on S, ~

T, A, /TZe(Gﬁe Ze) = T[ze]P,f;- Thus, the conditions for M (t) can be equivalently verified via Z/W\(t)
Corollary 3.2.10 together with the previous remarks lead to the following theorem that serves as an

analogue of Theorem 3.1.17 from Subsection 3.1.5.

Theorem 3.2.12. Suppose that there exist A,c > 0 and an open coordinate neighbourhood A, of z. so
that R x A, C J* 1 (u.) and
1

— h
A < min(spec([M(t)][s..), ¢> - max sup |D? by, (t9)ls e

! <0,
3M1<|9<3 yea,, ot A,

for every t € Iio and a subspace S,, C T, A, suplementary to TZE(GﬁCze), then [ze] is a uniformly
stable point of the Hamiltonian system k,, on J¢*1(ue)/Gﬁﬁ from t°.

Finally, the properties of he()|1yxp can be related to H,, in order to analyse cosymplectic relative
equilibrium points in P together with their associated equilibrium points in PMAE. Since hey [{iyxp
admits a critical point at each cosymplectic relative equilibrium point z, € P for every t € R, one may
introduce the ¢-dependent bilinear symmetric form on T, P defined by

O?he
Z D0 () tze)duz\ze®duj|ze, VteR,

where {t,u1,...,uy}, with x = dim P, is a coordinate system on an open neighbourhood of m. = (¢, z.)
in R x P. The relation of T,_(t) and M (t) is crucial, since the latter can be studied through the former.
Furthermore, T, (t) is a geometric object naturally constructed on T, P essentially depending only on h
and J?.

Following the reasoning from Section 3.1.5, for a regular value J®(z.) = . € g*, one gets the following.
Since p. is a regular value, the coordinates of J® around J®~!(u.), e.g. u1,..., ., give rise to dim g
functionally independent functions on P. Consider now the coordinate system on a neighbourhood A4,
of 2. so that R x A, C J*~1(y.) given by {t,z1,...,Zn,¥1,...,Ys}. Extend these coordinates smoothly
to an open neighbourhood in M containing R x {z.}. Since J® is regular at each (¢,z.) for t € R, the
functions j1, ..., fi, which are constant on the level sets of J®, satisfy

dpy A--- Adpr # 0,

on each (t, z.) for every t € R. This yields a coordinate system {¢,Z1,...,Zn, Y1, Ys, 41, - -, fpr } O1
an open neighbourhood in R x P containing R x {z.}. Consequently,

Oh 2(I® — t
_o, WTmwe EO) o R, iot1,.s.
y; JP—1(p.) Jy;
It is worth noting that these identities are not required to hold away from J®~1 (1. ) since y1, . ..,ys were

extended smoothly from J®*~1(p,.). Furthermore,

EXD I
dy; Oy; JP=1 () ' Ozy Oy;

0 0(I® — pe, E(1))
y; 0yi

forallt € R withi,j=1,...,sand k=1,....,n
The first two relations follow because the derivatives on the left depend only on 0h/dy; within

= ()7
3P ()

and
9 I — pe &)

=0 P —
' Oxy, 0y;

207

J®~1(pe). In the chosen coordinate system, the Hessian of hegy restricted to ¢ x P on Ty, )J® ! (pe) N
ker 7(; .,y coincides with M (t). Hence, the functions h¢(;) can be used to study both M (t) and M (t).
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3.2.4 Example: Two-state quantum system

Consider a quantum mechanical system defined by a time-dependent Schrédinger equation on a finite-
dimensional Hilbert space, to study its cosymplectic relative equilibrium points with respect to the group
of symmetries of the time-dependent Schrédinger equation given by multiplication by non-zero complex
numbers.

In this section, attention is restricted to a two-level quantum system subjected to a time-dependent
Hermitian Hamiltonian operator H (t), which may arise, for instance, from a spin-magnetic interaction
with an additional drift term. In particular, the techniques introduced previously in this section are
applied to this system.

The states of the two-level system are represented by elements of the Hilbert space C2, where only non-
zero vectors are physically relevant. Since C™ admits a real differential structure globally homeomorphic
to R2", the Hilbert space describing the two-level system is two-dimensional as a complex manifold or,
equivalently a four-dimensional as a real manifold. The evolution of the system is determined by the
action of the Lie group U, of unitary automorphisms on C2. More precisely, the solution of the time-
dependent Schrodinger equation generated by H (t), with an initial state ¥y € C? at t = 0, is given
by ¥(t) = Up¥q for a curve R 3 t — U; € U,. Recall that the time-dependent Schrodinger equation
associated with H (t) reads

AU (¢)

i = H(t)U(t), (3.2.7)

where [ (t), for every t € R, is assumed to be a Hermitian Hamiltonian operator on C2.

Consider the real vector space of Hermitian operators on C2, denoted by uj. A convenient basis of
this space is given by {§ = %aj }j=1,2,3, where 01,02, 03 are the Pauli matrices, and the 2 x 2 identity
matrix 1. To simplify computations, introduce a Lie bracket on uj defined by

[A, B] := —i[A, B], VA, B € u;,
where [, -] is the operator commutator for endomorphisms on C2. In this basis, the commutation relations
are
R R 3
[[I,S]]] =0, [[Sjvsk]] :Zejklsh k7] =1,2,3,
1=1

where €;1;, with j, k,1 =1,2,3, are the Levi-Civita symbols.

In the presence of an external magnetic field B(t) := B(t)(B1, Ba, B3), where B(t) is an arbitrary
t-dependent function, applied to a spin 1/2 particle and under the additional drift term of the form
B (t)BO:f, the time-dependent Hamiltonian operator reads

H(t) = B(t)Bol + B(t)- §,

where S = (§1, §2, §3) By construction, fAI(t) is Hermitian for every ¢ € R. Recall that each operator
H (t) is Hermitian and therefore admits only real eigenvalues.

Since C? is diffeomorphic to R* as a manifold, a point (z1,22) € C? can be represented by ¥ :=
(q1,p1,q2, p2) € R*, where ¢; = Re(z;) and p; = Jm(z;) for i = 1,2. Thus, the time-dependent Schrédinger
equation (3.2.7) takes the form

q1 0 2By + Bs —By B, q1
d | m 1 —2By — B3 0 —B; —By D1
— = —B(t 3.2.8
il e | 30| B B 0 2Bo-Bs | | a (8:28)
P2 —Bl BQ —230 +Bg 0 P2

The manifold R x C? ~ R5 is a natural cosymplectic manifold (RxR?, wg := dgi Adp; +dgaAdpe, 75 := dt),
where ¢ is the natural coordinate on R understood as a coordinate on R x R*. The solutions of system
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(3.2.8) can be geometrically described as the integral curves, parametrised by ¢, of the evolution vector
field on R x R* given by
R+ B(t) (BoXo+ B1X1 + BaXs + B3 X3)

where R = 9/0t denotes the Reeb vector field associated with (R x R* wg,7s) and Xy, ..., X3 are the
vector fields on R x R* of the form

0 0 0 1o} 1 0 0 1o} 0
Xo=p1g——qQ5— +pP2y— — @5, X1:=3 <P21 *‘Dil +p172 ‘h) )

oq1 Op1 O0q2 opy’ 2 Oq dp dq Op2
YA T A T B NN VAN R B B}
2 = 9 q2 8(]1 D2 5]91 q1 an P1 3102 s 3= 5 P1 aql q1 8p1 D2 an q2 8]?2 .

Their commutation relations are given by
[(Xo, X;] =0, [X1,Xo]=-X3, [Xo,X3]=-X1, [X3,Xi]=-Xy, J=12.3.

On the cosymplectic manifold (R x R* wg = dq; A dp; + dga A dps, 7s = dt) the vector fields Xo, ..., X3

are Hamiltonian with related Hamiltonian functions hg, ..., hs given by
Lo 7 Lo 9, 2, 2 1 g 1
ho(¥) = §<‘IJ7I‘I’> =3 (i + ¢ +pi+p3), hi(¥) = 5(‘1’751‘” = 5(101172 +q1g2) ,
1 ~ 1 1 ~ 1
he(¥) = §<‘I’752‘I’> = 5((]1172 — q2p1), hs(¥) = §<‘I’a53‘1’> =1 (pi+d—p3—a) .

The functions hq, ha, hz are functionally independent and h3 = 4(h? + h3 + h3).

Accordingly, the time-dependent Schréodinger equation, in coordinates given by (3.2.8), can be associ-
ated with an evolution vector field, Ej, on R x R* induced by the Hamiltonian function h € €°°(R x R*)
given by

3
h(t,¥):= B(t) Y Baha(¥), teR,  WeR:. (3.2.9)
a=0
In other words, the solutions (g1 (t), p1(t), g2(t), p2(t)) to (3.2.8) correspond to the integral curves

t— (t,q1(t), pr(t), q2(t), p2(t)),

of the evolution vector field Ej,. Recall that equivalently U = (21, 22), with 21, 22 € C. Then define a Lie
group action
O:Up xR xC%3 (e5t,21,290) = (t,e 21,67 2) e R x C2.

This Lie group action gives rise to a Lie group of symmetries of (3.2.7). Its fundamental vector field is
spanned by X (considered as a vector field on C?).

Equivalently, by R x C? ~ R x R*, one gets the Lie group action with a fundamental vector field X
of the form

O SOQ x R x R4 > (9;t7Q1ap17QQ7p2) = (t7 <R0 ® RG)(QlaPlaQ%ZE)) ERx R47

where SO is the special orthogonal 2 x 2 matrix group and Ry satisfies

_ cosf sinf q \ _ cosf sinf q; .
Ro_(—sin@ cosH)GSOQ’ Re(pj>_(_sin9 COS@)(pj ; J=12.

Note that ® leaves invariant the Hamiltonian function h given by (3.2.9). Furthermore, ® is a
cosymplectic Lie group action, that is, ®jws = wg and @75 = 75 for every g € SO2. Additionally, it
admits an associated momentum map J®: R x R* — s03 given by

Jq)(ta Q1ap17QQ7p2) = hO(Qlap17q27p2) B
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where s05 ~ R*. Note that 0 # u € so} is a regular value of J® and p = 0 is not even a weak regular
value of J® because T(t,0,0,0,0J® = 0 but J*~1(0) = {(¢,0,0,0,0) | ¢t € R}. Thus,

T(4,0,0,0,03%7(0) # ker T (1,0,0,0,0° -
Therefore, for 1 # 0, the level set J®~1 (1) is a submanifold of M, given by

I® N w) ={(t,q1,p1,q2,p2) | GG +PI+ B +p5=2u teER}=RxA,,

where

Ay ={(a1,p1,42,p2) €R* | ¢} + i + 65 + ph = 2u},
is a three-dimensional sphere in R* ~ C? centred at the origin and of radius \/2u. Hence A, ~ S3. Since
505 is isomorphic to R* and SO; is abelian, the coadjoint action of SOy on so03 is trivial (every element
of SO4 acts as the identity in s03). Because hg is invariant under the action of SOq, the momentum map
J?® is Ad*-equivariant. Moreover, the isotropy group of every p € R*\{0} is SOa, i.e. G,, = SO, for every

i # 0. Since SOy is diffeomorphic to the one-dimensional sphere in R2, that is, the circle with radius one
and centre at 0, S, in R?, it follows

(R x A,)/G, ~R x (S*/sS).
It is known that S' acting on S? gives rise to a space of orbits diffeomorphic to S?. Therefore,
J* N w)/G, ~ R x S2.

In particular, the manifold J®~!(x) admits coordinates {t, y, 6;,6>} such that the points in J®~1(x) can
be parametrised by

q1 =+/2usinpcosfy, p; =+/2usinpsinb, ,
G2 =\/2pcospcosbly, ps =/2pcospsinby,

with t € R, ¢ €]0,7/2[, 6, € [0,27] and 65 € [0, 27[. In these coordinates, one has
inw = psin(2p)dp A d(6r — 02),

where i,: J*71(u) — P is the natural embedding. The form inw becomes degenerate at ¢ € {0,7/2}.
This degeneracy arises from the fact that the chosen coordinate system is not properly defined at these
values. Then, the Lie group action of SOz on J®~1(y) is of the form

e (t,p,01,02) = (t, 0,01 — 0,05 — 0),

and
Trll«: (t7 @, 917 02) S J(b_l(/j/) = <t7 @, 91 - 92) € (R X AM) /GIJ« .

Hence, {t,,0 := 6; — 6>} are local coordinates on J®*~*(u)/G,,, and the reduced cosymplectic structure
is given by
T, = dt, wy = psin(2¢)de A d6.

*
o

The function he(;) has the following form

3 _
Indeed, ij,w = miw),.

hey = B(t) — (ho — w&(t),

3
> Baha
a=0
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for certain By, B1, B2, B3 € R. The critical points of hg ;) for a fixed ¢ correspond to the solutions to the

system of equations
q1(2Bo + Bz — 2£(t)/B(t)) + Bigz2 + Bapa =0,

)
q2(2Bo — B3 — 2§(t)/B(t)) + Big1 — Bap1 = 0,
p1(2Bo + B3 — 2£(t)/B(t)) + Bipa — Baga =0,
Bip1 + 2Bop2 + Baqi — p2(Bs 4 2£(t)/B(t)) =0,

(3.2.10)

which is equivalent to

g2 + ip2 g2 +ip2

B(t) (BOT+ iBa§a> { Qi } —£(1) [ @i ] . (3.2.11)

According to Theorem 3.2.3, Equation (3.2.11) characterises the cosymplectic relative equilibrium points.
Indeed, these are the eigenvectors of the operators

71(t) = B() (BoT + Bi8: + ByS, + BsS5) |

for every t € R. This observation is consistent with the fact that the cosymplectic relative equilibrium
points with respect to ® are precisely given by the eigenvectors corresponding to real eigenvalues of H (t)
that remain constant for every ¢ € R.

The reduced Hamiltonian system admits reduced Hamiltonian functions of the form

1 1 1
ko=p, k= g,usin(ng) cosf, ko= —i,usin(Qcp) sinf, k3= —oh cos(2¢) .

Then, the reduced Hamiltonian function on J*~1(u)/G,, is given by

3
ku(t, [0]) == B S Bako([W]), (9] €82,
a=0

Consider now the case where By = B; = By = 0 and Bz = 1. In view of (3.2.10) and (3.2.11), the
cosymplectic relative equilibrium points are given by points in C? of the form

((1,0))c U((0,1))c-

The stability of these equilibrium points in the projected space is determined, within this framework, by
the Hessian of k3. However, the standard criteria [2, 113] do not provide a conclusive result in this case,
since the Hessian of k3 is degenerate as it depends only on the variable . From a geometric perspective,
it can be shown that the evolution on S? preserves a Riemannian metric [28]. This invariance ensures that
the dynamics on the reduced system conserve the distance between any trajectory and the equilibrium
points, thereby ensuring the stability of the reduced cosymplectic relative equilibrium points.

3.2.5 Example: Cosymplectic relative equilibrium points of n-state quantum
system

Consider a more general quantum mechanical system than in the previous subsection, namely a system
given by the time-dependent Schrédinger equation on a finite-dimensional Hilbert space C”, associated
with a time-dependent Hermitian Hamiltonian operator H(t) of the form

dy

i = H(tyy, VpeC', VteR. (3.2.12)

The following analysis focuses on finding the cosymplectic relative equilibrium points of this system.
The states of an n-level quantum system are represented by the elements of the Hilbert space C™,
and any orthonormal basis in C™ determines a real global chart on C". Indeed, let {ej}lﬁ,”’n be an
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orthonormal basis of C™ relative to its canonical inner product (-,-): C* x C* — C. Then, the functions
gj,pj: C* = R, with j = 1,...,n, defined by

(ej, ) =1 q; (V) +ip;(vp),  j=1,....,n, YeC",

define a real global chart on C™. Recall that for every t € R, the operator H (t) is Hermitian with respect
to the inner product above. Since C" ~ R?", it follows that at each ¢) € C™, there exists a canonical
R-linear isomorphism v € R?" ~ C" Yy € T@RQ” ~ Td;(C”, where

d

pr fW+ty), Vfee>=(C").

t=0

Yy f =
Therefore, an antisymmetric and non-degenerate two-form w can be introduced on C™ and is defined as

ww(/(/)]flz;?wm/:) = jm<¢17¢2> ) V¢7¢17¢2 S (Cn .

In the coordinate {g;,p;}j=1,..n, one has

n
w = quj Adp; .
j=1

Since w is closed, it follows that w is a symplectic form on C™ with symplectic Darboux coordinates

{q17 < qnyP1y- - 7pn}
Let u}, denote the real vector space of Hermitian operators on C". Then, each observable on C",

namely A € u} induces a real smooth function on C™ of the form

Fa) =306 Au),  wpecr,

giving rise to the Hamiltonian vector field

XX = {'7 fg} )
where the Poisson bracket {f, g} of two smooth real-valued functions f, g € €°°(C") is given by {f, g} :=
w(Xg, Xg).
The integral curves of the time-dependent Hamiltonian vector field X associated with f

H(t)’ H(1)’
coincide with the solutions of the time-dependent Schrédinger equation (3.2.12) (see [28] and references

therein for details).

Proceeding to the cosymplectic setting, consider the manifold C* embedded in (¢, 21,...,2,) € R X
C" ~ R > (t,q1,p1,---+qnspn)- Then, (R x R?" pri,,w,dt) is a cosymplectic manifold, where
Przn : R x R?" — R?" is the canonical projection onto the second factor and ¢ is the pull-back to R x R?"
of the natural variable in R. The solutions of (3.2.12) are the curves z(t) such that (¢, z(¢)) is an integral
curve of the evolution vector field

Ep. =R+ Xp.

H(t) H(t)

where R = % is the Reeb vector field associated with (R x R?", prf.,w,dt).
The Lie group action of the form

P: S0, x R x R*" — R x R?",
(R97taQI7p17"~7Q7lapn) — (t’ (Rg Q- ®R9)(q17p17"'7Q7lapn))a

gives rise to a Lie group of symmetries of E 0 Moreover, the action of each element of SOs leaves
invariant the canonical inner product on R?". Therefore, ® leaves w and 7 = dt invariant, and ® becomes

a cosymplectic Lie group action. In addition, ® leaves invariant the Hamiltonian function fﬁ o
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A cosymplectic momentum map J® associated with ® is given by

n

12 .
J‘b:RXRz"B(t,(J17P17~~7QmPn)’—>§ (qz'2+p12)€5021
i=1

where s0} ~ R*. Similarly, u € so} is a regular value of J® provided that p # 0. Otherwise, TJ®~1(0) #
ker TJ®|y2-1(g) and consequently p = 0 is not a weak regular value of J*. Thus, for 1 # 0, one gets

n

I* () = {(t7q17p17~-~,qmpn) | > (@) =2, te R} =Rx§"1.
i=1
Since the coadjoint action of SO, on 503 is trivial, a cosymplectic momentum map J?® is Ad*-equivariant.
Therefore, the isotropy group of every non-zero p € so3 is G;, = SOg. Theorem 2.2.13 and Corollary
2.2.14 yield that the reduced space

(R x §*"71) /SO, ~ R x (§**71/S') |

is a cosymplectic manifold. It is well known that S! acting on S?"~! gives rise to a space of orbits
diffeomorphic to the projective space PC" ~ C"*/C*, where C* := C\{0} and C™* := C"\{0} [2, 95].
Therefore, by C* ~ R?", one obtains

M2 =J3%"(u)/Gy ~ R x PC",

for every non-zero p € s03. From Proposition 3.2.2, it follows that the cosymplectic relative equilibrium
points are of the form
t,Y@) = Py (t,¢e),  g(t) € Gy, = U,

where g(t) € SOs ~ U is the evolution operator of the Schrodinger equation (3.2.12) and ¥, is an
eigenvector for each H (t). Consequently, analogously to the previous example, the cosymplectic relative
equilibrium points correspond to the constant eigenvalues of a Hamiltonian operator H (t) for every ¢ € R.

The reduction of (3.2.12) to the projective space PC™ is stable at its cosymplectic equilibrium points
as a consequence of the same arguments discussed in the previous example, together with the results
presented in [28].

3.2.6 Cosymplectic-to-symplectic reduction and gradient relative equilibrium
points

This section introduces a novel cosymplectic-to-symplectic reduction together with an associated class of
relative equilibrium points, referred to as gradient relative equilibrium points. The proposed reduction
differs from the standard cosymplectic Marsden—-Meyer—Weinstein procedure in that it does not rely
on Lie symmetries taking values in the kernel of the one-form 7 of a cosymplectic manifold, thereby
extending the applicability of the method to a broader range of physical systems. Furthermore, the
present construction generalises the cosymplectic-to-symplectic reduction developed by Albert in [4, p
640], which is recovered here as a particular case. Finally, the reduction is a modification of a Poisson
reduction that cannot be entirely described within the framework of standard Poisson theory, for several
reasons that are discussed in detail below.
The cosymplectic-to-symplectic reduction introduced by Albert [4, p 640] is recalled now.

Theorem 3.2.13. Let (M,w,T) be a cosymplectic manifold and let Y be a vector field on M satisfying
tyT =1, tyw = —df, (3.2.13)

for some f € €°(M). Suppose that the space MY of orbits of Y in M is a manifold and wy: M — M/Y
is a submersion. Then there exists a symplectic form wy on M/Y and a unique function fy € €°°(M/Y)
such that the Reeb vector field R projects onto the Hamiltonian vector field Xy, on M/Y relative to wy

and 73 fy = f.
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It is worth noting that the conditions (3.2.13) imply that Y = R — Xy, i.e. Y is an evolution vector
field and Rf = 0. Consequently, this reduction is rather restrictive, although it allows for a reduction
relative to a vector field that does not take values in ker 7.

Proposition 3.2.14. Every cosymplectic manifold (M,w, ) induces a unique Poisson bivector A, » on
M that is tangent to the leaves of ker T and coincides with the Poisson bivector associated with w on each

such a leaf.

Proof. By definition, a cosymplectic manifold (M,w,7) is such that the restriction of w to each leaf of
the integral distribution ker 7 is symplectic. Therefore, on each leaf, one can define the Poisson bivector
associated with the restriction of w, which naturally gives rise to a Poisson bivector on M. Indeed, this
coincides with the Poisson bivector corresponding to the Poisson bracket (1.3.8) canonically defined on
cosymplectic manifolds. O

In cosymplectic Darboux coordinates {t,x%, p;} for (M, w,T), one obtains

"9 0
A = ; Ox? A Op;

In these coordinates, one sees that the Reeb vector field R and any Hamiltonian vector field X}, are Lie
symmetries of A,, -. Nevertheless, R and the gradient vector fields Vi, for h € €°°(M) with Rh # 0, are
not Hamiltonian vector fields relative to the Poisson bivector A, -. Indeed, they do not lie in the image
of the induced vector bundle morphism

AL i, € T"M — Ay r)p(Up,-) € TM .

This implies that the standard cosymplectic Marsden—-Meyer—Weinstein reduction cannot be directly
applied to reduce the dynamics of such vector fields.
Prior to proving the main result of this subsection, the following lemma is established.

Lemma 3.2.15. Let A, ; be the Poisson bivector on M associated with (M,w, 7). Then,
'ZVTAUJ,T = 07
for T € €>°(M) such that 1q(gryAw,r = 0.

Proof. Recall that VY = (RYT)R + Xy. Since tx,7 = 0, one has that Xy is tangent to the leafs of
the integrable distribution ker 7. Moreover, its restriction to any such leaf of the distribution ker 7 is a
Hamiltonian vector field with respect to the restriction of A, ; to this leaf, which is symplectic. Indeed,
for a vector field X taking values in ker 7, one has txtx,w = XY and then, on each integral leaf of ker 7,
it follows that ¢x,.w = dT,, where T, denotes the restriction of Y to the particular integral leaf of ker 7.
Therefore, Lx, A, = 0. The assumption tq(ry)Awu - = 0 yields that

ZirryrDor = (RY)ZLrAo » + (tacrr)Au ) AR =0,
as claimed. -

Lemma 3.2.15 can also be proven using a coordinate-dependent approach via cosymplectic Darboux
coordinates. However, the proof presented above is intrinsic and illustrates the geometric properties of
cosymplectic manifolds.

Proposition 3.2.16. (The cosymplectic-to-symplectic reduction theorem) Let (M,w,T) be a
cosymplectic manifold with a Reeb vector field R. Let Y € €°°(M) satisfy tq(rr)Aw,r = 0 and RY # 0 at
any point of M. Assume that M/NY is a manifold and wy: M — M/VY is a submersion. Then, A, -
projects onto a bivector field Ax on M/VY giving rise to a symplectic manifold.
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Moreover, if h € €°(M) is such that [VY, Ey] = 0, then E}, projects via wy onto a vector field Yy
on M/NY, which is a Hamiltonian vector field relative to the symplectic form induced by Ay on M/VTY.
In this case, RY is a constant and Yy admits a uniquely defined Hamiltonian function k € €°°(M/VT)
given by

Tk =h—T/c— / (V)(h = T/c))dt .

Proof. Recall that VY = (RY)R + Xy whenever RY # 0. By Lemma 3.2.15, one has ZyyA, » = 0,
hence A, projects onto M/VY via the projection 7: M — M/VY to a Poisson bivector Ar.

To prove that Ay gives rise to a symplectic form, suppose, by contradiction, that Ay is degenerate at
some point y € M/VY. Then there exists a nonzero covector ¢, € Ty (M/VY) such that (Ay),(d,,-) = 0.
Hence, for every 2 € 7~ (y) and every ¥}, € T;;(M/VT), one has

Ayr)z(V Oﬂ—*a:uﬁl 0 Tyz) =0.
s Y Y

Thus, ¥, o 7, is orthogonal relative to A, - at  to the annihilator of (VY),. Let (VT);\“” denotes the
orthogonal to annihilator of (VY), relative to A, ;. Since Ay is a bivector field on an even-dimensional
manifold, its kernel must be even-dimensional. Therefore, in addition to ¥, € ker Ay, there exists a
linearly independent covector 19; € T;(M /VY) belonging to ker Ay. Their pullbacks via 7} give two
linearly independent elements in (VT)Q“‘T.

Furthermore, dt, belongs to <VT>£“” at x, because it belongs to ker(A, ). However, dt, cannot
be the pull-back via 7. of any element of T, (M/VTY), since tyydt = RY # 0. Therefore, (VT)Q‘“’T
has dimension at least three. This contradicts the fact that A, , has rank 2n and that the orthogonal
complement relative to A, , of a codimension %k subspace has dimension at most £ + 1. Hence, Ay is
nondegenerate and defines a symplectic form on M/VY.

Consider now a vector field Ej. Since [Ep, VY] = 0 by assumption, then Ej, projects onto a vector
field Z on M/VY. Hence, Z;Ay = 0 and Z is locally Hamiltonian with respect to the symplectic form
associated with Ay. Note that tq(ry)As,» = 0 implies that RY is, in cosymplectic Darboux coordinates,
a function depending only on time. Then, X, (RY) = 0 and

0=[E,, VY] =[R+ X, (RY)R+ Xy] = (R*T)R + [R, Xv] + RY[X},, R] + [ X1, Xv].

Hence, R?Y = 0 and since RY depends only on ¢ in cosymplectic Darboux coordinates, it follows that
RY is a nonzero constant ¢. Thus,

0=[En, VY] = Xpy — cXrn — X1y = Xe = cXrn — Xnry = —cXrn — Xinry = X_cRh—{h,7}-
(3.2.14)
Consequently, —{h, T} — cRh depends only on time in cosymplectic Darboux coordinates.

Since VY projects onto zero vector field on M/VY, the projection of Ej onto M/VY coincides with
the projection of £, — VY /c = X},_y /.. The fact that X;_ /. is a Hamiltonian vector field relative to
A, - and (3.2.14) give

VY(h—-"/c)={h,T}+cRh—c=g(t),

for a certain function g(¢) in cosymplectic Darboux coordinates. Hence,

vY (h - T/c— i/tg(t’)dt’) =0
and
h—T/c— /t[VT(h _ /et fe

is the pull-back of a function on M/VY, namely 75k = h — T/c — ft[(VT)(h — T/c)]dt for some
ke €(M/VTY). Moreover, A,, ,(d(h — Y /c — ftg(t’)dt'/c), -) is projectable onto M/VT giving rise to
a vector field

Ax(dk,) =Y = Z.
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This completes the proof. O

Note that the presented reduction allows for studying general evolution vector fields, thus providing
a more general framework than Albert’s cosymplectic-to-symplectic reduction, which applies only to the
case where the Hamiltonian is the first integral of the Reeb vector field [4]. Moreover, the cosymplectic-
to-symplectic reduction developed here makes it possible to reduce an evolution vector field relative
to another vector field, yielding a more general reduction than the one presented by Albert in [4]. In
particular, Albert’s reduction arises as a particular case of this reduction for £, = R, Y = R — Xy =
V(t—f),and T = t—f, where f is a function such that Rf = 0 and ¢ denotes a cosymplectic Darboux time
coordinate. Since R is a Hamiltonian vector field with zero Hamiltonian function h = 0 and ¢ = RY =1,
it follows that

t
V(- HO-(t-f)=-1= W?k:—t+f+/ at' = f.

Consequently, this reduction ensures that R projects onto a vector field on M/Y with a Hamiltonian
function k such that f = 71.k.
Then, the following definition of a gradient relative equilibrium point can be introduced.

Definition 3.2.17. Let (M,w, 7) be a cosymplectic manifold, let h € €>°(M) be a Hamiltonian function,
and let ®: G x M — M be a cosymplectic Lie group action on M whose fundamental vector fields are of
the form &y = VY for some T € €°>°(M) and £ € g such that tqpy)Aw,r = 0. Then, a gradient relative
equilibrium point of h is a point z, € M such that

the = (51\/1)26 Y

for a certain fundamental vector field VY associated with ®.

Since the evolution vector field Ej, by definition, satisfies vy, 7 # 0, it follows that, at gradient
relative equilibrium points and in an open neighbourhood of such points, the fundamental vector field
VT satisfies the condition required for the cosymplectic-to-symplectic reduction described above. After
the reduction, standard symplectic methods can be applied to analyse the stability of the corresponding
projected system.

It is worth observing that the initial step of the cosymplectic-to-symplectic reduction, namely the
projection of the Poisson bivector A, -, can be described as a particular case of the Poisson reduction.
However, the general Poisson reduction framework does not take into account the specific features of
the bivector A, , arising from a cosymplectic structure, nor does it cover the reduction scheme based on
gradient vector fields that are not Hamiltonian with respect to A, ;.

3.2.7 Example: Reduced circular three-body problem

This subsection shows that the cosymplectic Marsden—-Meyer—Weinstein reduction presented in Subsec-
tion 2.2.3 is not always sufficient for the analysis of certain physically relevant systems, and that the
cosymplectic-to-symplectic reduction developed in the previous subsection becomes necessary.

Consider a planar three-body system consisting of three masses p, 1 — i, and m, which are moving
on a plane and interact via Newtonian gravitation. For convenience, the gravitational constant is taken
to be equal to one. Furthermore, assume that p is much larger than 1 — p. Without loss of generality,
one may set m = 1, since the extension to arbitrary m follows straightforwardly. In addition, suppose
that the mass 1 — p moves around g in a stable circular orbit with constant angular frequency w, and
that the presence of m does not influence the motion of y and 1 — u. Physically, this happens when m
is negligible in comparison with p and 1 — u. Collisions are excluded from the discussion. The resulting
model corresponds to the circular restricted three-body problem [4, 61], a standard framework in celestial
mechanics (see, for instance, [2, p 663] or [60] and references therein).
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Under these assumptions, the centre of mass of the system lies on the line connecting the bodies of
mass p and 1 — u, at distances r1 = 1 — g and ro = p, respectively. This approximation accurately
describes, for example, the Sun-Earth-satellite configuration, where the Earth moves around the Sun on
a circular orbit of radius one, i.e. 1 + 1o = 1, with frequency w, and the satellite is affected by the
gravitational attraction of the Sun and the Earth while having no significant influence on the motion of
the Sun and the Earth. Several other astronomical systems can also be modelled in this manner [60].

Mathematically, this model is described by a time-dependent Hamiltonian function i defined on the
phase space of a particle moving in the plane. Formally, the phase space is R x T*R2, where the factor R
represents time, and the Hamiltonian is given by a function h: R x T*R? — R. In coordinates adapted
to polar variables on R?, namely r, ¢, together with the corresponding canonical momenta p,., p, and the
time variable ¢, the Hamiltonian takes the form

_ P o 1y

h ta b y YT - a5 - o — .
(£, 0. prsPy) 2 + 2r2  [r2 4712 + 2rrycos(p — wt)|V2 1?2 +r2 — 2rrg cos(p — wt)]1/2

Technical issues related to the lack of differentiability of i at collision points will not be considered, since
they are irrelevant for the subsequent discussion.

The dynamics is described on the cosymplectic manifold (R x T*R? wrp, 7rp = dt), where wrp is
the pull-back to R x T*R? of the canonical symplectic form on T*R?, namely wrp = dr Adp, +dp A dp,
in the chosen coordinates (see [4] for a different approach using old techniques in cosymplectic geometry).

The evolution vector field associated with A is of the form Rrp + X, namely

0 wu(r + 11 cos(p — wt)) (1= p)(r —rgcos(p — wt)) P2\ 0 0
ot 2\3/2 2372 13 o, TPy
(r2 + 2rry cos(p — wt) + r?) (r2 = 2rrycos(yp — wt) +13) r Dr r
Py O wrry sin(p — wt) (1 — p)rresin(p — wt) 0
+ﬁ(97+ 2 2\3/2 (o 2\3/2 ) dp,,’
® (r2 + 2rry cos(p — wt) + r?) (r2 — 2rry cos(p — wt) + r3) Py
The Hamilton equations corresponding to h read
dr _ dy _ py
a -~ a T
dp, _ @ B w(r +r1 cos(p — wt)) B (1 —p)(r —racos(p — wt))
dt (12 4 2y cos(p — wt) + r%)3/2 (r2 — 2rry cos(p — wt) + r%)g/z , (3.2.15)
dp, _ prry sin(p — wt) B (1 = p)rrosin(p — wt)
dt (r2 + 2rry cos(p — wt) + r%)3/2 (r2 — 2rrq cos(p — wt) + 7‘%)3/2 .

Consider the vector field on R x R? of the form

0 0
+w=—".

Y:& Op

Denote by Y the fundamental vector field on R x T*R2 corresponding to the lifted action of the Lie group
R on R x R? induced by the flow of Y, associated with the same element of the Lie algebra of R (see
Section 2.2.1).

The vector field Y is a cosymplectic vector field, namely fwa B =0 and f}/;TTB = 0. In fact, Y is
the gradient vector field associated with the function T = ¢ + p,w, for which Rrp7T is a constant. Note
that Y is not a Hamiltonian vector field relative to the cosymplectic manifold (R x T*R?, wrp, 7rp = dt),
since t>7Trp =% 0. Moreover, Y is a Lie symmetry of the Hamiltonian function h, which follows from the
fact that Y takes the same form as Y but in the coordinates {t,r,¢,pr,p,}. At this point, it becomes
clear that Theorem 2.2.13 is not applicable.

It is relevant to find the gradient relative equilibrium points of h. Physically, it corresponds to the
situation where the mass m moves around the centre of mass at a fixed distance r and frequency w.
The standard notion of a cosymplectic relative equilibrium point for (R x T*R?, wrpg, 775 = dt) does not
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apply in this case, because Y is not a Hamiltonian vector field. Similarly, the techniques developed in
Section 3.1 are not applicable, as Y is not tangent to T*R?. For this reason, Theorem 3.2.16 is employed.

By Definition 3.2.17, a point z, € R x T*R? is a gradient relative equilibrium point if Ry + X}, and
Y are proportional to each other at z.. If this occurs at a point (¢,7, ¢, pr,p,), then the last expression
in the Hamilton equations (3.2.15) is equal to zero and ¢ = wt + k7, with k € Z, or ¢ — wt is such that
the distance between the mass from m to p and from m to 1 — p are the same. In the latter case, one
can prove that ¢ — wt = A and rcos A = p— 1/2. Note that it is sufficient to restrict to the cases where

k € {0,1}. The remaining equations for the gradient relative equilibrium points read as follows

;lé 3 p(r -+ 1y cos(p — wt)) (A= p)(r —racos(p —wt)) —0
7 (r2 + 2rry cos(p — wt) + rf)3/2 (r2 — 2rry cos(p — wt) + r§)3/2 ’
pr =0, p% =w

r

Since the masses 1 — p and p spin around their centre of mass, located at r = 0, with constant angular
velocity w due to their gravitational attraction, one gets
Y
(r1+72)?

Note that the force is determined by the relative distance between the masses, while the centripetal force

:w2r2 = w = +1.

is considered relative to the inertial reference system at the centre of mass of the system of p and 1 — p.
Consider then the three cases for the relations between ¢ and t for gradient relative equilibrium points,
namely
¢ =wt, p=wt+m, p=wt+A.
In the first case, one gets
1% 1—p
= 7 T 2
(r+1—p)3?  (p—r)
which correspond precisely to the equations for the centripetal force of a circular motion induced by the

(3.2.16)

gravitational force of the masses p and 1 — g when the three objects move in circles with a frequency w,
while remaining collinear along a line rotating with this frequency about the origin.
Then, Equation (3.2.16) leads to two quintic equations

Pi(rp) =1+ (2 —4p)r* + (6p> — 6p+ 1) r® + (—4p® + 6p®> — (3£ 1)p £ 1) r?
+(pt =2+ BE2) F(Ap—2))r— P £ (1—p)* =0, (3.2.17)

for the gradient relative equilibrium position of r, which has always a root in 0, co[ since the polynomial
has negative value at r = 0; the value of y is approximately equal to 1 with i < 1; and the value of the
polynomial (3.2.17) tends to infinity when 7 does so. Each of the above two equations in (3.2.16) has just
one real solution.

The analysis of the gradient relative equilibrium points can be carried out approximately as follows.

The quintic polynomial has a triple root r = 1 for p = 1. Writer =1+ 6™/3 g, for certain constants

neN
{zn}nen and a parameter § > 0. Then, consider the quintic polynomial as

oo
Pi('f', H) = Z Pin(r)51+n/3 )
n=0
for § =1 — p, and look for solutions of Py (r(4),d) = 0 for every ¢ in some [0, dpmax[- For 6 = 0, one gets
that Py(r,1) has a triple root » = 1 and
0= P(r(8),6) = (£1 + 32%)8 + (2 + 32t + 922y)6*/3 + ...

The convergence of solutions of Py (r(d),d) = 0 can be obtained by the implicit function theorem and
writing Py (r(5),4) in an appropriate manner. Then, the equilibrium points of order §'/3 are given by
s/ L—p

r=1F {5
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This expression agrees with the well-known approximation of the Hill radii of the Hill spheres. Since
r > 0, both solutions are admissible. Therefore, the model reproduces two gradient relative equilibrium
points for kK = 0, which, by convention, are denoted by L, and Li, corresponding to the positive and
negative signs in (3.2.16), respectively.

Meanwhile, for k = 1, the equations determining the gradient relative equilibrium points take the
form

1% L—p
=+ . 2.1
" (r—1+u)2+(u+7‘)2 (3.2.18)

The case of (3.2.18) with the minus sign in + amounts to one of the equations in (3.2.16) with —r.
Since (3.2.16) admits only one real positive solution for each choice of signs, it follows that (3.2.18) has
no positive solution with the minus sign in +. Consequently, only the following equation is of physical

interest
_ L " I—p
(r=1+p?  (p+r)?

It can be written as a polynomial in terms of r and § = 1 — p of the form

0=(1-7)Sr)+dQ(r,0),  Sr)=—-1+r1+r+r?),

Q(r,0) =3 +4r —2r2 —6r® —dr* + (=3 + 7 +6r> +6r%)8 + (—2r — 4r%)62 + 16>

For =1, this gives a solution » = 1. Assume now that r = 1 + Ad. Neglecting second and higher-order
terms in ¢, one obtains the approximate equation

0= A3S(1) + 6Q(1,0) = A125 — 65,

which yields

5
r=1+(1- M)ﬁ .
This expression coincides with the approximated value of the Lagrange point Ls. Two additional Lagrange
points appear when considering the case ¢ — wt = A. It can be directly verified that these correspond
to the well-known Lagrange points L4 and Ls.

The main conclusion is that, at every Lagrange point, the following condition holds
Rrg+ X, =VTY,

where T = t4wp,, for every t € R. Recall that VT is a symmetry of both 7rp and wrp. However, it does
not take values in ker 7rp, which makes the standard cosymplectic reduction inapplicable. Consequently,
Theorem 3.2.16 must be used.

The projection from R x T*R? onto the quotient space (R x T*R?)/VY ~ R? x R? corresponding to
the orbit space of the integral curves of VY, is given by

T (8,7, 0.pr D) € R X T*R? > (1, — tw, p,,p,) € R* x R?,

where {r, ¢, p,,p,} is the chosen global coordinate system on R? x RZ.
The manifold R x T*R? admits a Poisson bivector on R x T*R? induced by its cosymplectic structure.
In the above coordinates, it reads

A —g/\i+£/\ 8
TB_BQD dp, Or  Op,

By Theorem 3.2.16, the bivector field Arp projects onto the quotient space of the orbits of the gradient
vector field VY under the projection 7, and it reads

0,0 0,0
d¢'  dp, Or  Op;’

T AT = m.Rrp = —w m.VY =0

a¢"’
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and

0 0
e

_( w(r +ry cos ') n (1 —p)(r—rocosyp’) _pf,) 0

(r? +2rrycos ' + )32 (12 _ 2y cos ¢ + T%)Sm r?) b

1 1 0
. i
—rirrysing + : a5 -
<(r2 +2rry cos ! + 122 (12 = 2ry cos ! + r§)3/2> Ip,

The vector field 7. (Rrp + X}) vanishes only at the image under 7 of the gradient relative equilibrium
points. Furthermore, the quotient manifold is a symplectic manifold, and 7. (Rrp + X},) is a Hamiltonian
vector field with a Hamiltonian function

2 2

Py, P 14 L—p
k ’ /7 T = - - £ _ — .
(r, %', pr,Py) wpy, + 9 + 212 [r2 472 4+ 2rr cos @'|V2 [r2 412 — 2rry cos @] 1/2

Physically, this system corresponds to an autonomous Hamiltonian system obtained by fixing a coordinate
frame rotating around the centre of mass with angular frequency w. From the mathematical perspective,
the function k is precisely the Hamiltonian function from Theorem 3.2.16.

This example demonstrates that the cosymplectic framework provides a broader reduction scheme,
opening possibilities that extend beyond the scope of the classical theory of the energy-momentum
method. In particular, the cosymplectic-to-symplectic reduction of the Poisson bivector field Arp can be
interpreted as a Poisson reduction with respect to the distribution generated by VY (cf. [111]). However,
the initial dynamical system is determined by the vector field Ry 4+ X}, which is not Hamiltonian with
respect to the Poisson bivector Appg. Consequently, its reduction cannot be described by the standard
cosymplectic Marsden—-Meyer—Weinstein reduction scheme.

3.3 k-Polysymplectic energy momentum-method

This section introduces the concept of the k-polysymplectic relative equilibrium points associated with
an w-Hamiltonian vector field X, see Definition 1.4.10. The notion is devised to investigate the relative
stability of w-Hamiltonian vector fields, thereby extending the classical notion of relative equilibrium
points from the symplectic setting to the k-polysymplectic framework.

3.3.1 Ek-Polysymplectic relative equilibrium points

The following definition introduces the notion of a k-polysymplectic relative equilibrium point. It is worth
noting that the idea remains the same as in the classical symplectic setting. That is, a relative equilibrium
point of a dynamical system determined by a vector field is a point whose trajectory is entirely described
by the action of a Lie group of symmetries of that vector field and the geometric structure.

Definition 3.3.1. Let (P,w,h,J?) be a G-invariant w-Hamiltonian system. A point z, € P is a k-
polysymplectic relative equilibrium point of the w-Hamiltonian vector field X if there exists £ € g so
that

(Xn)(ze) = (€P)(2c) -

For k = 1, this definition recovers the classical notion of a relative equilibrium point for symplectic
Hamiltonian systems from Section 3.1, when there is no time-dependence. Moreover, Lemma 2.3.12
together with the fact that Xj, is tangent to the level sets of J® implies that the element £ € g appearing
in Definition 3.3.1 necessarily belongs to the Lie subalgebra g7 , where p = J*(z.).

Note that a k-polysymplectic relative equilibrium point z. € P projects onto m,, (2.), with p. =
J®(z.). This projected point becomes an equilibrium point of the vector field X ... » obtained by projection
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of X}, onto the reduced space J®~1(pu.)/ Gﬁe via k-polysymplectic Marsden—Meyer—Weinstein reduction
Theorem 2.3.14. As in the time-dependent symplectic setting, this explains the term relative used in the
definition of relative equilibrium points.

The following theorem characterises k-polysymplectic relative equilibrium points of an w-Hamiltonian
vector field X}, in terms of the critical points of a modified R¥-valued function he on P. Analogously
to the previous sections, this is an application of the Lagrange multiplier theorem, where the role of the
multiplier is played by £ € g.

Theorem 3.3.2. Let (P,w,h,J®) be a G-invariant w-Hamiltonian system. Then, z, € P is a k-
polysymplectic relative equilibrium point of Xy, if and only if there exists £ € g such that z. is a critical
point of the following R¥-valued function

he :=h— (J® — p., &), (3.3.1)
where p == J®(z.) € g**.

Proof. Let z. be a k-polysymplectic relative equilibrium point of Xp, i.e. Xp(z.) = €p(ze) for some
£ € g. Then,

dhe(ze) = d(h — (J%,€))(2e) = (1, —epw)(2e) = 0.

Hence, z, € P is a critical point of the R¥-valued function he.

Conversely, assume that z. is a critical point of some h¢ with £ € g. Then,
0= dh§<ze) = (LXhﬂwa)(Ze) =0,

and (Xp — €&p)(z.) € kerw,, . Since kerw = 0, it follows that Xp(z.) = £p(ze). Hence, z is a k-
polysymplectic relative equilibrium point of Xp. O

The following example illustrates the k-polysymplectic energy-momentum method.
Example 3.3.3. Consider a two-polysymplectic manifold (R®, w) with the two-polysymplectic form

w:w1®el+w2®eg:(dxl/\d:r3+dm2/\dx4)®el+(dx1/\dx5+dx2/\dx6)®62.

g 0 g 0
kerw' = { —, —— kerw? = { —, —
rw <6£U5’ 8$6> ’ arw <8x3’ 8(E4> ’

and ker w! Nkerw? = 0. Define the Lie group action ®: R x R® — R6 by

Note that

O: (A 21,29, T3, 24, T5, Tp) ER x RS —s (x1+ AN z2+ N zs+ A\ xa+ N\ x5+ A\ z6 + A) € RS.

The fundamental vector field associated with the Lie group action ® is spanned by

0 0 7] 0 0 7]

- 87.1’1 87332 6.’173 81‘4 87.%‘5 8.1'6 '

&p

This Lie group action is two-polysymplectic since £z, w = 0. Then, ® gives rise to a two-polysymplectic
momentum map J® for g = (u!, u?) given by

J®: (21,20, 23,24, 5, 26) € RC — (23 + 24 — 21 — T2, T5 + T — T1 — T3) = p € R*2.
Therefore, the level set of the two-polysymplectic momentum map J® is of the form

I (p) = {(331,9627583,554,%5,336)6]1:36 | staa—x1—20 = ', Tyta6—T1—T2= N2} . (3.3.2)
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Note that every pu € R*? is a regular two-value of a two-polysymplectic momentum map J® and
J®=1(p) ~ R*. In addition, J® is an Ad**-equivariant. Then,

0z " Buy | Ows | Ows | Ozs | Oze
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 8>

0 0 0 0 0 0
Tp(Gup) = Tp(Grap) = Tp(Grzp) = < > ’

ker TpJ‘li> = <

B2y Dzy D13’ Ozy’ 0my | Ozs Ozy | Omg
6
0 0 0 0 0 0 0 0
d-1 _ Sz 2 Y Y 7
TpJ (N) B <; 5‘%’ 31’3 8.247 8%2 + 31'3 + 8395’ 8951 6‘m2> ’

and one can verify that conditions (2.3.3) and (2.3.4) are satisfied.

Since the Lie group R act by translations on RS via ®, Theorem 2.3.14 implies that the reduced
manifold (J*~1(p)/G, ~ R3 w,) is a two-polysymplectic manifold with coordinates (y1,y2,y3) € R3,
satisfying that

Y1 =21 — T2, Y2 = T3 — T, Ys = &5 — T,

Y4 =T1 + T2 — X3 — Ty, Ys = T1 + T2 — T5 — Tg, Y = 21,

with
wuzwi®e1+wi®€2:dyl/\dy2®61+dy1/\dy3®€2-

Next, consider an w-Hamiltonian vector field, Xp, on P = R® whose w-Hamiltonian function is R-
invariant. Then, X}, is tangent to each level set J®~!(u), and can be expressed as

6
0 0 0 0 0 0 0 0
Xh_Fl;a:Ci+F2<(9133_31‘4>+F3<8$2+31‘3+8x5)+F4<3331_81‘2)’

for certain uniquely defined G-invariant functions Fi,...,Fy € €°°(P). By definition, a point z. € P
is a two-polysymplectic relative equilibrium point of X, if and only if Xp(2.) = £p(2e), which holds, if
and only if, Fi(z.) = 1 and Fy(z.) = F3(2.) = F4(ze) = 0. The next step is to verify this using Theorem
3.3.2.

First, one has that

dht = 1x,w' = — (Fy + Fy + F) day — (Fy — Fy) dag + (Fy + Fy)das + (Fy + F3 — Fy) day ,
dh2 = Lxhw2 = — (Fl + Fg) dl’l — Fld(ﬂg —+ (Fl + F4) diL’5 + (Fl + F3 — F4) dlL’G .

Then, Theorem 3.3.2 yields that z. € P is a two-polysymplectic relative equilibrium point of X3 if and
only if dhg(z.) = 0 and dhZ(z.) = 0 for some ¢ € R. Indeed, using (3.3.2), one has

dh =dh' —dJi = — (Fi+ Fy + Fs — §) day — (Fy — Fy — &) dap
+(F1+F47€)d173+(F1 +F3*F4*§)d$47 (333)

dhi = dh® — dJZ = — (Fy + F3 — &) day — (Fy — §) dap
+(F1+F4*§)dl‘5+(F1 +F3*F4*§)d$6, (334)
for &€ € R. Since at z, both (3.3.3) and (3.3.4) must vanish, one gets that this occurs if and only if

Fi(ze) = € and Fy(2.) = F5(2¢) = Fy(z.) = 0. Therefore, z. € P is a two-polysymplectic relative
equilibrium point of X} under the above-mentioned conditions.
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To verify that m,, (z.) is a critical point of the fg € €>°(J*~!(ue)/Gp,), note that the reduced
vector field Xg, is of the form

~ ~. 0 ~ ~ ~_ 0 ~ 0
Xy =0QF,—F3)— + (Fo+F3— Fy)— — Fy—
Fue (2F, 3)3y1 + (Fa+ F3 4)8y2 48y3 )
where F; = WZEFN}; for i = 2,3,4. Note that the projection exists because Fs, F3, Fy are assumed to be
G-invariant functions on P. Then,

Afh (M ) = (xp, 0h) =

Tpe (Ze)
= (2F4(mu. (22)) = Fa(mis (2))) dye + (Fa(mi (20)) = Pl (26)) = Fa(ms, (22))) dy =0,

and

Af2 (mz0) = (1, 02, ) = (2Fa(m, (20) = Fa(m, () ) dys + Fa(my, (2e))dys = 0.

Te (ze)

Indeed, 7, (z.) is a critical point of f,, , hence z. € P is a two-polysymplectic relative equilibrium point
of Xf .
e

3.3.2 Stability in the k-polysymplectic energy momentum-method

This subsection develops the stability analysis associated with the k-polysymplectic energy-momentum
method relative to a k-polysymplectic manifold (P,w). Recall that Theorem 3.3.2 characterises k-
polysymplectic relative equilibrium points as the critical points of the R¥-valued function (3.3.1). How-
ever, as in the precious setting, when studying the stability of k-polysymplectic relative equilibrium
points, the presence of symmetry requires to investigate how the second variation of h¢ along directions
tangent to the isotropy group Gﬁe influence the positive definiteness of h¢. Furthermore, the results
presented in this subsection apply exclusively to situations where k-polysymplectic reduction is possible
and conditions (2.3.3) and (2.3.3) are satisfied.
Define the second variation of h¢ at a k-polysymplectic relative equilibrium point z. € J *=1(u.) as
the mapping (6%he)., : T, J® 7 (pe) x T, . J® Y (pe) — R, with pe = J®(2.), of the form
k
(6%he), (vi,v9) = > oy (d (exdhg)) ®ea, (3.3.5)

a=1

for some vector fields X,Y on P defined on a neighbourhood of z. € P and such that v; = X, , v2 =Y_.
Note that (3.3.5) serve as a generalisation of (3.1.4) to k-polysymplectic setting. The following proposition
shows that, since z. is a k-polysymplectic relative equilibrium point, the above definition does not depend
on the value of the particular chosen vector fields X and Y out of z. and (6%h¢),, is well-defined.

Proposition 3.3.4. Let z, € P be a k-polysymplectic relative equilibrium point of Xp, on a k-polysymplectic

manifold (P,w). If {x1,...,x,} are local coordinates on a neighbourhood of z. € P, then
(62h2).. (w,v) = 2": 82/1? (ze)w;v; Vw,v € T, I () a=1 k
5 Ze ] 3%336] (< 197 9 Ze e/ AR )

where w =Y w;0/0x; and v =1 v;0/0z;.
Proof. From (3.3.5) for « = 1,...,k, one has

(82h2)-. (0, 0) = 1y (dexdhg)-,

i 82h(x " OhY 9X,
- £ I € 7 )
N Z 81‘16.%] (ZE)U)Z,UJ + Z a]}z (ZE) 8.'1}] (ZE)UJ
3,j=1 ij=1
" 9%hg

:.Z:
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where X = Y | X;0/0z; with X (z.) = w, and it has been used that z. is a k-polysymplectic relative
equilibrium point and, therefore, he admits a critical point at z., namely (Z hg)(ze) = 0 for every vector
field Z on Pand a=1,... k. [

Note that each map (52h‘g)2 is symmetric bilinear form for a = 1,...,k. Therefore, (6%h¢),, is

e

symmetric.

Proposition 3.3.5. Let (P,w,h,J‘I’) be a G-invariant w-Hamiltonian system and let z. € P be a k-
polysymplectic relative equilibrium point of Xp,. Then,

(52h£)ze((CP)zeavze) =0, V¢ € gﬁﬂ ) Vv, € TzeJqpl(l‘e) )
with pe = J*®(2.). Moreover,
(0°hg)., (Yz,, ) =0, VY, €kerw? NT. J* '(m), a=1.. k. (3.3.6)

Proof. First, since h € €°°(P,R¥) is G-invariant and k-polysymplectic momentum map J® is equivariant
with respect to the k-polysymplectic affine Lie group action A: G x g** — g** then for every g € G and
p € P, one has

he(®y(p) = h(®y(p)) — (I (R4(p)), &) + {pre, €)

k
= h(p) = (A% (p),&) + (e, &) = h(p) = > (T2 (p), ALE) @ eq + (e, €),
a=1
where AgT: g — g* is the transpose of A, for g € G and Ay, ..., Ay are its components. Substituting
g = exp(t¢), with ¢ € g, and differentiating with respect to ¢, one gets
k q k
(¢cpdhe), = — Z <J§(p), dt’t A;p (t)a £> ®eq = — Z <J§(p)’ (CQAG)O ® eq, (3.3.7)
a=1 a=1

where (Cé\‘a)g is the fundamental vector field of AL: G x g — g at £ € g for « = 1,...,k. Taking the
second variation of (3.3.7) relative to p € P, evaluating at z, € P, and contracting with v, gives

k
(6°he) . ((CP)zervz) = Z T..32 (v..), (C2%)e) @ q.

Since v,, € T, J*~! () C ker T, J the second variation (62he)_ ((Cp)s,,v-,) vanishes.

The identity (3.3.6) follows from (3.3.5) and the fact that, for every vector field Y on J®~1(p.) taking
values in ker w® N TI®~!(u.), one obtains

LYdha = wa(Xhay) = 07 LYd<J$7£> = wa(§P7Y) = 07
for a = 1,...,k and every £ € g on J® (). O

Proposition 3.3.5 and Proposition 2.3.12 establish that (62h§)ze is degenerate along the directions
tangent to T, (Gﬁp ¢), while each (52h5) - is degenerate in the directions of kerwg N T, J*~!(p.).
Moreover, since ker(0%hg ), contains ker T, ., it is possible to define a bilinear two-form on T ZS)P‘ﬁ,
with P2 = J®7!(p.)/G& , by reducing the bilinear two-form (§2h;)., to that space. By using an adapted
coordinate system, one can prove that the reduction of (62h¢),, to T PHAe yields the the Hessian of

fu.on Py, .
It is worth noting that the reduction f,, to PHA of he on J®~!(p,.) is independent on &, since the

Tpe (2e)

value of h¢ on points of J®~1(p.) does not actually depend on &, being just the restriction of h to
J®~1(u.). Furthermore, only the directions transverse to the orbit of Gﬁe play a role in determining, via
the variation of h¢, the stability properties of f,,, at an equilibrium point.
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There exist several approaches for establishing the stability of a k-polysymplectic reduced Hamiltonian
system. This motivates the following definition of formal stability. In the case of a symplectic manifold,
this definition recovers the standard criterion for stability in reduced symplectic systems as presented
in Section 3.1 when there is no time-dependence. In other words, it retrieves the standard results from
[113].

Definition 3.3.6. Let (P,w,h,J?) be a G-invariant w-Hamiltonian system and let z. € P be a k-
polysymplectic relative equilibrium point of Xz. Then, z. is a formally stable k-polysymplectic relative
equilibrium point if, for a family of supplementary spaces S™ satisfying

S* P (Tze(Gl‘ize) +kerw? NT. I* H(pe)) = To. 3% (pe)

and
S o+ ST (GR2) = T 3% (o)

it follows that
(52hg)26 (vs,,v,,) >0, Vo, € S*\{0}, a=1,...,k. (3.3.8)

It is important to note that if a family of subspaces W7, ..., W}, of a vector space E satisfies "% _, W,, =
0, it does not necessarily follow that for any choice of supplementary spaces V,, such that V, @ W, = F
implies V4 + - -- + V, = E. This observation underlies the necessity of the condition

k A
St + ST (G 2e) -

Indeed, in order to guarantee stability on the reduced manifold, it is necessary to ensure that the projection
of ST+ .-+ S* onto the tangent space at the equilibrium point in the reduced manifold spans the entire
tangent space at that point.

If a system satisfies the condition of formal stability from Definition 3.3.6, then 22:1 [y, admits a
strict minimum at 7, (2.). Moreover, the function is invariant relative to the evolution of the reduced w,,-
Hamiltonian system. Consequently, the reduced system is stable at that point. The converse, however,
does not hold, as in the symplectic case.

The proof of the above-mentioned fact relies on using a coordinate system on J®~1(u.) adapted to
its fibration over P“Ae7 together with the fact that the obtained results involve geometric objects that
are independent of the coordinate system. In the adapted coordinate system, the Hessian of f,,. on
the reduced space P2 at m,, (z) is recovered from the Hessian of h¢ on directions of T, J®!(p.)
that are transversal to ker T, m,, . The Hessian of the reduced function f,, can be decomposed into
k components. The vector subspaces S!,...,S* project onto a family of subspaces whose sum spans
Tr,.. (2.)Pu.- Condition (3.3.8) then implies that

0 fi.
02;0z;
32 «

e i 1 A
aZia“Zj (T, (ze))v'0? >0, Vo € Ty, (z0)Pp.

(T, (ze))v'v? >0, Vo e ImTr, 2.)Tp. (SM\{0},

fora=1,...,k. Then,

32 a o
Z 8%8% (M. ()07 >0, Vo€ Ty, ) PA\{0}.

Consequently, the second-order Taylor part of 22:1 [5. is definite-positive, which ensures the existence
of a strict minimum. Since the components f; are first integrals Xy, , the flow of Xy, , for an initial
condition close enough to 7, (z.) can be restricted to an open neighbourhood of 7, (z.).

It is worth noting that the term formally stable k-polysymplectic relative equilibrium points also refers
to points for which each (3.3.8) is negative-definite, since analogous results can be established in this case.
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It is possible to obtain many other stability criteria. However, a comprehensive analysis of methods for
establishing stability of the reduced k-polysymplectic w-Hamiltonian systems is not discussed here and
is left for future research.

3.4 Applications and examples

This section demonstrates how the theoretical framework developed in the previous subsections concern-
ing the k-polysymplectic energy-momentum method can be applied to examples of both physical and
mathematical relevance.

3.4.1 Example: Complex Schwarz equations

The first example illustrates how locally automorphic Lie systems [72] can be interpreted as w-Hamiltonian
systems relative to a k-polysymplectic structure.
Consider the t-dependent complex differential equation given by
dz dv da 3a?
- =, - =a, - =5 — +2b(1)v, ,v,a € C, 3.4.1
at ~ " AR T P OL R (34.1)
for a certain complex t-dependent function b(¢) defined on O = {(z,v,a) € T2C | v # 0}.
The system (3.4.1) can be understood as the complex analogue of the Lie system on Og = {(z,v,a) €
T2R | v # 0} studied in [53]. More precisely, (3.4.1) is a first-order representation for the third-order
complex differential equation of the form

a3z (dz>_1 3 (d2z)2 (dz)_2 _ a5t

de \ dt 2 \ de? dt '
The left-hand side of the above expression coincides, for z € R, with the real version of the Schwarzian
derivative (also known as the Schwarz equation) of a function z(t), commonly denoted by {z(¢),t}sc,
which appears in many research problems [77, 83, 96].

The methods developed in this work, together with (3.4.1), provide a potential framework for ex-
tending to the complex setting the results obtained for the real third-order Kummer—Schwarz equation
and Schwarzian derivatives via Lie systems (see [20, 52] and references therein). It is worth noting that
the Schwarzian derivative plays a significant role in the study of linearisation of time-dependent systems,
projective systems, the theory of special functions, and related areas (cf. [77, 83, 96]).

In real coordinates

vy = Re(2), vy =Tm(z2), wv3=NRe(v), vy=7Tm), vs=Re(a), vg=TIma),
the system (3.4.1) is associated with the t-dependent vector field
X = X1 + 2bp(t) Xo + 26 (£) X3,

where br(t) = Re(b(t)), br(t) = Im(b(t)), and

0 0 0 0 3 2v4v506 + (V2 —v2)vz O 3 2u3v5v6 — va(vE —vE) O

X = —_— —_— —_— _— — —_— —_ —_—

1=v Oy t Y Ovsg + s Ovs + U Ovy + 2 vE + 03 Ovs 2 v3 + 02 Ovg
0 0
Xy = A R
2 U385+U48067 3 v46v5+v38116’
0 0 0 0 0 0 0 0
Xy = — - 2 Wo—, X g p A W
4 ’038 3 481}4 56 5 ve 61}6 ’ 5 va 8’1)3 Ug(’) 4 + 2 8’1)5 s 8’06 ’

0 0 0 0 32 - 2—v2) 0 32 + 2—v3) 0
Xo= 0,2 e g = 2 V3 U5 Vg . v4(;)5 vg) 0 32vu40506 ! v3(§5 vg) 9
vy Ovs Ovs Ovs 2 (v3 +v3) ovs 2 (v3 +v7) Ovg



162 Chapter 3. Energy-momentum methods

These vector fields satisfy the following commutation relations

(X1, Xo] = Xy, [X0, X3] = X5,  [X1, X4 = X1, [X1, X5] = X6, [X1,X6] =0,
[X2, X5] =0, [X2, X4] = — X, [X2, X5] = — X3, [X2, Xg] = — X5,
(X3, X4l = X5, [X5,X5] = Xo, (X3, Xo] = X4,
[X4, X5] =0, [X4, Xg] = — X6,
(X5, Xo] = X1,
Hence, the vector fields Xi,..., X, give rise to a Lie algebra of vector fields V. isomorphic, as a real

vector space, to C ® sly. Indeed,
<X1, XQ,X4> ~ 5[(2,R) ~ <X3,X4,X6> .

Additionally, C ® sl admits the decomposition of the form (X7, X4, Xo) @ (Xg, X5, X3). Then, Vi, is
graded as Vs. = E_1 & Ey @ Fy, where E_; = (X4, X1), Eo = (X4, X5), and E; = (X3, X3), with
[E;, Ej] = E,j, where the sum is in the additive group {—1,0,1}.

Furthermore, a direct computation shows that X; A -+ A Xg # 0 almost everywhere. This linear
independence, together with the fact that X;,..., X span a Lie algebra of vector fields generating TO,
explains why system (3.4.1) is related to a locally automorphic Lie system (cf. [72]).

Meanwhile, the Lie algebra of Lie symmetries of the system (3.4.1) associated with the Lie algebra
Vsy is generated by

0 0 0
21 = (07 — v3) =— + 201V = + 2(v1v3 — Vovg) = + 2(v3vs + V1V4)

ovy Ovs dug vy
0
+2(v3 4 vivs — v3 — 1121)6)8—1)5 + 2(vsv2 + 2u3v4 + v2v6)a—v6 ,
0 0
Yo=— Ys = —
2 6’01 ) 3 81)2 )
vie 2 90 0 9o 9 9
1T 161)1 28112 36’(}3 461}4 581}5 681}6 ’
T R R AT R
> 26’01 ! 61}2 48’03 381}4 68’05 581}6 '
0 0 0 0
25 = —21}11128—1}1 + (v? — 'U%)a—v2 — 2(voug + v1v4)a—v3 + 2(vyvg — vgv4)a—v4
—2(2v3v4 + V25 + V1Y) )i+2(1}2—v2+v V5 — V20 )i
304 2Us5 1681}5 3 1 1Vs 263116'
In other words, [X;,Y;] = 0 for every 4,j = 1,...,6. The commutation relations among the vector fields
Yi1,...,Ys are
[Y1,Ys] =Yy, [Y1,Y3] = Y5, [Y1,Ye] =Y, [Y1,Y5] = Y6, [Y1,Y5] =0,
[YQ;YS]:Oy [Y27Y4]:_Y27 [1/27}/5]:_1{37 [}/27}/6]:_}/57
[Y37Y4] :_Y37 [}/37)/5] :YQa D/Sayﬁ]zyﬁlv
[Y47}/:5] :07 [Y47}/6] = _}/237
[Ys,Ys] = Y7 .
The vector fields Yi,...,Ys admit identical structure constants as Xi,..., Xg. It is possible to choose

one-forms 7', ...,n% dual to Y3, ..., Ys. Their existence is ensured by the condition Y7 A--- A Yy # 0 and
the fact that Y7,...,Ys span TO. These dual one-forms remain invariant under the Lie derivatives with
respect to the vector fields X ..., X, namely Zx,n/ =0 for i,j =1,...,6.

Moreover, the differential forms dn?, ..., dn%, as well as their linear combinations, are closed differential
forms that are invariant relative to the Lie derivatives along X1, ..., Xg. These properties ensure that the
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vector fields X1,..., X are Hamiltonian vector fields relative to the presymplectic forms dn!,...,dnS°.
The appropriate linear combinations of these forms yield a family of presymplectic forms with the zero
intersection of their kernels. Consequently, the vector fields Xi, ..., Xs become w-Hamiltonian vector
fields relative to this k-polysymplectic structure.

In particular, if

dpt == An® =it Ant, di® = = An® =t A,
A’ = —n* A —” Ao dnt = =t Ai? —a? An°,
A’ ==t An® —1° An?, A’ = —n' An® —n° A,
then every vector field in (Xj,...,Xs) becomes an w-Hamiltonian vector field relative to the two-

polysymplectic form dn' ® e; + dn? ® es. The same statement holds for the two-polysymplectic form
dn® ® e1 + dn® ® e, and many other forms. This naturally extends to three-polysymplectic forms, such
as dn' @ e; +dn? ® ea + dn> ® es, provided that the kernels of their presymplectic components have zero
intersection.

Consider the three-polysymplectic form defined by

w=we+w?Rer+wRes=dnt ®@e1 +dn’ @ ey +dnt Qes.

A three-polysymplectic Marsden—-Meyer—Weinstein reduction, Theorem 2.3.14 and Theorem 2.3.16, can
be performed by taking, for instance, the w-Hamiltonian vector field X; and the Lie symmetry Xg, which
satisfies [ X1, Xg] = 0. Then, a three-polysymplectic momentum map J®: O — R*? takes the form

LXGqu> = LXG(.dl ® e+ Lxﬁw2 ® ey + LXGw3 ® ez = deI> ® ey +dJ§I’ R es —|—de R es.

A direct calculation shows that dJ A dJ§ A dJ$ # 0 almost everywhere based on the fact that
A(JE, IS, J$)/0(v1,v2,v3) # 0 almost everywhere. Consequently, J®~1(u) is a three-dimensional sub-
manifold for some weak regular three-value u € R*3. Moreover, since 1x,dJ® = 0, the reduced manifold
J®=1(u)/X¢ is two-dimensional.

The vector field X is tangent to the level set J®~1 () since

Lx txedn® = X1J2 =0, a=1,2,3.

Therefore, by Theorem 2.3.16 the vector field X; projects onto the reduced manifold J®~!(u)/Xs.
After performing the necessary calculations, condition (2.3.3) is verified. To check condition (2.3.4),
which reads

Tp(Gﬁp) = ﬂ (kerw;‘ + Tp(Gﬁ:p)> N Tchb_l(p,) ,
a=1
observe that
Tp(GEp) = (Xg) C T, I () C T,P.
Moreover,

kerw! = (Y5,V3), kerw? = (Y1,Ys), kerw® = (Y3, V5).

Then it suffices to show that no element of ker w® belongs to T,J®~1(u). This can be done by computing
three determinants, each of which is non-zero at some generic point, namely

Yody YaJs YiJi YiJs YiJi Yidy
det<ng2 Y3J3>7é0’ det<Y6J1 Y6J3>7£0’ det(y5J1 Y5J2)?é0'

Consequently, condition (2.3.4) is satisfied, that is
((Ya,Y3) + (Xe)) N ((Y1,Ys) + (Xe)) N ((Ya, Ys) + (Xg)) N TR (1) = (Xe).-

Hence, Theorem 2.3.14 can be applied to perform the three-polysymplectic Marsden—Meyer—Weinstein
reduction.
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3.4.2 k-Polysymplectic manifold given by the product of £ symplectic mani-
folds

This subsection presents an illustrative example of the k-polysymplectic Marsden—Meyer—Weinstein re-
duction of a product of k£ symplectic manifolds (see Subsection 2.3.7). It shows different types of systems of
differential equations that can be understood as Hamiltonian systems relative to a k-polysymplectic man-
ifold and describes their reductions. In particular, the so-called diagonal prolongations of Lie-Hamilton
systems, which appear also in the multidimensional generalisations of certain integral systems, such as
the Winternitz—Smorodinsky oscillator on T*R (see [52]), can be viewed as Hamiltonian systems relative
to a k-polysymplectic manifold, including higher-dimensional Winternitz—Smorodinsky oscillators.

Recall the formalism introduced in Subsection 2.3.7. Let P = P; x --- x P, for some k symplectic
maunifolds (P,,w®), where a = 1,..., k. This gives rise to a k-polysymplectic manifold (P, priw® ® e,).
Assume that each Lie group action ®*: Gy, x P, — P, admits a symplectic momentum map J®*: P, —
g for @« = 1,...,k. Define the Lie group action of G = G; x -+ x G, on P as (2.3.8). If g = @2:1 Gas
then there exists a k-polysymplectic momentum map associated with ® given by

JU 0 .- 0
o Jz ... 0
J:(21,...,2,) €EP+— (0,...,3%...,0) Req = . | eg”,
0 0 ... JF
where there is a summation over o and J%(z1,...,2;) = J®"(2,) for a = 1,...,k. The above ma-

trix array should be understood as a convenient representation of the image of J. Note that u =
0,...,u%...,0) @ e, € g*F is a weak regular k-value of J if and only if each u® € g is a weak regular
value of its corresponding J®”. Assume that some Gﬁ acts in a quotientable manner on the associated
level J=!(u). This happens if and only if every Gﬁ: acts on a quotientable manner on each J®*~1(u®)
fora=1,...,k.

Subsection 2.3.7 established that the conditions (2.3.3) and (2.3.4) hold. Thus, by Theorem 2.3.14,
these equations guarantee that, the reduced manifold J~!(u)/ Gﬁ admits a unique k-polysymplectic
structure. Explicitly, one gets

k
1 1 k k a
(J—1<u>/Gﬁ ~ IV ) /G X X TV T ()G w = Yt @ea>
a=1

where each wy~ denotes the reduced presymplectic form induced on J‘I’Q_l(,ua)/Gﬁ:a, fora=1,...,k.
Consider a vector field X on P that is both w-Hamiltonian and G-invariant. For instance, a vector

k
X:ZXQ,
a=1

where each X, is a vector field on P, that is tangent to J(I’a_l(/ﬂ) for « = 1,...,k. Recall that
tx,w? = 08dh® for o, 3 = 1,...,k. This frequently happens in diagonal prolongations of Lie-Hamilton

field X can be written as

systems, where a vector field X[™ defined on a manifold of the form N™ is considered as a copy of a
Hamiltonian system on each N relative to a symplectic manifold on that N (cf. [52]). Then,

k k
dh = Zdho‘@)ea = bewa@)ea.
a=1 a=1
Next, recall that he = h — (J — ., &) for £ € g. By Theorem 3.3.2, a point z. = (z1¢,...,2ke) € P is
a k-polysymplectic relative equilibrium point if and only if each z,e is a symplectic relative equilibrium
point of a Hamiltonian vector field X, on the symplectic manifold (P,,w®) relative to some &, € gq, see
Definition 3.1.3 where there is no time-dependence.
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Therefore, a k-polysymplectic relative equilibrium point z, € P is formally stable if there exists a series
of supplementary spaces S to T, (G4 z) & (kerw? NT. I (pe)) in T, I (pe), with o = 1,... K,
such that
((52h5) (vze,vze)>0, Yo, € S*\ {0}, a=1,...,k,

and S+ +SF 4+ T, (Gﬁﬁze) =T, I (pe).

3.4.3 Example: Product of oscillators

A practical application of the above formalism can be illustrated by considering the product of k isotropic
three-dimensional harmonic oscillators. The equations read

d2
de =-byw,, a=1l..k, =123,

where each b, > 0 is a constant. The above system of second-order differential equations can be written
as a first-order system of differential equations

da:iy i
:pa7
dt a=1,....k, i=1,2,3, (3.4.2)
dpa:_b2 4
dt (6% oc?

defined on the product manifold P = (T*R?®)*. The a-th factor T*R? in P is a symplectic manifold
equipped with the canonical symplectic form

3
w* = de’a Adpt,
i=1

where the index « is not summed over. Then, P is a k-polysymplectic manifold when endowed with the

k
w:ZwO‘@ea,
a=1
1 k

where w',... ,w" are considered as pulled back to P in the natural way. Moreover, system (3.4.2)

R¥-valued form

corresponds to the integral curves of the vector field of the form

3

- ) ;0
X":ZEQ’%@ ‘bi%apz;)’

which is w-Hamiltonian vector field admitting an w-Hamiltonian function

3

k 3
%Z pa b2 2 ®ea7 pi = Z(pg)2> Z‘i = Z(x

i=1 i=1

Consider now the Lie group action ®*: SO3 x (T*R3), — (T*R3),, where each ® is the lift of the
natural Lie group action ¥: SO3 x R? — R? induced by rotations on R? to the a-th copy of T*R? in P.
Then, the resulting Lie group action ® on (T*R3)¥, given by (2.3.8), reads

®: SO x (T*R3)F — (T*R®)*.
The Lie algebra of fundamental vector fields of ® is spanned by the basis of vector fields on P of the form
0 0 0] 9] 9] 0 0 0
1 _ .1 2 2 2 _ (.2 3 2 3
o= (b~ o ) - (Ao o ey riag)

0 0 0 0
3 3 1 3 1
aP — (xaaxé aa + aa paapg>’



166 Chapter 3. Energy-momentum methods

with o = 1,...,k. These vector fields are Lie symmetries of w and h. Furthermore, the corresponding
k-polysymplectic momentum map J: (T*R3)* — (s0%)** associated with ® is given by

k
I(qu, k) =D _(0,0,0;...5.J%,J2,7%...;0,0,0) @ eq

a=1

1

where q, = (z}, 22,23, pL,p2,p3) € T*R? for a = 1,..., k, while

1 2 3 1,2 2.1 2,3 3,2 3,1 1,3
(‘] Ja?Ja) ( apa_map(wxapa_map(wxapa_mapa)a

and a = 1,...,k. The function z}p? — 22pl is the angular momentum, Doy, of the a-th particle in the

corresponding spherical coordinates {7y, fa, 9o }. Meanwhile, L2 = (J1)2 + (J2)? + (J2)? is the square

of the total angular momentum of the a-th particle. Both quantities are conserved by the flow of Xj,.
Note that the momentum map J is Ad**-equivariant. Recall that J = (0,...,J%,...,0) ® eq. Then,
= (0,0,0;...;J1,J2,J3;...,0,0,0) ® e, is a weak regular k-value of J if and only if each triple

= (JL, J? J3) € so0; is a weak regular value of J® where o = 1,..., k. Fix a weak regular k-value

ar o

p. Then,

@TQQJEQ 1 )7 Vq:(qlv"qu)glg'

Furthermore,
Eoph = —bageindf,  ,j=1,23,  af=1,. k.
The isotropy subgroup of ® at p is given by the Cartesian product of the isotropy subgroups corresponding
to each p* relative to ®*, for o = 1,. k To determine G, one requires that 3>, \;(£% ) belongs to
Tq. (I 7 (11a)), namely Zf’ 1 (fp) =0 for j = 1,2,3 (with no summation over «), which occurs
if and only if
0o -J3 J? A 0
N R R N PV Y
-J2 J! 0 A3 0

The matrix of coefficients has rank two for L2 # 0. In this case, the k-polysymplectic momentum
map J®* has a regular value at p, for every o = 1,..., k. Therefore, assume that L? # 0. Then, each
isotropy subgroup G« has dimension one. Consequently, the reduced manifold J =G w is of dimension
6k — 3k — k = 2k. Since the conditions for the k-polysymplectic Marsden—Meyer—Weinstein reduction
follow from the ones for the symplectic reduction on each component, as commented in Subsection 2.3.7,
the k-polysymplectic Marsden—Meyer—Weinstein reduction theorem can be applied.

Note that in spherical coordinates on each factor T*R? of the product manifold (T*R?)* the Hamil-
tonian function is given by

k
Zpozr—"_pago TZSinze )+pa9/r +ba a)®ea’

a=1

w\»—‘

and the symplectic forms read

=drq Adpar + dfg A dpag + dpa A dpoztp ,

for each @« = 1,...,k. Then, the differential equations for the integral curves of X} read
dpar _ pgup Z& 2y dpay -0 dpas _ pigp o8 0o
dt r3sin?6, 13 are dt ’ dt 72 sin® 0,
dra _ dba _ Pan dpa _ _ Pay
et dt 2’ dt  r2sin?6,

A k-polysymplectic relative equilibrium point is a point z, € P such that the vector field X3 at z. is
proportional to one of the fundamental vector fields associated with the Lie group action ®. In particular,
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consider a point ze = (7o, 0a=5, PasPar=0,pas = 0,Payp) and Ly = bar? = Day for every a =1,... k.
At such points, the w-Hamiltonian vector field X}, takes the form

This implies that z, € P is a k-polysymplectic relative equilibrium point of Xp.

This result can also be obtained via Theorem 3.3.2, which ensures that z. € P is a k-polysymplectic
relative equilibrium point of X}, if and only if there exists £ € sof such that he =h —(J — p, &) admits
a critical point at z.. Indeed, for

5 ::(plw/r%ﬂovo;'-';pk@/rivoao) € 50§’

the R¥-valued function
k
he =h—(J—pe, &) =Y (A —((0,...,J% = (L4,0,0),...,0),£)) @ ea,
a=1

has a critical point at z.. Therefore, z. is a k-polysymplectic relative equilibrium point of Xp.
By Theorem 2.3.14, the reduced manifold is (T*R)* with coordinates {r,par} for a =1,... k. The
reduced k-polysymplectic form is given by

k
w“:Zdra/\dpM@ea,

a=1

and the reduced w,,-Hamiltonian R¥*-valued function reads

1 L2
f;LQZ(piw “+biri>®ea-

2
a=1 Ta
Furthermore, the reduced equations of motion take the following form

L? drg

dpar
—or =2 = P, =1,...,k.
; 3 =P a

=—br,
T ala +

3
Ta

Consequently, the equilibrium points of Xy, are determined by the conditions

2 L2
par:()a _bara+rg:03
for « = 1,...,k. It follows that the equilibrium configurations of the reduced k-polysymplectic w,,-

Hamiltonian system are precisely those points of (T*R)* that correspond to circular motions of the
oscillators with fixed radii r, and angular momenta L,. Note that an equilibrium point of the reduced
system is the projection of a k-polysymplectic relative equilibrium point z. € P.

The Hessian of the reduced functions fj; is positive-definite on a supplementary subspace to ker w;,«
at the equilibrium point. Indeed,

Hess(f,,) = ((1) 422) .

Moreover, the function 22:1 f;, admits a positive-definite Hessian, and the equilibrium point becomes
a strict minimum. This implies that the reduced k-polysymplectic relative equilibrium point is stable in
the Lyapunov sense. In other words, the orbits through a k-polysymplectic relative equilibrium point
are contained within the preimage of an open neighbourhood of the projection of the k-polysymplectic
relative equilibrium point.
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3.4.4 Example: k-Polysymplectic affine Lie systems

Consider now the application of the developed techniques to a family of affine inhomogeneous systems
of first-order differential equations. It is well known that every such system gives rise to a Lie system
[29]. In what follows, such systems are referred to as affine Lie systems. Many affine Lie systems arise
in control theory as well as in various other areas of applied mathematics [31]. The affine Lie systems
whose associated Vessiot—Guldberg Lie algebra is spanned by w-Hamiltonian vector fields with respect
to the given k-polysymplectic form w are called k-polysymplectic affine Lie systems.

Consider the following system of first-order differential equations

Tl bl (t) 0 0 0 0 0 1
q |2 ba(t) 00 0 0O )
& xr3 | = bg(t) + b6(t) 0O 0 0 01 x3 |, (343)
T4 by(t) 00 0 0O T4
Is b5 (t) 0O 0 -1 0 O Is
where by (¢),...,bs(t) are arbitrary t-dependent functions. This system corresponds to differential equa-
tions whose solutions are the integral curves of the t-dependent vector field
6
X =) ba(t)Xa,
a=1
where
0 0 0 0 0 0 0
Xi=—, Xo=—, Xzg=—, Xy=—, Xs=—, X¢=25— — 13— .
! 8%1 ’ 2 8.%2 ’ 3 8.%3 ’ 4 81‘4 ’ g 8x5 ’ 6 s 8x3 3 8x5

These vector fields span a six-dimensional Lie algebra V' of vector fields. The non-vanishing commutation

relations are

(X3, Xe] = — X5, (X5, X6] = X3.

Consider the particular case in which the functions by (t), . . ., bs(t) are constants, denoted by ¢, ..., cs €
R, respectively. Since X; A --- A Xg = 0, the methods presented in Subsection 3.4.1 for describing k-
polysymplectic forms compatible with Lie systems can not be directly applied to system (3.4.3). Never-
theless, a two-polysymplectic form can be defined on R® as

w = (d$3 Adxs + drg A dxl) ® e + (dI3 ANdes +dxg A d.l?g) X eq,

which turns all the vector fields X7, ..., Xg into w-Hamiltonian vector fields. Indeed, the corresponding
w-Hamiltonian functions for X1, ..., X¢ read
h) =—-z4®e, hy = —z4 ® ez, hs =25 ®e + 75 ez,

1 1
h4:$1®61+$2®62, h5:7‘T3®61*$3®62, h6:5($§+$§)®61+5(1’§+1’§)®62

The flow of the vector field X, gives rise to a two-polysymplectic Lie group action ®: R x R> — RS,
Moreover, X4, which spans the space of fundamental vector fields of ®, is a Lie symmetry of the system
(3.4.3). Then, the two-polysymplectic momentum map associated with ® is given by

I (21,20, 23,24, 75) € R® = (21, 29) = p € R*2.

Note that g € R*2 is a regular two-value of J®, and J® is Ad**-equivariant two-polysymplectic mo-
mentum map. Furthermore, one can check that the example satisfies the conditions (2.3.3) and (2.3.4).
Consequently, Theorem 2.3.14 can be applied.
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The vector field X, is tangent to J*~1(p) and T,(Gpz) = (a%) for x € R°. Therefore, P, =
J®=1(u)/R is a two-dimensional manifold with natural coordinates {x3,z5}. Thus, the reduced two-
polysymplectic form reads

wu:w}‘®el+wi®eg:dxg/\dx5®el+dx3/\dx5®eg.

To apply Theorem 2.3.16, the affine Lie system must be tangent to J®~!(u). This condition can be
ensured by requiring that the associated w-Hamiltonian function is invariant relative to Xy4. It is satisfied
by imposing ¢; = ¢ = 0. The resulting vector field reads

Xw = Cng + C4X4 + C5X5 + C6X6 .

This vector field projects onto P, = J*~!(p)/R, yielding an w,-Hamiltonian vector field of the form
P R A U )
po e 581‘3 38.’135 38$3 58$5 '

The w,,-Hamiltonian function associated with X,, reads

22 a2 22 a2
fu=|c3w5 — c5x3 + ¢ ?—i—? ®er+ | c3xs — csx3 + cp ?—i—? R es .

Next, the methods developed in Section 3.3 are applied to determine the two-polysymplectic relative
equilibrium points of the w-Hamiltonian vector field

Y = X4+ Xg

and to analyse their stability properties.
By Theorem 3.3.2, a two-polysymplectic relative equilibrium point z. € P is a point for which there
exists £ € g ~ R such that z. is a critical point of each component of the R2-valued function of the form

e = (o1~ €lor =)+ (e + D)) @ s+ (2 = o2 =) 4 p(ad +ad) ) e,

This is satisfied for £ = 1, and two-polysymplectic relative equilibrium points are of the form z, =
(x1,72,73 = 0,14, 75 = 0) € R®, where z1, 72, x4 are arbitrary.

To analyse the stability of the projection of a k-polysymplectic relative equilibrium point z, € R?,
note that the supplementary spaces to T (Gp, ze) + kerw? and T, (Gu, z.) + kerw? in T, J*7(p.)

o 0 0 0
1_/ Y2 Z 2 _ /2 _Z
S <(’)x3’8x5>’ S <8$3,6$5>,

respectively. Then, 8'+8*+ T, (Gp, ze) = T.,J* ! (ue) and the Hessian of (§°h¢)., at 2. in the subspace
S! and the Hessian of ((52h§)zc in the subspace S? are definite-positive. Therefore, a two-polysymplectic

are given by

relative equilibrium point z, € R? is relatively stable. That is, its projection to the reduced manifold P

is stable. More concretely, the reduced system admits an w,, -Hamiltonian function whose components

1 2
He? d He

directions of ker(w,, )., and ker(w?, )., respectively.

e

have positive-definite Hessians at the equilibrium points 7, (z.) = (zs = 0,25 = 0) in the
Indeed, the reduced w,,_-Hamiltonian function reads

1 1
fuo =53 +ag) e+ S(z+a3) @ e
and the function
Fio + Fi, =23+ a3,
is invariant under the dynamics of Y,,, and admits a strict minimum at 7, (z.) = (23 = 0,25 = 0).
Hence, the reduced two-polysymplectic Hamiltonian system is stable at 7, (2.).
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3.4.5 Example: Quantum quadratic Hamiltonian operators

Next, an example is analysed based on the Wei—Norman equations for the automorphic Lie system
associated with quantum mechanical models described by quadratic Hamiltonian operators. These models
include, as particular cases, quantum harmonic oscillators with or without dissipation [29, 149]. In this
framework, the differential system under consideration is the one determining the integral curves of the
time-dependent vector field

X =) ba(t)X[, (3.4.4)

for certain t-dependent functions by (t),...,bs(¢t) and the vector fields

0 0 1 0 0 0 1 0 1 0

XR - o 2 XR — _ _ g — — e —

! 81]1 + U5 (91)4 2 81}6 2 U1 81}1 * (91)2 * 2?)4 81}4 2'[)5 81}5 ’

5 0 0 0 1o} 1 5 0 0

XR _ 2 7 ve <~ . . XR —_——

3 = vig g et gt suig e Xi= g

0 0 0

X =———vim— xk= 2

5 51}5 v 806 ’ 6 51}6

The commutation relations between the above vector fields are
[XT, X5 = X[,
[XF>X?}>%]:2X§7 [X2R’X§]:X?})%,
1
[szvxf]:(h [X2R7Xf]:_§Xf7 [X??’Xf]:XSRv
1
[X5>X§]:_va [X2R>XE?]:§XE?7 [X§7X5R]:O’ [vaXE?]:_Xé%7
[X§7Xé%]:07 [X2R7X(1$2]:07 [X§7X€132]:07 [Xf7Xé‘R}:O7 [XE}>%7X€€%}:
The Lie algebra of Lie symmetries of (X¥,..., X£) is spanned by
0 0 0 0 0 0
XL =2 — 4 2p— XL = P G
e TR Y 2= B0y T 50 5= Doy’
0 0
Xzf _ 6—1)2/2(81)2 - ”11’3)87)4 _ 6_1)2/27]387,05 . 6—112/2(61)2 _ U1U3)v537v6’
0 0 0 0
XL — —vg/2 Y —vg/2_ Y —v2/2_ 7 XLt =
5 vie 8U4 te 8115 v1s€ (91}6 ’ 6 6’06

In particular, consider the system (3.4.4) of the form

0 0
XE= 1 gy —.
5 Ovs U4<%6

A Lie symmetry of this system is given by
0

Y =—.
61}5

A two-polysymplectic form on R® can be defined as

w:w1®el+w2®eg

= (d?]l A dvs + dvg A dvg + dug A dog + dog A d’UG) ®er + (dU4 A dvg — dug A d’U5) X es .

kerot=( 2 90 9, 9 rora? — (2 9
- 6’[}3 81]5 ’ 61)2 6’06 ’ - 81}1 ’ 6’02 ’

and ker w! Nker w? = 0. Consequently, (RS, w) becomes a two-polysymplectic manifold.

Then,
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The vector field Y is a Lie symmetry of the two-polysymplectic form, since Zyw = 0. Then,
Ly3w1 =duvy, Ly3w2 =duws,

and a two-polysymplectic momentum map J® associated with the Lie group action given by the flow of
Y reads
J?: 2 e RO — = (v,03) € g2 ~R*2,

Note that every p = (u', u?) € R*? is a weak regular two-value of J®, which is Ad*?-equivariant. The
isotropy group related to each g € R*? is given by G, =R. Hence, J ®=1(u) is a submanifold of RS, as
well as JT 7 (p') and J3 7 (1?). Since Y; is tangent to J®~! (), then P, = J®~!(u)/G,, admits local
coordinates given by {ve,v4,v6}.

The vector field X# is w-Hamiltonian with

2 2
v, v,
LXéawLX§W1®61+LX§L02®62d(vl+24>®61+d<1}3+24) ®62:dh§~

Then, the reduced two-forms read

w‘l‘:dvg/\dv4—|—dv4/\dv6, OJZ:dU4/\dU6.

0 0 0
1 _ 2 _
kerw,, = <8v2 + (%6> , kerw;, = <8v2> ;

and wi give rise to a two-polysymplectic form on P,. Moreover, the w-Hamiltonian

Furthermore, one has

1
©w

function of X% is invariant relative to Y. Then, Theorem 2.3.16 ensures that the projection of X onto

and therefore w

P, exists and is given by

0

V4 ——
(9’06 ’

which is the w,,-Hamiltonian vector field of the w,,-Hamiltonian R2-function of the form

Xy =~

_ 1 vi 2 UZ
fu= M‘F? ®e + ,u—|-5 Res.

It admits a critical point at every point of the form (vy = 0,vg), where vg is arbitrary. Such points are
not stable equilibrium points. In particular, this w,-Hamiltonian function does not satisfy that f}t + fﬁ
has a strict minimum at the equilibrium point: it has only a minimum. The points in J®~!(u) projecting
onto the above-mentioned equilibrium points are two-polysymplectic relative equilibrium points.

3.4.6 Example: Equilibrium points and vector fields with polynomial coeffi-
cients

To illustrate certain aspects of the k-polysymplectic energy-momentum method, consider vector fields
with polynomial coefficients. Moreover, the following example highlights some features of weak regular
k-values of k-polysymplectic momentum maps and the character of their associated k-polysymplectic
Marsden—Meyer—Weinstein reductions.

Consider the coordinates {x1, 2,73, 74,5, 76, ¥7,rs} on R® and define the vector field X on R® by
0 p O . 0

) = e 2 d
81172 +x46$3 3 6:64 +x8

0 0

X =2af — —zt—
6 8177 7(95887

where a,b,c,d, e € N. A two-polysymplectic form w on R® is of the form

w:w1®el+w2®eg:(dxg/\dx4+d:r1/\d;zc5)®el+(dx2/\dx6+dx7/\dx8)®eg.
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Indeed,

0 0 0 0 0 0 0 0
kerw! = ( — — — kerw? = ( —/— —  _—_ _ ker wl A ker w2 =
e <35L’2’3x6’8x7’8:¢8>’ W <8x1’6x3’6x4’8x5>’ erw, Mkerw; =0

for any = € R®, and thus w becomes a two-polysymplectic form on RS,
The vector field X admits the Lie symmetries of the form
0 0 0

1 ax27 2 axlv 3 81'5,

which span a three-dimensional abelian Lie algebra of vector fields. These Lie symmetries are the in-
finitesimal generators of the translations along the x5, x1, and x5, respectively. Moreover, they also leave
the two-polysymplectic structure invariant, since Zy,w® =0 for ¢ = 1,2,3 and o = 1, 2. Therefore, they
give rise to a two-polysymplectic Lie group action ®: R3 x R® — R3.

Since

Lylwl =0, Ly2w1 =dxs, Ly3w1 = —dx,
Lylw2 = dzg, Ly2w2 =0, Ly3w2 =0,
a two-polysymplectic momentum map J® associated with ® is of the form

J?: 2 e R® — J%(x) = (0,25, —21; 26, 0,0) € (R*)? ~ (R3)2.

Then, for each z € J®~1 () and p € (R?)2, it follows that

d—1 - - - _Z _~Z _Z
TmJ (I'l') o <8x2’ al’g, 81’47 81‘77 8958

The two-polysymplectic momentum map J® is Ad*?-equivariant. Moreover, every p € (R3)? is a weak
regular two-value of J®. Indeed, each J®~1(p) is a five-dimensional submanifold of R®, and its tangent
space at each point coincides with the kernel of J® at that point. On the other hand, J® has no regular
two-values.

The vector fields Y5 and Y3, at x, do not take values in Tm(G”x), whereas Y7 does. The assumptions of
Theorem 2.3.14 are satisfied, and the quotient space T, J®~1(u)/T, (Gpx) is a two-dimensional subspace

o o0 o0 0

T,J® 1 (u)/T, (<L <2 2 9 Jo-1
(“)/ ’ (GHI) <6l‘3’ 8:54’ 8337, 8.’138> ’ VI € (HI)

and
Wy :w;®el +wi®eg = (dzg Adzy) ® e1 + (dzy Adag) @ ey
The vector field X is w-Hamiltonian relative to

dh = 1xw = 1xw' ®e; + 1xw’ @ es

1 1 1 1 1
= (et ) o (et et ) e

The R2-valued function h is invariant relative to the Lie symmetries Y7, Y5, and Y3. By Theorem 2.3.16,
the vector field X projects onto the quotient manifold and its projection X,, reads

, 0 o 40 )

Xy =2y7— —2557— + 57— — 27
® 48{,133 38(E4 8(9.%‘7 7(9{,68 ’

which is an w,,-Hamiltonian vector field since

1 1 1
b+ + d+ o+
15 bx4 1+7c 1x§ 1) ®e1+d<1x8 1+71 ex; 1) ® ey .

dfy = tx,wp = d <
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Then, according to Theorem 3.3.2, a point z, is a two-polysymplectic relative equilibrium point if it is a
critical point of h¢ for some & = (&1, &2,&3) € g ~ R3. Then,

dhe = dff @er +dfE @ e,
= (a:ﬁdm + z§das — &dws + &day) ® eq + (2§ — &1)dag + rddrg + whdar) @ ey .

Thus, & = &5 = 0 and the two-polysymplectic relative equilibrium points of X are of the form z, =
(71,22,0,0,25,76,0,0) for x§ = & where 1,29, 75,76 are arbitrary. Indeed, (X, ).} = 0 for p. =
I®(ze).

To study the stability of these two-polysymplectic relative equilibrium points, one needs to analyse
the second derivatives of h¢ at z.. Then,

(6%he)z. = (8%hg)z. @ e1 + (6°hF)., ® e
= (cxffldxg ® dxs + bxifldm ® dsc4) ® e + (em$71d$7 ® dzy + datgfldxg ® dxg) R es.

Taking into account that the supplementary spaces to

T..(Gu.ze) + ker wl N TZCJ‘I’_l(ue) , T..(Gu.ze) + kerw? N TZCJq’_l(p,e) ,

Ze Ze

o 0 o 0
1 _ _ 2 = _
SZE a <8JJ37 8$4> ’ SZC <8$77 8.738> ’

respectively. Definition 3.3.6 yields that the two-polysymplectic relative equilibrium points z,. are stable
if

can be chosen as

(52h%)ze (Vz,02,) >0, V., € Szle \ {0},

and
(62h§)ze (Vz,,0,,) >0, Yv,, € 8226 \ {0}.

These inequalities hold if and only if b,¢,d,e = 1. Consequently, points z. are formally stable two-
polysymplectic relative equilibrium points of X for b, ¢, d,e = 1.
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Conclusions

This dissertation presents a systematic development of reduction theory, energy-momentum methods,
and stability analysis for Hamiltonian systems with symmetries, with a particular emphasis on non-
autonomous settings and the geometric frameworks of k-polysymplectic, k-polycosymplectic, and k-
contact structures.

This PhD thesis generalises Marsden—Meyer—Weinstein reductions to new, more general, geometric
realms. A significant generalisation of the classical Marsden—-Meyer—Weinstein reduction framework has
been achieved by developing its generalisation within the k-polycosymplectic and k-contact settings. It
also removes the technical conditions that momentum maps have to be Ad*-equivariant by the introduc-
tion of affine Lie group actions. In addition, this PhD thesis discusses some inaccuracies found in the
literature concerning k-polycosymplectic and k-contact MMW reductions. In particular, it is shown that
both technical assumptions in the k-polycosymplectic MMW reduction theorem are sufficient and are
independent of each other. In the case of a k-contact MMW reduction theorem, it is explained in detail
how the quotient Lie subgroup is obtained and what the reduced manifold should be to get the reduc-
tion in the most general case, correcting some results in the literature. All constructions are illustrated
through detailed examples and applications to physical models, such as coupled vibrating strings and
vibrating membranes, thereby demonstrating the practical relevance and applicability of the theoretical
developments.

The dissertation presents a new energy-momentum framework within cosymplectic geometry, which
generalises the classical symplectic approach by adjusting Hamiltonian, gradient, and evolution symme-
tries. This setting permits the definition and analysis of new types of relative equilibria, notably gradient
relative equilibria, and is applied to physically relevant problems, such as the restricted circular three-
body problem and time-dependent Schrédinger equation. A novel cosymplectic-to-symplectic reduction
scheme is also formulated, further enriching the methodological toolkit for the study of time-dependent
Hamiltonian systems.

The final contribution of this dissertation is the construction of a k-polysymplectic energy-momentum
method, complemented by new techniques for the stability analysis of Hamiltonian systems defined on
k-polysymplectic manifolds. This framework is applied to a range of systems of both physical and
mathematical interest, including integrable Hamiltonian systems, quantum oscillators with dissipation,
polynomial dynamical systems, and equations related to the Schwarzian derivative.

Altogether, this PhD thesis contributes significantly to the geometric theory of reduction and stability
of Hamiltonian systems, offering generalisations that bridge mathematical theory with physical applica-
tions. The tools and insights developed herein are expected to inform and inspire further research in
geometric mechanics, dynamical systems, and mathematical models of complex physical phenomena.

This PhD thesis opens new ways of research.

Presently, there are still several works in progress that are related to the topic of this PhD thesis.

1. A. Lopez-Gordon, J. de Lucas, and B.M. Zawora, ”Stability of contact Hamiltonian systems”, 2026.

2. B.M. Zawora, " Modified Witt-Artin decomposition of exact symplectic manifolds”, 2026.

The first article concerns the generalisation of the energy-momentum method for contact Hamiltonian
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systems. It is a very difficult topic, and the main problem lies in the fact that stable contact Hamiltonian
systems cannot be extended in a natural manner to stable symplectic Hamiltonian systems in the usual
way. Moreover, it is challenging to analyse the relative equilibrium points of contact Hamiltonian systems,
since contact Hamiltonian systems describe dissipative Hamiltonian systems, where the energy of the
systems is not conserved. The dissipated quantities are used to investigate the stability of contact
Hamiltonian systems.

The second work is about the Witt—Artin decomposition theorem. Originally established by E. Witt
in 1937, provides a particular decomposition of a vector space. One of its most significant applications
in symplectic geometry is the decomposition of the tangent space at some point of a symplectic manifold
endowed with a proper Lie group action that preserves the symplectic form. This decomposition is an
essential step in proving the Symplectic Slice Theorem, a fundamental result in the singular reduction
theory. The modified version of the Witt—Artin decomposition theorem is adapted to exact symplectic
manifolds with a proper Lie group action that leaves the primitive one-form invariant. Since contact
manifolds can be considered a special class of exact symplectic manifolds, one gets an analogous decom-
position theorem for contact manifolds with a proper Lie group action preserving the contact structure.
This generalisation may lead to the possibility of generalising the Symplectic Slice Theorem and the
Marle—Guillemin—Sternberg Normal Form Theorem to the contact setting, providing a framework for
singular contact reduction in full generality.

Moreover, there are other questions to be analysed:

1. The stability of PDEs is an open topic that is just very briefly analysed in [84]. The method could
be potentially used in new examples of Hamiltonian systems, such as the Chaplygin gas model and
Born-Infeld model [71]. It is concerned with the Casimir-energy method, which could be extended
to more general geometric settings, e.g. to Dirac manifolds, but this topic has been left for further
work. Nevertheless, a first work in this direction has recently been accepted for publication [71].

2. Another promising direction concerning the reduction by symmetries of Hamiltonian systems in-
volves the reduction of space-time variables for k-contact structures. Such a generalisation is
expected to be feasible for k-contact manifolds, as the reduction of space-time variables has al-
ready been achieved in the context of the k-polycosymplectic Marsden—Meyer—Weinstein reduction,
namely the reduction from k-polycosymplectic to ¢-polysymplectic for ¢ < k (see [50]). It is well
known that the Reeb vector fields constitute symmetries of the k-contact structure; they take values
in the kernel of dn, and the contraction of each Reeb vector field with 1 equals one. The underlying
idea is analogous to that employed in the reduction from k-polycosymplectic to ¢-polycosymplectic
structures. The results are completely novel and seem to be achievable, leading to new and inter-
esting applications.
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