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Scheme

(1) Certain types of scalar field theory in flat effective spaces are 
GFTs.

(2) Relate these field theories to spinfoam models



Consider a scalar field theory:

Momentum space is an abelian group

Group element generated from abelian Lie 
algebra

The addition is commutative and associative, 
with inverse

Momentum space is a “coset” space, from which 
we determine Lorentz action. 
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Théorie des champs
quantique

G h̄

LP =
√

Gh̄
c3 → 0, MP =

√
h̄

Gc → 0

g1g2 = epµ
1 J4µepµ

2 J4µ = L(p1, p2)e(p1⊕p2)
µJ4µ

h̄
G = M2

P = cste

G(k) m

r2
→ G m(k)

r2

R4 ∼ ISO(3, 1)/SO(3, 1)→ ISO(4, 1)/SO(3, 1)

G→ 0 h̄→ 0 MP

p2 = m2 J̃4i = J4i + J0i Xµ ∼ J4µ X̃0 ∼ J40, Xi ∼ J̃4i = J4i + J0i

[Xµ, Xν ] = h̄2

κ2 Jµν [X̃0, X̃i] = − h̄
κX̃i, [X̃i, X̃j ] = 0

p2 −m2 = 0→ πAπA = 0

pµ = πµ, m = π4

dS2 = ds2 − dx2
4

πAπA = ±κ2

E2 −−→p 2

(1− E/EP )2
= m2

(2κ sinh
p0

2κ
)2 −−→p 2e

p0
κ = m2

dτ2 =
(

1− lS
r

)
dt2

4

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 ⊕ p2 ⊕ p3)

eip1·Xeip2·X = ei(p1+p2)·X [Xµ, Xν ] = 0

ptot = p1 + p2, −p

eik1·Xeik2·X = ei(k1⊕k2)·X [Xµ, Xν ] = Cα
µνXα

pµ = mp f(k, mp) kµ ptot = p1 ⊕mp p2

∫
[dg]2 φ(g1)K(g1)φ(g2)δ(g1g2)

+λ

∫
[dg]3 φ(g1)φ(g2)φ(g3)δ(g1g2g3)

∫
[da]2 φ(a1)K(a1)φ(a2)δ(a1 · a2)

+λ

∫
[da]3 φ(a1)φ(a2)φ(a3)δ(a1 · (a2 · a3))

eiη1$b1· $Neiη2$b2· $N = eiη$b· $NR(b1, b2)

SO(3, 1) = L . SO(3) $v = tanh η$b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, h̄ = c = 1

L′ =
1
γ

L =

√
1− $v2

c2
L

T ′ = γT =
1√

1− $v2

c2

T

1

1

Sc[φ] =
∫

[dg]3 φ123 φ123 −
λ

4

∫
[dg]6 φ123 φ543 φ526 φ146

eip·x eip1·x ∗ eip2·x ≡ ei(p1⊕p2)·x

p0
1 ⊕ p0

2 = p0
1 + p0

2, pi
1 ⊕ pi

2 = pi
1 + e

− p0
1

mp pi
2

φ̂(x) =
∫

[dp]φ(p)eip·x φ̂ ◦ ψ = φ̂ ∗ ψ̂(x)

Xµf(x) = xµ ∗ f(x) [Xµ, Xν ] =
1

mp
Cα

µνXα [Xµ, Xν ] =
1

m2
p

Jµν

xµ = −i

∫
[dp] δ(p)∂pµeip·x

R4 " SO(3, 1) → M&'SO(3, 1)

M ∼ G/H

SU(2) " SU(2)

SO(4, 1) ∼ AN3 · SO(3, 1) ∼ AN3&'SO(3, 1) [X0, Xi] = − 1
mp

Xi [Xi, Xj ] =
1

mp
εk
ijXk

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 ⊕ p2 ⊕ p3)

eip1·Xeip2·X = ei(p1+p2)·X [Xµ, Xν ] = 0

ptot = p1 + p2, −p

eik1·Xeik2·X = ei(k1⊕k2)·X [Xµ, Xν ] = Cα
µνXα

pµ = mp f(k, mp) kµ ptot = p1 ⊕mp p2

1

if f != 0,

Sc[φ] =
∫

[dg]3 φ123 φ123 −
λ

4

∫
[dg]6 φ123 φ543 φ526 φ146

eip·x eip1·x ∗ eip2·x ≡ ei(p1⊕p2)·x

p0
1 ⊕ p0

2 = p0
1 + p0

2, pi
1 ⊕ pi

2 = pi
1 + e

− p0
1

mp pi
2

φ̂(x) =
∫

[dp]φ(p)eip·x φ̂ ◦ ψ = φ̂ ∗ ψ̂(x)

Xµf(x) = xµ ∗ f(x) [Xµ, Xν ] =
1

mp
Cα

µνXα [Xµ, Xν ] =
1

m2
p

Jµν

xµ = −i

∫
[dp] δ(p)∂pµeip·x

R4 " SO(3, 1) → M&'SO(3, 1)

M ∼ G/H

SU(2) " SU(2)

SO(4, 1) ∼ AN3 · SO(3, 1) ∼ AN3&'SO(3, 1) [X0, Xi] = − 1
mp

Xi [Xi, Xj ] =
1

mp
εk
ijXk

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2)−

λ

3!

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2)−

λ

3!

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 ⊕ p2 ⊕ p3)

eip1·Xeip2·X = ei(p1+p2)·X [Xµ, Xν ] = 0

ptot = p1 + p2, −p

eik1·Xeik2·X = ei(k1⊕k2)·X [Xµ, Xν ] = Cα
µνXα



Flat effective space

• Flat space with quantum gravity scale

• Poincaré symmetries should be 
consistent with the existence of this scale 
(no symmetry breaking) 

• Construct it by introducing a momentum 
Planck scale: Planck mass.
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Introduce Planck scale

Abelian group

Non-abelian group K-loop
Addition is non-commutative

but associative
Addition is non-commutative

and non-associative

Introduce
curvature

Momentum is a coordinate on the manifold. There will be in 
general many patches. 
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They can be constructed from group factorization.

They satisfy weak version of commutativity and associativity

K-loop
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Well-known example: 
space of 3d speeds in 
Special Relativity

2

Definition 5 (Moufang loop). A Moufang loop
is a left and right Bol loop. It satisfies in particular
the inverse property.

In [7] the authors focused on the Moufang case.
We are interested instead in the K-loop case. In the
following, we shall omit the term ”left” since we shall
always consider left K-loops, unless specified other-
wise. To generate loops, one can consider the factor-
ization of Lie groups [6]. The Cartan decomposition
SO(3, 1) ∼ L .SO(3) generates a loop L which is also
a K-loop [8, 9]. This loop can be identified to the
space of 3D speeds in Special Relativity.

Theorem 1. Consider the group SO(p, 1). The de-
composition SO(p, 1) ∼ L .SO(p − 1, 1) provides a
unique decomposition

g = ah, g ∈ SO(p, 1), h ∈ SO(p− 1, 1), a ∈ L. (6)

The product of SO(p, 1) induces a product ” · ” in L

ab = (a · b)hab, ∀a, b ∈ L, hab ∈ SO(p− 1, 1). (7)

The groupoid L is a K-loop. Its inverse map coin-
cides with the group inverse map.

The same theorem holds for the Cartan decom-
position SO(p, 1) ∼ L′ .SO(p), and the decomposi-
tion SO(p) ∼ L′′ .SO(p − 1), i.e. both L′ and L′′

are K-loops. The proof for these cases is given in [6]
whereas the proof of Theorem 1 will be given in [10].
Note that there is a weak form of commutativity and
associativity present in a K-loop. When constructed
from a group factorization, it takes the shape

a · b = hab (b · a) h−1
ab ,

a · (b · c) = (a · b) · (hab c h−1
ab ). (8)

Hence K-loops can be seen as non-associative gener-
alization of abelian groups.

K-HOPF LOOP

In this section we define the relevant Hopf struc-
ture for the K-loop. We shall be using the Sweedler
notation for the coproduct %a = a(1)⊗ a(2).

Definition 6 (K-Hopf loop). Let k be a field. A
Bol Hopf loop is a unital algebra H, equipped with
algebra homomorphisms % : H→H⊗H, ε : H→k
forming a coassociative coalgebra, and a map S :

H→H such that1

a(1) · (b · (a(2) · c)) = (a(1) · (b · a(2))) · c (9)
m(id⊗m)(S⊗ id⊗ id)(%⊗ id) = 1ε⊗ id(10)
m(id⊗m)(id⊗S⊗ id)(%⊗ id) = 1ε⊗ id(11)

These two last equations are the alter-ego of the left
inverse property, whereas the first is related to the
left Bol property. The antipode S is furthermore
”multiplicative” and ”comultiplicative”

S(a · b) = S(a) · S(b) (12)
%(S(a)) = S(a(1))⊗S(a(2)). (13)

This antipode is very different to the one met in a
Hopf algebra [4] and in a Moufang Hopf quasigroup
[7], since in these cases it is ”antimultiplicative” and
”anticomultiplicative”. The group Hopf algebra kG
for a group G provides a natural example of Hopf
algebra [4]. In a similar way, the K-loop algebra kL
provides an example of K-Hopf loop.

Proposition 1. If L is a K-loop, then H = kL is
a K-Hopf loop with linear extension of the product
and on the basis elements a, b we have

m(a⊗ b) = a · b, ε(a) = 1,
%a = a⊗ a, S(a) = a−1. (14)

The proof is straightforward. We notice in par-
ticular that kL is both co-commutative and co-
associative. The infinitesimal version of K-loops
built out from Lie groups is a Lie triple system [12].
The enveloping algebra for a Lie triple system has
been constructed in [13]. This is another example
of K-Hopf loop and can be seen as the infinitesimal
version of kL.

K-HOPF COLOOP

Once we have linearised the concept of K-loop, one
can reverse the arrows on all the maps, and obtain
a K-Hopf coloop.

Definition 7 (K-Hopf coloop). Let k be a field.
A K-Hopf coloop is a unital associative algebra H,

1 We note m the multiplication.
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Different deformations of the Poincaré symmetries have been identified for different non-
commutative spaces (e.g. κ-Minkowski, sl(2, R), Moyal). We present here the deformation of the
Poincaré symmetries related to the Snyder space-time. The notion of ”K-loop”, a non-associative
generalization of abelian groups, is the key object in the construction.

Introduction

Snyder space-time has been introduced in 1947,
and is one of the first examples of non-commutative
geometry [1]. The physical features of this space
are not very well known. It is only recently that a
star product and a scalar field theory have been con-
structed in this space [2]. The main feature of this
construction is the non-associativity, which explains
why this non-commutative space has not appeared
when considering the (co-)associative deformations
of the Poincaré group [3]. In this perspective, the
natural question to ask is what is the algebraic struc-
ture or ”quantum group” encoding the deformation
of the Poincaré symmetries consistent with the Sny-
der non-commutativity? We present the answer to
this question by defining a new type of quantum
group.

The κ-deformation [4] is based on the Iwasawa
decomposition of SO(p, 1) ∼ ANp .SO(p − 1, 1) [5].
The (abelian nilpotent) group ANp is interpreted as
momentum space when dealing with a scalar field
theory living in κ-Minkowski. The deformation of
the translation symmetry can be traced back to
the non-abelian ANp group structure. The Sny-
der deformation will be based on the decomposi-
tion SO(p, 1) ∼ L .SO(p − 1, 1). [2] constructed
a scalar field theory using L as momentum space,
which could be seen as a scalar field theory living in
Snyder space-time. The space L is not a group but
a K-loop, a non-associative generalization of abelian
groups [6]. In this case the deformation of the trans-
lation symmetry will be related to the K-loop struc-
ture.
We are going to present the quantum symmetry as-
sociated to the scalar field theory built on a K-loop
interpreted as momentum space. We first introduce
the useful loop definitions, before defining the rel-
evant Hopf loop structures. We present then the
Snyder Hopf loop which is the main result of the
paper. Finally, we discuss how to recover the scalar
field theory given in [2] from the Snyder Hopf loop.

LOOPS

Definition 1 (Quasi-group and loop). A quasi-
group (S, ·) is a set S with a binary operation ”·”
such that for each a and b in S, there exist unique
elements x and y in S such that a · x = b, y · a = b.
A quasigroup is a loop L if it has also an identity e
such that 1 · a = a · 1 = a.

Note that this implies in particular that in a loop,
we have a unique identity element and that the left
and right inverse are unique.

Definition 2 (Left Bol loop). Let L be a loop.
The left Bol identity is

a · (b · (a · c)) = (a · (b · a)) · c, ∀a, b, c ∈ L. (1)

The right Bol identity is

(c · a) · b) · a = c · ((a · b) · a)), ∀a, b, c ∈ L. (2)

A loop L is said to be a left Bol loop (resp. right
Bol loop) if it satisfies the left Bol identity (resp. the
right Bol identity).

Definition 3 (Inverse properties). Let L be a
loop. The automorphic inverse property (AIP) is

(a · b)−1 = a−1 · b−1 ∀a, b ∈ L. (3)

The inverse property (IP) is

(a · b)−1 = b−1 · a−1, ∀a, b ∈ L. (4)

The left inverse property (LIP) is

∃ a−1 ∈ L, a−1 · (a · b) = b ∀a, b ∈ L. (5)

The property of the inverse distinguishes roughly
two types of loops, K-loop and Moufang loop.

Definition 4 (Left K-loop). A left K- loop (or left
Bruck loop) is a left Bol loop satisfying the auto-
morphic inverse property.

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g = a h ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, h̄ = c = 1

L′ =
1
γ

L =

√
1− "v2

c2
L

T ′ = γT =
1√

1− !v2

c2

T

LC =
h

mc
= 2π

h̄

Mc

LP =
√

Gh̄

c3
= 10−35m

LS =
GM

c2

LC =
h̄

Mc

L ≥ LC

1
γ

L

L ≥ LS

Λν
µxν =

(
cosh η sinh η 0 0
sinh η cosh η 0 0

)




t
x
0
0





1
γ

L = LP ⇔ γ2 =
(

L

LP

)2

⇔ v2 = c2(1−
(

L

LP

)2

)

v ≤ c

c h̄ G

L ≥ LC =
h̄

Mc

"v1 "v2 "v1 ⊕ "v2

V 2
0 − (V 2

1 + V 2
2 + V 2

3 ) = c2

vi = c
Vi

V0

1

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, h̄ = c = 1

L′ =
1
γ

L =

√
1− "v2

c2
L

T ′ = γT =
1√

1− !v2

c2

T

LC =
h

mc
= 2π

h̄

Mc

LP =
√

Gh̄

c3
= 10−35m

LS =
GM

c2

LC =
h̄

Mc

L ≥ LC

1
γ

L

L ≥ LS

Λν
µxν =

(
cosh η sinh η 0 0
sinh η cosh η 0 0

)




t
x
0
0





1
γ

L = LP ⇔ γ2 =
(

L

LP

)2

⇔ v2 = c2(1−
(

L

LP

)2

)

v ≤ c

c h̄ G

L ≥ LC =
h̄

Mc

"v1 "v2 "v1 ⊕ "v2

V 2
0 − (V 2

1 + V 2
2 + V 2

3 ) = c2

vi = c
Vi

V0

1

eiη1"b1· "Neiη2"b2· "N = eiη"b· "NR(b1, b2)

SO(3, 1) = L . SO(3) !v = tanh η!b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, h̄ = c = 1

L′ =
1
γ

L =

√
1− !v2

c2
L

T ′ = γT =
1√

1− "v2

c2

T

LC =
h

mc
= 2π

h̄

Mc

LP =
√

Gh̄

c3
= 10−35m

LS =
GM

c2

LC =
h̄

Mc

L ≥ LC

1
γ

L

L ≥ LS

Λν
µxν =

(
cosh η sinh η 0 0
sinh η cosh η 0 0

)




t
x
0
0





1
γ

L = LP ⇔ γ2 =
(

L

LP

)2

⇔ v2 = c2(1−
(

L

LP

)2

)

v ≤ c

c h̄ G

L ≥ LC =
h̄

Mc

1

eiη1"b1· "Neiη2"b2· "N = eiη"b· "NR(b1, b2)

SO(3, 1) = L . SO(3) !v = tanh η!b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, h̄ = c = 1

L′ =
1
γ

L =

√
1− !v2

c2
L

T ′ = γT =
1√

1− "v2

c2

T

LC =
h

mc
= 2π

h̄

Mc

LP =
√

Gh̄

c3
= 10−35m

LS =
GM

c2

LC =
h̄

Mc

L ≥ LC

1
γ

L

L ≥ LS

Λν
µxν =

(
cosh η sinh η 0 0
sinh η cosh η 0 0

)




t
x
0
0





1
γ

L = LP ⇔ γ2 =
(

L

LP

)2

⇔ v2 = c2(1−
(

L

LP

)2

)

v ≤ c

c h̄ G

L ≥ LC =
h̄

Mc

1

eiη1"b1· "Neiη2"b2· "N = eiη"b· "NR(b1, b2)

SO(3, 1) = L . SO(3) !v = tanh η!b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, h̄ = c = 1

L′ =
1
γ

L =

√
1− !v2

c2
L

T ′ = γT =
1√

1− "v2

c2

T

LC =
h

mc
= 2π

h̄

Mc

LP =
√

Gh̄

c3
= 10−35m

LS =
GM

c2

LC =
h̄

Mc

L ≥ LC

1
γ

L

L ≥ LS

Λν
µxν =

(
cosh η sinh η 0 0
sinh η cosh η 0 0
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γ

L = LP ⇔ γ2 =
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⇔ v2 = c2(1−
(

L
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L ≥ LC =
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Scalar field theory 
in semi-classical space

We consider a field theory defined over a non-abelian group or a K-
loop.

momentum conservation

 Check that Lorentz invariance is there.
 Check that modified momentum conservation is related to  

deformed translations. 

Group case K-loop case

Haar 
measure

1

if f != 0,

Sc[φ] =
∫

[dg]3 φ123 φ123 −
λ

4

∫
[dg]6 φ123 φ543 φ526 φ146

eip·x eip1·x ∗ eip2·x ≡ ei(p1⊕p2)·x

p0
1 ⊕ p0

2 = p0
1 + p0

2, pi
1 ⊕ pi

2 = pi
1 + e

− p0
1

mp pi
2

φ̂(x) =
∫

[dp]φ(p)eip·x φ̂ ◦ ψ = φ̂ ∗ ψ̂(x)

Xµf(x) = xµ ∗ f(x) [Xµ, Xν ] =
1

mp
Cα

µνXα [Xµ, Xν ] =
1

m2
p

Jµν

xµ = −i

∫
[dp] δ(p)∂pµeip·x

R4 " SO(3, 1) → M&'SO(3, 1)

M ∼ G/H

SU(2) " SU(2)

SO(4, 1) ∼ AN3 · SO(3, 1) ∼ AN3&'SO(3, 1) [X0, Xi] = − 1
mp

Xi [Xi, Xj ] =
1

mp
εk
ijXk

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2)−

λ

3!

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2)−

λ

3!

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 ⊕ (p2 ⊕ p3))

eip1·Xeip2·X = ei(p1+p2)·X [Xµ, Xν ] = 0

ptot = p1 + p2, −p

eik1·Xeik2·X = ei(k1⊕k2)·X [Xµ, Xν ] = Cα
µνXα

2

pµ = mp f(k, mp) kµ ptot = p1 ⊕mp p2

∫
[dg]2 φ(g1)K(g1)φ(g2)δ(g1g2)

− λ

3!

∫
[dg]3 φ(g1)φ(g2)φ(g3)δ(g1g2g3)

∫
[da]2 φ(a1)K(a1)φ(a2)δ(a1 · a2)

− λ

3!

∫
[da]3 φ(a1)φ(a2)φ(a3)δ(a1 · (a2 · a3))

eiη1"b1· "Neiη2"b2· "N = eiη"b· "NR(b1, b2)

SO(3, 1) = L . SO(3) $v = tanh η$b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, ! = c = 1

L′ =
1
γ

L =

√
1− $v2

c2
L

T ′ = γT =
1√

1− "v2

c2

T

LC =
h

mc
= 2π

!
Mc

LP =
√

G!
c3

= 10−35m

LS =
GM

c2

LC =
!

Mc

L ≥ LC

2

pµ = mp f(k, mp) kµ ptot = p1 ⊕mp p2

∫
[dg]2 φ(g1)K(g1)φ(g2)δ(g1g2)

− λ

3!

∫
[dg]3 φ(g1)φ(g2)φ(g3)δ(g1g2g3)

∫
[da]2 φ(a1)K(a1)φ(a2)δ(a1 · a2)

− λ

3!

∫
[da]3 φ(a1)φ(a2)φ(a3)δ(a1 · (a2 · a3))

eiη1"b1· "Neiη2"b2· "N = eiη"b· "NR(b1, b2)

SO(3, 1) = L . SO(3) $v = tanh η$b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
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, ! = c = 1

L′ =
1
γ

L =

√
1− $v2

c2
L

T ′ = γT =
1√

1− "v2

c2

T

LC =
h

mc
= 2π

!
Mc

LP =
√

G!
c3

= 10−35m

LS =
GM

c2

LC =
!

Mc

L ≥ LC



Lorentz action

Examples of relevant groups

3d: SU(2),  SL(2,R),  AN2,  AN2’
4d: AN3,  AN3’

Lie algebras

Iwasawa decomposition 

Cartan and other decompositions to generate K-loops

SU(2)SU(2)

SO(4, 1) ∼ AN3·SO(3, 1) ∼ AN3!"SO(3, 1) [X0, Xi] = − 1
mp

Xi [Xi, Xj ] =
1

mp
εk
ijXk

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 ⊕ p2 ⊕ p3)

eip1·Xeip2·X = ei(p1+p2)·X [Xµ, Xν ] = 0

ptot = p1 + p2, −p

eik1·Xeik2·X = ei(k1⊕k2)·X [Xµ, Xν ] = Cα
µνXα

pµ = mp f(k, mp) kµ ptot = p1 ⊕mp p2

∫
[dg]2 φ(g1)K(g1)φ(g2)δ(g1g2)

+λ

∫
[dg]3 φ(g1)φ(g2)φ(g3)δ(g1g2g3)

∫
[da]2 φ(a1)K(a1)φ(a2)δ(a1 · a2)

+λ

∫
[da]3 φ(a1)φ(a2)φ(a3)δ(a1 · (a2 · a3))

eiη1$b1· $Neiη2$b2· $N = eiη$b· $NR(b1, b2)

SO(3, 1) = L . SO(3) 'v = tanh η'b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, h̄ = c = 1

1

Momentum space is isomorphic to the coset space (which can have a 

group structure)

SU(2)SU(2)

SO(4, 1) ∼ AN3·SO(3, 1) ∼ AN3!"SO(3, 1) [X0, Xi] = − 1
mp

Xi [Xi, Xj ] =
1

mp
εk
ijXk

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 ⊕ p2 ⊕ p3)

eip1·Xeip2·X = ei(p1+p2)·X [Xµ, Xν ] = 0

ptot = p1 + p2, −p

eik1·Xeik2·X = ei(k1⊕k2)·X [Xµ, Xν ] = Cα
µνXα

pµ = mp f(k, mp) kµ ptot = p1 ⊕mp p2

∫
[dg]2 φ(g1)K(g1)φ(g2)δ(g1g2)

+λ

∫
[dg]3 φ(g1)φ(g2)φ(g3)δ(g1g2g3)

∫
[da]2 φ(a1)K(a1)φ(a2)δ(a1 · a2)

+λ

∫
[da]3 φ(a1)φ(a2)φ(a3)δ(a1 · (a2 · a3))

eiη1$b1· $Neiη2$b2· $N = eiη$b· $NR(b1, b2)

SO(3, 1) = L . SO(3) 'v = tanh η'b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

Mp =
1
Lp

, h̄ = c = 1

1

2

Definition 5 (Moufang loop). A Moufang loop
is a left and right Bol loop. It satisfies in particular
the inverse property.

In [7] the authors focused on the Moufang case.
We are interested instead in the K-loop case. In the
following, we shall omit the term ”left” since we shall
always consider left K-loops, unless specified other-
wise. To generate loops, one can consider the factor-
ization of Lie groups [6]. The Cartan decomposition
SO(3, 1) ∼ L .SO(3) generates a loop L which is also
a K-loop [8, 9]. This loop can be identified to the
space of 3D speeds in Special Relativity.

Theorem 1. Consider the group SO(p, 1). The de-
composition SO(p, 1) ∼ L .SO(p − 1, 1) provides a
unique decomposition

g = ah, g ∈ SO(p, 1), h ∈ SO(p− 1, 1), a ∈ L. (6)

The product of SO(p, 1) induces a product ” · ” in L

ab = (a · b)hab, ∀a, b ∈ L, hab ∈ SO(p− 1, 1). (7)

The groupoid L is a K-loop. Its inverse map coin-
cides with the group inverse map.

The same theorem holds for the Cartan decom-
position SO(p, 1) ∼ L′ .SO(p), and the decomposi-
tion SO(p) ∼ L′′ .SO(p − 1), i.e. both L′ and L′′

are K-loops. The proof for these cases is given in [6]
whereas the proof of Theorem 1 will be given in [10].
Note that there is a weak form of commutativity and
associativity present in a K-loop. When constructed
from a group factorization, it takes the shape

a · b = hab (b · a) h−1
ab ,

a · (b · c) = (a · b) · (hab c h−1
ab ). (8)

Hence K-loops can be seen as non-associative gener-
alization of abelian groups.

K-HOPF LOOP

In this section we define the relevant Hopf struc-
ture for the K-loop. We shall be using the Sweedler
notation for the coproduct %a = a(1)⊗ a(2).

Definition 6 (K-Hopf loop). Let k be a field. A
Bol Hopf loop is a unital algebra H, equipped with
algebra homomorphisms % : H→H⊗H, ε : H→k
forming a coassociative coalgebra, and a map S :

H→H such that1

a(1) · (b · (a(2) · c)) = (a(1) · (b · a(2))) · c (9)
m(id⊗m)(S⊗ id⊗ id)(%⊗ id) = 1ε⊗ id(10)
m(id⊗m)(id⊗S⊗ id)(%⊗ id) = 1ε⊗ id(11)

These two last equations are the alter-ego of the left
inverse property, whereas the first is related to the
left Bol property. The antipode S is furthermore
”multiplicative” and ”comultiplicative”

S(a · b) = S(a) · S(b) (12)
%(S(a)) = S(a(1))⊗S(a(2)). (13)

This antipode is very different to the one met in a
Hopf algebra [4] and in a Moufang Hopf quasigroup
[7], since in these cases it is ”antimultiplicative” and
”anticomultiplicative”. The group Hopf algebra kG
for a group G provides a natural example of Hopf
algebra [4]. In a similar way, the K-loop algebra kL
provides an example of K-Hopf loop.

Proposition 1. If L is a K-loop, then H = kL is
a K-Hopf loop with linear extension of the product
and on the basis elements a, b we have

m(a⊗ b) = a · b, ε(a) = 1,
%a = a⊗ a, S(a) = a−1. (14)

The proof is straightforward. We notice in par-
ticular that kL is both co-commutative and co-
associative. The infinitesimal version of K-loops
built out from Lie groups is a Lie triple system [12].
The enveloping algebra for a Lie triple system has
been constructed in [13]. This is another example
of K-Hopf loop and can be seen as the infinitesimal
version of kL.

K-HOPF COLOOP

Once we have linearised the concept of K-loop, one
can reverse the arrows on all the maps, and obtain
a K-Hopf coloop.

Definition 7 (K-Hopf coloop). Let k be a field.
A K-Hopf coloop is a unital associative algebra H,

1 We note m the multiplication.
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Definition 5 (Moufang loop). A Moufang loop
is a left and right Bol loop. It satisfies in particular
the inverse property.

In [7] the authors focused on the Moufang case.
We are interested instead in the K-loop case. In the
following, we shall omit the term ”left” since we shall
always consider left K-loops, unless specified other-
wise. To generate loops, one can consider the factor-
ization of Lie groups [6]. The Cartan decomposition
SO(3, 1) ∼ L .SO(3) generates a loop L which is also
a K-loop [8, 9]. This loop can be identified to the
space of 3D speeds in Special Relativity.

Theorem 1. Consider the group SO(p, 1). The de-
composition SO(p, 1) ∼ L .SO(p − 1, 1) provides a
unique decomposition

g = ah, g ∈ SO(p, 1), h ∈ SO(p− 1, 1), a ∈ L. (6)

The product of SO(p, 1) induces a product ” · ” in L

ab = (a · b)hab, ∀a, b ∈ L, hab ∈ SO(p− 1, 1). (7)

The groupoid L is a K-loop. Its inverse map coin-
cides with the group inverse map.

The same theorem holds for the Cartan decom-
position SO(p, 1) ∼ L′ .SO(p), and the decomposi-
tion SO(p) ∼ L′′ .SO(p − 1), i.e. both L′ and L′′

are K-loops. The proof for these cases is given in [6]
whereas the proof of Theorem 1 will be given in [10].
Note that there is a weak form of commutativity and
associativity present in a K-loop. When constructed
from a group factorization, it takes the shape

a · b = hab (b · a) h−1
ab ,

a · (b · c) = (a · b) · (hab c h−1
ab ). (8)

Hence K-loops can be seen as non-associative gener-
alization of abelian groups.

K-HOPF LOOP

In this section we define the relevant Hopf struc-
ture for the K-loop. We shall be using the Sweedler
notation for the coproduct %a = a(1)⊗ a(2).

Definition 6 (K-Hopf loop). Let k be a field. A
Bol Hopf loop is a unital algebra H, equipped with
algebra homomorphisms % : H→H⊗H, ε : H→k
forming a coassociative coalgebra, and a map S :

H→H such that1

a(1) · (b · (a(2) · c)) = (a(1) · (b · a(2))) · c (9)
m(id⊗m)(S⊗ id⊗ id)(%⊗ id) = 1ε⊗ id(10)
m(id⊗m)(id⊗S⊗ id)(%⊗ id) = 1ε⊗ id(11)

These two last equations are the alter-ego of the left
inverse property, whereas the first is related to the
left Bol property. The antipode S is furthermore
”multiplicative” and ”comultiplicative”

S(a · b) = S(a) · S(b) (12)
%(S(a)) = S(a(1))⊗S(a(2)). (13)

This antipode is very different to the one met in a
Hopf algebra [4] and in a Moufang Hopf quasigroup
[7], since in these cases it is ”antimultiplicative” and
”anticomultiplicative”. The group Hopf algebra kG
for a group G provides a natural example of Hopf
algebra [4]. In a similar way, the K-loop algebra kL
provides an example of K-Hopf loop.

Proposition 1. If L is a K-loop, then H = kL is
a K-Hopf loop with linear extension of the product
and on the basis elements a, b we have

m(a⊗ b) = a · b, ε(a) = 1,
%a = a⊗ a, S(a) = a−1. (14)

The proof is straightforward. We notice in par-
ticular that kL is both co-commutative and co-
associative. The infinitesimal version of K-loops
built out from Lie groups is a Lie triple system [12].
The enveloping algebra for a Lie triple system has
been constructed in [13]. This is another example
of K-Hopf loop and can be seen as the infinitesimal
version of kL.

K-HOPF COLOOP

Once we have linearised the concept of K-loop, one
can reverse the arrows on all the maps, and obtain
a K-Hopf coloop.

Definition 7 (K-Hopf coloop). Let k be a field.
A K-Hopf coloop is a unital associative algebra H,

1 We note m the multiplication.

1

M ∼ G/H

SU(2) ! SU(2)

SO(4, 1) ∼ AN3 · SO(3, 1) ∼ AN3!"SO(3, 1) [X0, Xi] = − 1
mp

Xi [Xi, Xj ] =
1

mp
εk
ijXk

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 ⊕ p2 ⊕ p3)

eip1·Xeip2·X = ei(p1+p2)·X [Xµ, Xν ] = 0

ptot = p1 + p2, −p

eik1·Xeik2·X = ei(k1⊕k2)·X [Xµ, Xν ] = Cα
µνXα

pµ = mp f(k, mp) kµ ptot = p1 ⊕mp p2

∫
[dg]2 φ(g1)K(g1)φ(g2)δ(g1g2)

+λ

∫
[dg]3 φ(g1)φ(g2)φ(g3)δ(g1g2g3)

∫
[da]2 φ(a1)K(a1)φ(a2)δ(a1 · a2)

+λ

∫
[da]3 φ(a1)φ(a2)φ(a3)δ(a1 · (a2 · a3))

eiη1$b1· $Neiη2$b2· $N = eiη$b· $NR(b1, b2)

SO(3, 1) = L . SO(3) 'v = tanh η'b

G ∼ L .H → g = a h a ∈ L, h ∈ H

ab = g ≡ (a · b) hab, a, b ∈ L

(Kowalski-Glikman)

[X1, Xµ] = − 1
mp

Xµ µ = 0, 2, ..

[X0, Xi] = − 1
mp

Xi i = 1, 2, ..

SO(3, 2) ∼ AN ′
3.SO(3, 1) ∼ AN ′

3 !"SO(3, 1) (Girelli-Livine)



Space-time

Plane-wave

Fourier transform

Non-commutative space

Non-commutative field action

Action of the translations

eip·x eip1·x ∗ eip2·x ≡ ei(p1⊕p2)·x

φ̂(x) =
∫

[dp]φ(p)eip·x

φ̂ ◦ ψ = φ̂ ∗ ψ̂ Convolution product on group and K-loop is dual to star product

Xµf(x) = xµ ∗ f(x) [

) [Xµ, Xν ] =
1

mp
Cα

µνXα

[Xµ, Xν ] =
1

m2
p

Jµν Snyder space (K-loop)

Lie algebra type

(Girelli-Livine)

∫
[dx]

(
(∂µφ) ∗ (∂µφ)(x)−m2φ ∗ φ(x) +

λ

3!
(φ ∗ (φ ∗ φ))(x)

)

φ̂(x)→ φ̂(x + ε) φ(p)→ eip·εφ(p)

φ(p1)φ(p2) → ei(p1⊕p2)·εφ(p1)φ(p2) = eip1·ε ∗ eip2·εφ(p1)φ(p2)



Scalar field theory in 
kappa-Minkowski

Momentum addition is non-commutative 

Freidel, Kowalski-Glikman
Girelli, Livine, Oriti

One needs to be careful with Lorentz action and choice of coordinates

Freidel, Kowalski-Glikman
Arzano, Kowalski-Glikman, Walkus

Many arguments in favor of kappa-Minkowski 
space as flat effective space. 

Amelino-Camelia, Smolin, Starodubtsev
Kowalski-Glikman, Starodubtsev

Girelli, Livine, Oriti

Scalar field theory in kappa-Minkowski is a GFT.

1

eip·x eip1·x ∗ eip2·x ≡ ei(p1⊕p2)·x

p0
1 ⊕ p0

2 = p0
1 + p0

2, pi
1 ⊕ pi

2 = pi
1 + e

− p0
1

mp pi
2

φ̂(x) =
∫

[dp]φ(p)eip·x φ̂ ◦ ψ = φ̂ ∗ ψ̂(x)

Xµf(x) = xµ ∗ f(x) [Xµ, Xν ] =
1

mp
Cα

µνXα [Xµ, Xν ] =
1

m2
p

Jµν

xµ = −i

∫
[dp] δ(p)∂pµeip·x

R4 " SO(3, 1) → M%&SO(3, 1)

M ∼ G/H

SU(2) " SU(2)

SO(4, 1) ∼ AN3 · SO(3, 1) ∼ AN3%&SO(3, 1) [X0, Xi] = − 1
mp

Xi [Xi, Xj ] =
1

mp
εk
ijXk

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2) + λ

∫
[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 ⊕ p2 ⊕ p3)

eip1·Xeip2·X = ei(p1+p2)·X [Xµ, Xν ] = 0

ptot = p1 + p2, −p

eik1·Xeik2·X = ei(k1⊕k2)·X [Xµ, Xν ] = Cα
µνXα

pµ = mp f(k, mp) kµ ptot = p1 ⊕mp p2

∫
[dg]2 φ(g1)K(g1)φ(g2)δ(g1g2)

+λ

∫
[dg]3 φ(g1)φ(g2)φ(g3)δ(g1g2g3)



Some facts

 I call a scalar field theory defined on a group “a Group Field 
Theory” (GFT).  A GFT is a non commutative field theory.

 The deformed symmetries can be obtained by algebraic methods 
from quantum groups (kappa-Poincare, Drinfeld double). For the 
Snyder case, this is a new quantum group!

 GFT of Boulatov (3d topological), Ooguri (4d topological), 
Barrett-Crane (4d quantum gravity) are non-commutative field 
theories. (Girelli, Livine -- Baratin, Oriti)



GFT

Non-commutative 
field theory

Spinfoams

Non-commutative 
Fourier transform

Harmonic analysis
Peter-Weyl theorem

Livine, Perez, Rovelli (2d BF)
Girelli, Livine (3d QG) 

Baratin, Oriti (3d, 4d QG)
Baratin, Girelli, Oriti 



Questions

 GFT with non-trivial spin?
 Gurau’s GFT proposal to improve renormalization 

analysis.
 

 For SU(2), use Drinfeld double: anyons

 On kappa-Minkowski, this is not easy...
 No agreement for fermions

 Yang-Mills theories not under control  

 What is the role of braiding in the spinfoam GFT context? 

 Can we use the fact that spinfoam GFT and field theory in flat 
effective space are described by the same formalism to relate 
them?

(Bais, Muller, Schroers)



Boulatov model,

Complex field defined on SU(2)xSU(2)xSU(2)

Boulatov action

Solution of equation of motion (Livine)

2

doped) quantum states which suppress or enhance certain gravity modes and breaks the Poincaré invariance. This
might be used to define a notion of “vacuum state” in this background independent framework with no clear definition
of “energy”. In a last section, we start discussing the generalization of this framework to 4d GFTs.

I. AN OVERVIEW OF 3D GFT AND ITS 2D PHASES

We introduce a real field φ(g1, g2, g3) on the group manifold SU(2)×3. We assume that it satisfies a SU(2)-invariance:

∀g ∈ SU(2), φ(g1g, g2g, g3g) = φ(g1, g2, g3). (1)

The action of Boulatov’s group field theory is made of a trivial kinematical term and an interaction vertex representing
a tetrahedron:

S0[φ] =
1

2

∫
[dg]3 φ(g1, g2, g3)φ(g3, g2, g1) −

λ

4!

∫
[dg]6 φ(g1, g2, g3)φ(g3, g4, g5)φ(g5, g2, g6)φ(g6, g4, g1). (2)

The constant λ is the GFT coupling constant. Each Feynman diagram of this GFT is interpreted as a 3d (pseudo-
)triangulation: the field represent a triangle, the interaction vertices are tetrahedra which are glued along triangles
using the trivial propagator. The evaluation of the Feynman diagram gives the spinfoam amplitude of the Ponzano-
Regge model, which provides a proper quantization of 3d gravity. The coupling λ controls the number of tetrahedra in
the triangulation. After a proper rescaling of the field, it can also be seen to control the topology of the triangulation
[5] (similarly to what happens with matrix models).

One could add further interaction terms, either still quartic like the pillow term [10], or higher order terms repre-
senting more polyhedra with more faces. In an effective field theory approach to GFT, one would eventually have to
include all these terms in the action and study the flow of all the corresponding coupling constants.

One also usually considers the properties of φ under permutations of the three variables g1, g2, g3. One can choose
that φ is completely invariant under all permutations of its three arguments, or that φ is invariant under only even
permutations, or that φ is not assumed to be invariant at all. If φ is not assumed invariant under permutations, then
one should consider adding to the action other quartic interaction terms given by permuting some of the arguments
of the fields in the tetrahedron term. In all cases, it does not change the fact that the amplitude of the Feynman
diagrams give the Ponzano-Regge spinfoam amplitude. The various choices will simply lead to different statistical
weights given to all triangulations [8, 11]. In the following, we will consider the form of the action given above as the
fundamental one, but we will discuss the interplay between the Poincaré symmetry and the permutations in the next
section.

Before introducing the 2d phases, we also define a complex version of the GFT. Now taking a complex field φ, still
SU(2)-invariant , we define the following action:
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∫
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λ

4!

∫
[dg]6 φ(g1, g2, g3)φ(g5, g4, g3)φ(g5, g2, g6)φ(g1, g4, g6). (3)

Let us point out that this action is still real, since it is easy to check that Sc = Sc. The relation with the previous
action is achieved by assuming that the field φ satisfies a reality condition [20] :

φ(g1, g2, g3) = φ(g3, g2, g1). (4)

In the following, we will not assume this condition unless stated otherwise.
The classical field equations of the GFT action S0 are:

φ(g3, g2, g1) =
λ

3!

∫
[dg]3 φ(g3, g4, g5)φ(g5, g2, g6)φ(g6, g4, g1). (5)

A class of solutions was identified in [20]. They are parameterized by an arbitrary function f ∈ L2(SU(2)) satisfying
the normalization constraint

∫
f2 = 1 :

φf (g1, g2, g3) =

√
3!

λ

∫
dg δ(g1g)f(g2g)δ(g3g). (6)

These are also classical solutions for the complex action Sc as long as f is kept real. Up to now, no other class of
classical solutions to the 3d GFT has been identified.
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might be used to define a notion of “vacuum state” in this background independent framework with no clear definition
of “energy”. In a last section, we start discussing the generalization of this framework to 4d GFTs.

I. AN OVERVIEW OF 3D GFT AND ITS 2D PHASES

We introduce a real field φ(g1, g2, g3) on the group manifold SU(2)×3. We assume that it satisfies a SU(2)-invariance:

∀g ∈ SU(2), φ(g1g, g2g, g3g) = φ(g1, g2, g3). (1)

The action of Boulatov’s group field theory is made of a trivial kinematical term and an interaction vertex representing
a tetrahedron:

S0[φ] =
1

2

∫
[dg]3 φ(g1, g2, g3)φ(g3, g2, g1) −

λ

4!

∫
[dg]6 φ(g1, g2, g3)φ(g3, g4, g5)φ(g5, g2, g6)φ(g6, g4, g1). (2)

The constant λ is the GFT coupling constant. Each Feynman diagram of this GFT is interpreted as a 3d (pseudo-
)triangulation: the field represent a triangle, the interaction vertices are tetrahedra which are glued along triangles
using the trivial propagator. The evaluation of the Feynman diagram gives the spinfoam amplitude of the Ponzano-
Regge model, which provides a proper quantization of 3d gravity. The coupling λ controls the number of tetrahedra in
the triangulation. After a proper rescaling of the field, it can also be seen to control the topology of the triangulation
[5] (similarly to what happens with matrix models).

One could add further interaction terms, either still quartic like the pillow term [10], or higher order terms repre-
senting more polyhedra with more faces. In an effective field theory approach to GFT, one would eventually have to
include all these terms in the action and study the flow of all the corresponding coupling constants.

One also usually considers the properties of φ under permutations of the three variables g1, g2, g3. One can choose
that φ is completely invariant under all permutations of its three arguments, or that φ is invariant under only even
permutations, or that φ is not assumed to be invariant at all. If φ is not assumed invariant under permutations, then
one should consider adding to the action other quartic interaction terms given by permuting some of the arguments
of the fields in the tetrahedron term. In all cases, it does not change the fact that the amplitude of the Feynman
diagrams give the Ponzano-Regge spinfoam amplitude. The various choices will simply lead to different statistical
weights given to all triangulations [8, 11]. In the following, we will consider the form of the action given above as the
fundamental one, but we will discuss the interplay between the Poincaré symmetry and the permutations in the next
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Sc[φ] =
∫

[dg]3 φ123 φ123 −
λ

4

∫
[dg]6 φ123 φ543 φ526 φ146

eip·x eip1·x ∗ eip2·x ≡ ei(p1⊕p2)·x

p0
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2 = p0
1 + p0

2, pi
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2 = pi
1 + e

− p0
1

mp pi
2

φ̂(x) =
∫

[dp]φ(p)eip·x φ̂ ◦ ψ = φ̂ ∗ ψ̂(x)

Xµf(x) = xµ ∗ f(x) [Xµ, Xν ] =
1

mp
Cα

µνXα [Xµ, Xν ] =
1

m2
p

Jµν

xµ = −i

∫
[dp] δ(p)∂pµeip·x

R4 " SO(3, 1) → M&'SO(3, 1)
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SO(4, 1) ∼ AN3 · SO(3, 1) ∼ AN3&'SO(3, 1) [X0, Xi] = − 1
mp

Xi [Xi, Xj ] =
1

mp
εk
ijXk

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 + p2) + λ
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[dp]3 φ(p1)φ(p2)φ(p3)δ(p1 + p2 + p3)

∫
[dp]2 φ(p1)K(p1)φ(p2)δ(p1 ⊕ p2) + λ
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Perturbations as matter

Effective action for perturbations

3

A 2d perturbation of the group field is defined as ∆φ(g1, g2, g3) ≡ ψ(g1g
−1
3 ). Such perturbations are obviously

SU(2)-invariant. Following the framework introduced in [20], we look at the effective action for such 2d perturbations
around the classical solutions:

Seff [ψ] ≡ S0[φf + ψ] − S0[φf ]. (7)

A tricky point is that the constant offset S0[φf ] is a priori an infinite constant, but this is not relevant to our
discussion so we decide to put this issue aside for the moment. As shown in [20], the remaining effective action
acquires a non-trivial propagator:

S(f)
eff [ψ] =

1

2

∫
dg K(g)ψ(g)ψ(g−1) −

√
λ

3!

(∫
f

) ∫
[dg]3 ψ(g1)ψ(g2)ψ(g3)δ(g1g2g3)

−
λ

4!

∫
[dg]4 ψ(g1)ψ(g2)ψ(g3)ψ(g4)δ(g1g2g3g4), (8)

where the quadratic term is given by:

K(g) ≡ 1 −

(∫
f

)2

−

∫
dh f(h)f(hg). (9)

If the parameter f is chosen such that
∫

f = 0, then the extra mass term in the propagator and the cubic interaction
term drop out. Such examples are provided by the characters χj(g) of the irreducible representations of SU(2) labeled
by the spin j ∈ N/2, which provide a orthonormal basis of L2 central functions on SU(2) and which satisfy both
conditions

∫
(χj)2 = 1 and

∫
χj = 0.

A special case of this construction is the case of the trivial classical solution f = 0, φf = 0. This amounts to directly
restricting the group field to its 2d perturbation, φ(g1, g2, g3) ≡ ψ(g1g

−1
3 ) and leads to the standard 2d group field

theory (which has been shown to be equivalent to the usual matrix models) :

S0[φ = ψ] =
1

2

∫
dg ψ(g)ψ(g−1) −

λ

4!

∫
[dg]4 ψ(g1)ψ(g2)ψ(g3)ψ(g4)δ(g1g2g3g4). (10)

This defines the 2d regime of the 3d GFT. Let us underline an important issue. If we restrict the group field to a
different choice of 2d perturbations, we lose the nice structure of the effective action. Indeed, let us instead choose
φ(g1, g2, g3) ≡ ψ̃(g1g

−1
2 ). Then the corresponding 2d regime is described by the action:

S0[φ = ψ̃] =
1

2

(∫
ψ̃

)2

−
λ

4!

(∫
ψ̃

)4

. (11)

This is a theory of a single real variable. This issue is actually cured by the complex action (3) which we proposed
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Perturbations

3

A 2d perturbation of the group field is defined as ∆φ(g1, g2, g3) ≡ ψ(g1g
−1
3 ). Such perturbations are obviously
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where the quadratic term is given by:

K(g) ≡ 1 −

(∫
f

)2

−

∫
dh f(h)f(hg). (9)

If the parameter f is chosen such that
∫

f = 0, then the extra mass term in the propagator and the cubic interaction
term drop out. Such examples are provided by the characters χj(g) of the irreducible representations of SU(2) labeled
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it is curved and thus the space-time constructed as the dual coordinate space is non-commutative. The conservation
of momentum is implemented in the actions by the constraints δ(g1..gn) both in the kinematical and interaction
terms. As explained in [15–19], the Fourier transform is defined by the plane waves exp(Tr xg) with the coordinate
vector x ∈ R3 ∼ su(2), the group momentum g ∈ SU(2) and the trace Tr taken in the fundamental two-dimensional

Around trivial solution

Around non-trivial solution (Livine-Fairbain)

3

A 2d perturbation of the group field is defined as ∆φ(g1, g2, g3) ≡ ψ(g1g
−1
3 ). Such perturbations are obviously

SU(2)-invariant. Following the framework introduced in [20], we look at the effective action for such 2d perturbations
around the classical solutions:

Seff [ψ] ≡ S0[φf + ψ] − S0[φf ]. (7)

A tricky point is that the constant offset S0[φf ] is a priori an infinite constant, but this is not relevant to our
discussion so we decide to put this issue aside for the moment. As shown in [20], the remaining effective action
acquires a non-trivial propagator:

S(f)
eff [ψ] =

1

2

∫
dg K(g)ψ(g)ψ(g−1) −

√
λ

3!

(∫
f

) ∫
[dg]3 ψ(g1)ψ(g2)ψ(g3)δ(g1g2g3)

−
λ

4!

∫
[dg]4 ψ(g1)ψ(g2)ψ(g3)ψ(g4)δ(g1g2g3g4), (8)

where the quadratic term is given by:

K(g) ≡ 1 −

(∫
f

)2

−

∫
dh f(h)f(hg). (9)

If the parameter f is chosen such that
∫

f = 0, then the extra mass term in the propagator and the cubic interaction
term drop out. Such examples are provided by the characters χj(g) of the irreducible representations of SU(2) labeled
by the spin j ∈ N/2, which provide a orthonormal basis of L2 central functions on SU(2) and which satisfy both
conditions

∫
(χj)2 = 1 and

∫
χj = 0.

A special case of this construction is the case of the trivial classical solution f = 0, φf = 0. This amounts to directly
restricting the group field to its 2d perturbation, φ(g1, g2, g3) ≡ ψ(g1g

−1
3 ) and leads to the standard 2d group field

theory (which has been shown to be equivalent to the usual matrix models) :

S0[φ = ψ] =
1

2

∫
dg ψ(g)ψ(g−1) −

λ

4!

∫
[dg]4 ψ(g1)ψ(g2)ψ(g3)ψ(g4)δ(g1g2g3g4). (10)

This defines the 2d regime of the 3d GFT. Let us underline an important issue. If we restrict the group field to a
different choice of 2d perturbations, we lose the nice structure of the effective action. Indeed, let us instead choose
φ(g1, g2, g3) ≡ ψ̃(g1g

−1
2 ). Then the corresponding 2d regime is described by the action:

S0[φ = ψ̃] =
1

2

(∫
ψ̃

)2

−
λ

4!

(∫
ψ̃

)4

. (11)
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The last point of this section deals with the symmetries of these 2d phases. The field theory actions (8), (10) and
(12) are all invariant under the quantum double DSU(2), which provides a quantum deformation of the Euclidean
2d Poincaré group ISO(3). The cases of actions (13) and (14) are more subtle since the inverse operators −1 seem
not to be consistently matched with the complex conjugations. Nevertheless, due to the braiding of the theory, these
two actions can be shown to be equivalent to the first one (12), as we will explain later in this section. These actions
are actually written in the momentum representation: the momentum space is the homogeneous space SU(2) ∼ S3,
it is curved and thus the space-time constructed as the dual coordinate space is non-commutative. The conservation
of momentum is implemented in the actions by the constraints δ(g1..gn) both in the kinematical and interaction
terms. As explained in [15–19], the Fourier transform is defined by the plane waves exp(Tr xg) with the coordinate
vector x ∈ R3 ∼ su(2), the group momentum g ∈ SU(2) and the trace Tr taken in the fundamental two-dimensional

This is the effective action obtained by Freidel-Livine:
scalar field theory in effective flat 3d space. 

Choice of f leads to the right propagator K(g)

12

contain any factor in !. Thus the perturbation of the momentum Qf in 1/κ is purely classical and does not require
a quantum gravity interpretation.

The order zero, corresponding to the solution f = 0, is simply a group field theory where the matter degrees of
freedom are frozen (trivial propagator). The first order gives the EFT dynamics while the higher orders provide
corrections to the EFT in 1/κ. The mass of the EFT and the corrections are dictated by the function f , that is,
by the classical solution (29) to Boulatov’s theory. These high order modes correspond to higher derivatives in the
matter action. They can be interpreted as further gravitational corrections to the scalar field dynamics producing
new (unphysical) resonances. The question is now to understand how to interpret these new corrections, keeping in
mind that some specific solutions do not yield any corrective terms; they only appear in the most general case. Our
explanation of this fact is the following.

First, note that the presence of high order derivatives is a common fact when working with effective field theories
where the high energy modes have been integrated out. For instance, the first order term in the expression of
the generalized momentum, when Q2

f = P 2, already involves arbitrary high derivatives by virtue of the "-product
associated to the group Fourier transform mapping the momentum group manifold onto non-commutative space-time
[17]. However, here, we are generating corrections to a theory which is already deformed, not simply to flat QFT.
We interpret these corrections to the EFT’s dynamics as a signature of the non-flatness of the metric corresponding
to the background geometry generated by the instanton around which we are perturbing. Indeed, in the seminal
work [1, 17], the action for the EFT is derived from a theory of point particles creating local conical defects in space-
time. As a result, the EFT is formulated on a flat (non-commutative) space-time and describes the matter field
dynamics once that the gravitational fluctuations around a flat metric have been integrated out. However, the three-
dimensional Einstein equations in presence of a scalar field allow, as classical solutions, more complicated metrics than
a simple locally flat, spinning cone metric generated by point particles. Accordingly, it should possible to write the
effective field theory of the scalar field coupled to gravity on a curved geometry by integrating out the gravitational
fluctuations around the chosen background geometry. We interpret our instantonic solution as generating such a
background geometry solution to Einstein’s equations in presence of a scalar field and not simply in presence of a
(finite) collection of point particles. From this perspective, we interpret the deformed momentum Qf as the Fourier
transform of a covariant derivative for a non-flat metric, mapping the momentum group manifold to a curved space-
time manifold. This momentum can then be re-expressed as a non-linear function in the ‘flat’ momentum P . This
interpretation would be confirmed by studying the field+gravity fluctuations around a non-trivial classical metric.
We postpone these investigations to future work.

We close this discussion with a remark concerning the generalized momentum Qf . It is important to note that
the mass term MQ is the mass with respect to the generalized momentum Qf . Namely, it is a singularity of the
propagator (Q2

f − M2
Q)−1. However, it is not the “physical” mass MP with respect to the flat momentum P which

would be defined as the singularity for the propagator (Qf [P ]2 − M2
Q)−1 expressed in term of P .

To conclude this section, we tune the classical solution (29) as a mean to first obtain exactly the EFT and then to
compute the first order corrections. Indeed, we can choose the function f such that its mode decomposition involves
solely terms of order lower than two, i.e., fI = 0, ∀I ≥ 2. In this case, f is a linear combination of the characters of
the trivial and adjoint representations:

f = f0 + f1χ
1,

with the constraint f2
0 + f2

1 = 1. This choice leads to the kinetic term

Kf (g) = k1[f ] P 2(g) − κ2f2
0 ,

that is, the action of a massive scalar field of mass M2
P =

M2
Q

k1[f ] = 3
2κ2 f2

0

f2
1

. Note that MP is different from MQ.

We can also generate massless actions simply by choosing an instanton associated to a function f such that its
mode decomposition involves a single spin J , i.e

f = ±χJ .

Accordingly, the kinetic term of the perturbed action yields

Kf (g) = P 2(g)

[

1

3
C(J) +

1

2

J
∑

n=1

c(I)
n

(

P (g)

κ

)2(n−1)
]

.
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A 2d perturbation of the group field is defined as ∆φ(g1, g2, g3) ≡ ψ(g1g
−1
3 ). Such perturbations are obviously

SU(2)-invariant. Following the framework introduced in [20], we look at the effective action for such 2d perturbations
around the classical solutions:

Seff [ψ] ≡ S0[φf + ψ] − S0[φf ]. (7)

A tricky point is that the constant offset S0[φf ] is a priori an infinite constant, but this is not relevant to our
discussion so we decide to put this issue aside for the moment. As shown in [20], the remaining effective action
acquires a non-trivial propagator:
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1

2
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ψ̃
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−
λ

4!

(∫
ψ̃

)4

. (11)

This is a theory of a single real variable. This issue is actually cured by the complex action (3) which we proposed
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−1
3 )] =

1

2

∫
dg ψ(g)ψ(g) −

λ

4!

∫
[dg]4 ψ(g1)ψ(g2)ψ(g3)ψ(g4) δ(g1(g2)

−1g3(g4)
−1), (12)
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−1
2 )] =

1

2

∫
dg ψ(g)ψ(g) −

λ

4!

∫
[dg]4 ψ(g1)ψ(g2)ψ(g3)ψ(g4) δ(g1(g2)

−1g3(g4)
−1), (13)

Sc[φ = ψ(g2g
−1
3 )] =

1

2

∫
dg ψ(g)ψ(g) −

λ

4!

∫
[dg]4 ψ(g1)ψ(g2) ψ(g3)ψ(g4) δ(g1(g2)

−1g3(g4)
−1). (14)

The last point of this section deals with the symmetries of these 2d phases. The field theory actions (8), (10) and
(12) are all invariant under the quantum double DSU(2), which provides a quantum deformation of the Euclidean
2d Poincaré group ISO(3). The cases of actions (13) and (14) are more subtle since the inverse operators −1 seem
not to be consistently matched with the complex conjugations. Nevertheless, due to the braiding of the theory, these
two actions can be shown to be equivalent to the first one (12), as we will explain later in this section. These actions
are actually written in the momentum representation: the momentum space is the homogeneous space SU(2) ∼ S3,
it is curved and thus the space-time constructed as the dual coordinate space is non-commutative. The conservation
of momentum is implemented in the actions by the constraints δ(g1..gn) both in the kinematical and interaction
terms. As explained in [15–19], the Fourier transform is defined by the plane waves exp(Tr xg) with the coordinate
vector x ∈ R3 ∼ su(2), the group momentum g ∈ SU(2) and the trace Tr taken in the fundamental two-dimensional

This works also for the other types of perturbations,  if we consider 
the braiding associated to quantum double.  
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representation. These plane waves can be re-written as exp(i!x · !p(g)), where the momentum vector !p(g) ≡ 1
2i

Tr g !σ is
the projection of the group element g on the Pauli matrices and defines (stereographic) coordinates on the 3-sphere
(divided by Z2). A discussion on other possible choices of momentum coordinate can be found in [18, 22]. Rotations
are parameterized by group elements Λ ∈ SU(2) act on the field by conjugation:

ψ(g) → ψ(Λ−1gΛ), ψ(g) → ψ(Λ−1gΛ). (15)

Translations are parameterized by x ∈ su(2) ∼ R3 and act by multiplication on the field by the phase exp(Tr xg) =
exp(i!x · !p(g)):

ψ(g) → eTr xg ψ(g), ψ(g) → eTr xgψ(g) = e−Tr xg ψ(g) = eTr xg−1

ψ(g). (16)

The non-commutativity is encoded in the non-trivial co-product of the quantum deformation, that is in the action of
translations on (tensor) product of the field:

ψ(g1)ψ(g2) → eTr xg1g2 ψ(g1)ψ(g2), ψ(g1)ψ(g2) → eTr xg1(g2)−1

ψ(g1)ψ(g2), . . . (17)

This in turn leads to a non-commutative $-product between plane waves and a non-commutative addition ⊕ of
momentum, defined such that:

ei!x·!p1 $ ei!x·!p2 = eTr xg2 $ eTr xg2 = eTr xg1g2 = ei!x·(!p1⊕!p2), (18)

with !pk ≡ !p(gk). Details on this construction can be found in [15, 17, 18]. What interests us in the present paper is
that the 3d GFT is actually invariant under this same deformed Poincaré symmetry, as we show in the next section.

Before moving to the 3d GFT, we need to comment on the braiding of these non-commutative field theories. Looking
at the action of the translations on the field ψ, it is clear that the action on (tensor) products of two field insertions
is not symmetric under the exchange of these two fields. More precisely, ψ(g1)ψ(g2) and ψ(g2)ψ(g1) do not transform
the same way since the first one is multiplied by the phase exp(Tr xg1g2) and the later by the phase exp(Tr xg2g1).
The proper way to exchange the two field insertions is to introduce a non-trivial braiding (see e.g. [15, 16] for more
details) :

ψ(g1)ψ(g2) → ψ(g̃2)ψ(g̃1) with g̃1 = g−1
2 g1g2, g̃2 = g2, g̃2g̃1 = g1g2 &= g2g1. (19)

Then ψ(g1)ψ(g2) and ψ(g̃2)ψ(g̃1) both transform exactly the same way under the deformed Poincaré translations. We
can apply this simple reasoning to the interaction term of the 2d actions. Starting with the real field, the interaction
term is the integral of the density ψ(g1)..ψ(g4) δ(g1g2g3g4) where the order of the group elements g1,..,g4 is important
in the δ-function. The braiding allows to switch this order. For example, applying the braiding between the first and
second field insertions give:

∫
ψ(g1)ψ(g2).. δ(g1g2g3g4) =

∫
ψ(g̃2)ψ(g̃1).. δ(g̃2g̃1g3g4) (20)

We can extend this logic to the case of a complex field and show that the three actions of the 2d phases, (12) to (14),
are equivalent. For instance, to go from (13) to (12), we need to introduce the following braiding between insertions
of ψ and ψ :

ψ(g1)ψ(g2) → ψ(g̃2)ψ(g̃1), with g̃1 = g−1
1 , g̃2 = g−1

1 g−1
2 g1, g̃−1

2 g̃1 = g−1
1 g2. (21)

Then using the invariance properties of the Haar measure, it is straightforward to conclude that the apparently
different interaction terms are actually all equal, by first swapping g2 and g3 for (13) and then swapping g3 and g4

for (14). This shows that the three 2d phases are all equivalent and thus all invariant under the quantum-deformed
Poincaré group DSU(2).

II. POINCARÉ INVARIANCE FOR 3D GROUP FIELD THEORY

Following the results reviewed in the previous section, it is fairly straightforward to see that the action of the 3d
GFT itself is invariant under the deformed Poincaré transformations. The natural variables to consider are not the
original arguments of the field g1, g2, g3 but the gauge invariant combinations g1g

−1
2 , g2g

−1
3 , g1g

−1
3 as used to define

the 2d perturbations of the group field φ.

The quantum double symmetry of the perturbations can be 
identified in the Boulatov GFT. (Girelli-Livine)

Meaning of the symmetry from the simplicial perspective? 

Meaning of the perturbations from the simplicial perspective? 
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Extension to 4d?

In 4d, we are interested by a scalar field theory in kappa-Minkowski, 
ie a GFT on AN3. Spinfoams models in 4d are generated from the 
Ooguri GFT. 

Direct generalization from 3d case: consider Ooguri’s GFT on AN3 
and consider the effective action for the perturbations. Careful with 

infinities!

What is the meaning of BF with group AN3?
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SO(4, 1) plus a potential term which breaks the gauge symmetry from SO(4, 1) down to the Lorentz group
SO(3, 1). On the one hand, this leads to the idea of understanding gravity as a phase of a fundamental
topological field theory, an idea that has been put forward several times in the past. On the other hand, it
suggests to try to define Quantum Gravity in the spin foam context as a perturbation of a topological spin
foam model for SO(4, 1) BF theory. These ideas could also be implemented directly at the GFT level. If one
does so, the starting point would necessarily be a GFT for SO(4, 1) of the type we use below. Second, as
this model describes SO(4, 1) BF theory in a “3rd quantized”setting, we expect any classical solution of the
GFT equations to represent quantum de Sitter space on some given topology, analogously to what happens
with Minkowski space in the SO(3, 1) case. Such configurations would most likely be present (and physically
relevant) also in a complete non-topological gravity model obtained starting from the topological one. Third,
and partly as a consequence of the above, to start from the spinfoam/GFT model for SO(4, 1) BF-theory
seems to be the correct arena to build a spin foam model for 4d quantum gravity plus particles on de Sitter
space [34], treating particles as arising from topological curvature defects for an SO(4, 1) connection, along
the lines of what has been already achieved in 3d gravity [18].

We do not describe the structure of the corresponding spin foam path integral, as the spin foam (pertur-
bative) formulation plays no role in our construction. We start instead directly with the relevant group field
theory, and work only at the level of the GFT action. As in the compact group case, we consider a gauge
invariant field on SO(4, 1)×4:

φ(g1, g2, g3, g4) = φ(g1g, g2g, g3g, g4g), ∀g ∈ SO(4, 1),

and the group field action is given by:

S4d =
1

2

∫
[dg]3 φ(g1, g2, g3, g4)φ(g4, g3, g2, g1) (34)

−
λ

5!

∫
[dg]9φ(g1, g2, g3, g4)φ(g4, g5, g6, g7)φ(g7, g3, g8, g9)φ(g9, g6, g2, g10)φ(g10, g8, g5, g1). (35)

Because of the symmetry requirement, one of the field arguments in redundant, and one can effectively
work with a field depending on only three group elements. This is indicated schematically above, where,
we integrate only over three group elements in the kinetic term and nine in the interaction term in order
to avoid redundant integrations, which would lead to divergences due to the non-compactness of the group
SO(4, 1). More precisely, considering the kinetic term, we can fix one of the four group elements, say g4, to
an arbitrary value (usually the identity I) and integrate over the remaining three group elements without
changing anything to the final result. Similarly, the restriction to only nine integrations in the interaction
term can be understood as a partial gauge fixing, avoiding redundancies and associated divergences.

Starting with this group field theory, we want to derive the DSR field theory as a sector of the full theory.
We follow the same strategy as in the three-dimensional case and as outlined earlier for the 4-dimensional
case: we search for classical solutions of the SO(4, 1) group field theory and study specific two-dimensional
field variations around it. We will naturally obtain an effective field theory living on SO(4, 1). On top of
this, we want then to obtain, from such effective field theory, one that is restricted to the AN3

3 (or AN3)
homogeneous space (subgroup). There are three main strategies following which this could be achieved, a
priori:

• We could derive first an effective field theory on SO(4, 1) and then study the possibility and mechanism
for a decoupling of the AN c

3 degrees of freedom from the ones living on the Lorentz SO(3, 1) sector of
the initial SO(4, 1) group.

• We could try to identify some special classical solutions of the fundamental SO(4, 1) group field theory,
which are such that the effective matter field would naturally result in being localized on ANc

3.

• We could modify the initial SO(4, 1) group field theory action in such a way that, after the same
procedure, the resulting effective matter field is automatically localized on ANc

3 (or AN3).

Anticipating the results of this section, we will see that the first strategy leads naturally to a DSR kinetic
term, depending only on AN3 degrees of freedom, and thus with an exact decoupling of the SO(3, 1) modes.
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Solution of equation of motion:
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As for the second strategy, we will see that it does not work as simply as stated, and it requires necessarily
a modification of the initial group field theory action, i.e. to some version of the third strategy. We will
discuss some ways in which this can be implemented, but we will see that the simplest way to achieve this
is to start directly with a group field theory for BF-theory with gauge group ANc

3.

1. Deformed Special Relativity as a Phase of SO(4,1) GFT

Let us start from the action above defining the group field theory for the SO(4, 1) BF-theory. The first
task is to write the field equations and identify classical solutions. This works as in the compact group case
presented in section II. We use the same ansatz:

φ(0)(gi) = 3

√
4!

λ

∫

SO(4,1)
dg δ(g1g)F (g2g)F̃ (g3g)δ(g4g),

where the functions F and F̃ must satisfy the normalization condition
∫

FF̃ = 1. Moreover, we also require

that
∫

F and
∫

F̃ be finite in order to get a meaningful effective action for the 2d field variations around the
classical solutions.

The ansatz that we choose is tailored to lead us to the DSR field theory 4 :

F (g) = α(v4(g) + a)ϑ(g), F̃ (g) = δ(g). (36)

The function v4 is defined as matrix element of g in the fundamental (non-unitary) five-dimensional repre-
sentation of SO(4, 1), v4(g) = 〈v(0)|g|v(0)〉, where v(0) = (0, 0, 0, 0, 1) is, as previously, the vector invariant
under the SO(3, 1) Lorentz subgroup. ϑ(g) is a cut-off function providing a regularization of F , so that it
becomes an L1 function. We first check the normalization condition

∫
FF̃ = α(a+1)ϑ(I) = 1, and, assuming

that ϑ(I) = 1, we require α = (a + 1)−1 in order for it to be satisfied.
Then we can derive the effective action around such classical solutions for 2d field variations just as in the

compact group case given in (5):

Seff [ψ] =
1

2

∫
ψ(g)ψ(g−1)

[
1 − 2c2 − ϑ2(g)

2c(a + v4(g))2

(a + 1)2

]
− c

(
3

√
λ

4!

) ∫
ψ(g1)..ψ(g3) δ(g1..g3) [c + F (g3)]

−c

(
3

√
λ

4!

)2 ∫
ψ(g1)..ψ(g4) δ(g1..g4) −

λ

5!

∫
ψ(g1)..ψ(g5) δ(g1..g5), (37)

where c =
∫

F . Thus the last issue to address in order to properly define this action is to compute the integral
of F . The function v4(g) is invariant under the Lorentz group SO(3, 1). Using the Iwasawa decomposition
g = hΛ with h ∈ AN c

3 and Λ ∈ SO(3, 1), it is easy to see that the matrix element v4(g) actually only
depends on h. Therefore it is natural to split the cut-off function ϑ(g) in factors independently regularizing
the integrals over ANc

3 and over SO(3, 1):

ϑ(g) = χ(h)θ(Λ). (38)

To keep calculations simple, we assume that we choose the function θ(Λ) to be a Gaussian function, or any
other function peaked on Λ = I, such that θ(I) = 1 and

∫
θ = 1. Then using the isomorphism between AN c

3
and the de Sitter space vAvA = 1, we choose the cut-off function on ANc

3 to be L1 and symmetric under
v4 ↔ −v4: the simplest choice is to bound |v0| ≤ V , which automatically also bounds v4 and v. We get:

c =

∫
F =

∫
dhχ(h)

a + v4(h)

a + 1
=

∫
[d5vA] δ(v2

4 + v
2 − v2

0 − 1)χ(vA)
a + v4

a + 1
=

a
∫

dS χ

a + 1
, (39)

4 We can also choose a more symmetric ansatz with F (g) = F̃ (g) which would correspond to a group field satisfying the
reality condition. The resulting calculations would be more involved, and this is why we do not discuss in detail this choice.
However, it can be easily checked that, with a similar regularization, the final result would be the same.
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Then we can derive the effective action around such classical solutions for 2d field variations just as in the

compact group case given in (5):
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λ

5!

∫
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where c =
∫

F . Thus the last issue to address in order to properly define this action is to compute the integral
of F . The function v4(g) is invariant under the Lorentz group SO(3, 1). Using the Iwasawa decomposition
g = hΛ with h ∈ AN c

3 and Λ ∈ SO(3, 1), it is easy to see that the matrix element v4(g) actually only
depends on h. Therefore it is natural to split the cut-off function ϑ(g) in factors independently regularizing
the integrals over ANc

3 and over SO(3, 1):
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To keep calculations simple, we assume that we choose the function θ(Λ) to be a Gaussian function, or any
other function peaked on Λ = I, such that θ(I) = 1 and

∫
θ = 1. Then using the isomorphism between AN c

3
and the de Sitter space vAvA = 1, we choose the cut-off function on ANc

3 to be L1 and symmetric under
v4 ↔ −v4: the simplest choice is to bound |v0| ≤ V , which automatically also bounds v4 and v. We get:

c =
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F =
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=
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2 − v2
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=
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4 We can also choose a more symmetric ansatz with F (g) = F̃ (g) which would correspond to a group field satisfying the
reality condition. The resulting calculations would be more involved, and this is why we do not discuss in detail this choice.
However, it can be easily checked that, with a similar regularization, the final result would be the same.

Regularisation function

Girelli, Livine, Oriti

DSR propagator



Extension to 4d?

Consider instead group SO(4,1), since AN3 is a subgroup.
Ooguri’s GFT with SO(4,1): basis for Freidel-Starodubtsev action.
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As for the second strategy, we will see that it does not work as simply as stated, and it requires necessarily
a modification of the initial group field theory action, i.e. to some version of the third strategy. We will
discuss some ways in which this can be implemented, but we will see that the simplest way to achieve this
is to start directly with a group field theory for BF-theory with gauge group ANc

3.

1. Deformed Special Relativity as a Phase of SO(4,1) GFT

Let us start from the action above defining the group field theory for the SO(4, 1) BF-theory. The first
task is to write the field equations and identify classical solutions. This works as in the compact group case
presented in section II. We use the same ansatz:
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that
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F and
∫

F̃ be finite in order to get a meaningful effective action for the 2d field variations around the
classical solutions.

The ansatz that we choose is tailored to lead us to the DSR field theory 4 :

F (g) = α(v4(g) + a)ϑ(g), F̃ (g) = δ(g). (36)

The function v4 is defined as matrix element of g in the fundamental (non-unitary) five-dimensional repre-
sentation of SO(4, 1), v4(g) = 〈v(0)|g|v(0)〉, where v(0) = (0, 0, 0, 0, 1) is, as previously, the vector invariant
under the SO(3, 1) Lorentz subgroup. ϑ(g) is a cut-off function providing a regularization of F , so that it
becomes an L1 function. We first check the normalization condition

∫
FF̃ = α(a+1)ϑ(I) = 1, and, assuming
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where c =
∫

F . Thus the last issue to address in order to properly define this action is to compute the integral
of F . The function v4(g) is invariant under the Lorentz group SO(3, 1). Using the Iwasawa decomposition
g = hΛ with h ∈ AN c
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the integrals over ANc

3 and over SO(3, 1):

ϑ(g) = χ(h)θ(Λ). (38)
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3
and the de Sitter space vAvA = 1, we choose the cut-off function on ANc

3 to be L1 and symmetric under
v4 ↔ −v4: the simplest choice is to bound |v0| ≤ V , which automatically also bounds v4 and v. We get:
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4 We can also choose a more symmetric ansatz with F (g) = F̃ (g) which would correspond to a group field satisfying the
reality condition. The resulting calculations would be more involved, and this is why we do not discuss in detail this choice.
However, it can be easily checked that, with a similar regularization, the final result would be the same.
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F . Thus the last issue to address in order to properly define this action is to compute the integral
of F . The function v4(g) is invariant under the Lorentz group SO(3, 1). Using the Iwasawa decomposition
g = hΛ with h ∈ AN c
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4 We can also choose a more symmetric ansatz with F (g) = F̃ (g) which would correspond to a group field satisfying the
reality condition. The resulting calculations would be more involved, and this is why we do not discuss in detail this choice.
However, it can be easily checked that, with a similar regularization, the final result would be the same.

This is a field theory on SO(4,1). It is not easy to disentangle the 
SO(3,1) and AN3 sectors in the interaction term.

Key idea in FS action: the separation of these two sectors. A 
better understanding of the quantisation of FS action in 
terms of spinfoams will help to get a better derivation.
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3.
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Let us start from the action above defining the group field theory for the SO(4, 1) BF-theory. The first
task is to write the field equations and identify classical solutions. This works as in the compact group case
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that
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F and
∫

F̃ be finite in order to get a meaningful effective action for the 2d field variations around the
classical solutions.

The ansatz that we choose is tailored to lead us to the DSR field theory 4 :

F (g) = α(v4(g) + a)ϑ(g), F̃ (g) = δ(g). (36)

The function v4 is defined as matrix element of g in the fundamental (non-unitary) five-dimensional repre-
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∫
FF̃ = α(a+1)ϑ(I) = 1, and, assuming

that ϑ(I) = 1, we require α = (a + 1)−1 in order for it to be satisfied.
Then we can derive the effective action around such classical solutions for 2d field variations just as in the

compact group case given in (5):
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where c =
∫

F . Thus the last issue to address in order to properly define this action is to compute the integral
of F . The function v4(g) is invariant under the Lorentz group SO(3, 1). Using the Iwasawa decomposition
g = hΛ with h ∈ AN c

3 and Λ ∈ SO(3, 1), it is easy to see that the matrix element v4(g) actually only
depends on h. Therefore it is natural to split the cut-off function ϑ(g) in factors independently regularizing
the integrals over ANc

3 and over SO(3, 1):
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3
and the de Sitter space vAvA = 1, we choose the cut-off function on ANc

3 to be L1 and symmetric under
v4 ↔ −v4: the simplest choice is to bound |v0| ≤ V , which automatically also bounds v4 and v. We get:

c =
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, (39)

4 We can also choose a more symmetric ansatz with F (g) = F̃ (g) which would correspond to a group field satisfying the
reality condition. The resulting calculations would be more involved, and this is why we do not discuss in detail this choice.
However, it can be easily checked that, with a similar regularization, the final result would be the same.
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where c =
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F . Thus the last issue to address in order to properly define this action is to compute the integral
of F . The function v4(g) is invariant under the Lorentz group SO(3, 1). Using the Iwasawa decomposition
g = hΛ with h ∈ AN c
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4 We can also choose a more symmetric ansatz with F (g) = F̃ (g) which would correspond to a group field satisfying the
reality condition. The resulting calculations would be more involved, and this is why we do not discuss in detail this choice.
However, it can be easily checked that, with a similar regularization, the final result would be the same.

DSR propagator



Concluding questions

 Scalar field theory in flat effective spaces are GFTs.
 They can be identified as sub-sectors of spinfoam GFTs.

 Can we improve the perturbations approach in 3d and 4d to 
include other type of field (fermions, Yang-Mills)?

 First define these fields on the non-commutative spaces!
 Physical interpretation of the non-commutative field theories?
 What is the simplicial interpretation of the perturbations? 

 What are the non-commutative features useful for the spinfoam 
approach: braiding, quantum symmetries?


