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INTRODUCTION 

In recent years, considerable progress has been made in 

the classification and characterization of Banach spaces accord­

ing to various geometric properties of their unit spheres. 

Among the first and most important of the properties to be inves­

tigated were rotundity and smoothness. Then, various uniformity 

conditions were imposed on these two properties, with the result 

that each gave rise to a chain of properties, related according 

to their varying degrees of uniformity. Chapter I contains the 

definitions of these properties, along with the notations to be 

used throughout the paper. 

In chapter II, we consider midpoint local uniform con­

vexity (m.l.u.c), and show that it is a link in the convexity 

chain between local uniform convexity (l.u.c.) and rotundity 

(R). This property has been known and considered for some time 

by other people, notably G. Lumer and M. M. Day, but to the 

writer's knowledge has not previously been investigated directly 

in its relation to other convexity and smoothness properties. 

The section ends with sufficiency conditions for m.l.u.c. in B 

and in B*. 

The notion of m.l.u.c. was initially considered in the 

hope that it would be dual to strong differentiability of the 

norm (Str). Although this hope did not materialize, we were 

able to find another well-known property, (H), which, in the 

case of reflexive Banach spaces, fits into the convexity chain 

between l.u.c. and m.l.u.c, and which does in fact yield full 
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duality with (Str). These are the principal results of chapter 

III. 

Product spaces are considered in chapter IV. In partic­

ular, it is shown that the 1 product of m.l.u.c. spaces is 

m.l.u.c, and also that the 1 product of (H) spaces is (H). 

Chapter V contains an assortment of isomorphism results, 

many of which were previously known, and included here only for 

the sake of completeness. The principal result of this chapter 

is an improvement on a theorem of Fan and Glicksberg, and states 

that if B# is separable, then B is isomorphic to an l.u.c. space. 



CHAPTER I 

Definitions and Notation 

Throughout this paper, B will designate an arbitrary 

Banach space, || •••|| the norm in B, U the unit ball of B (the 

set of all points wjth norm £ 1), 3 the unit sphere of B (the 

set of all points in B of norm one), and B* the conjugate or 

adjoint space of B. 

The properties listed below depend on the norm and lin­

ear structure, and thus can be defined for arbitrary normed lin­

ear spaces (not necessarily complete). But, since our primary 

concern is with Banach spaces, we have phrased all the defini­

tions in terms of a Banach space B. In some cases, we have 

listed two equivalent formulations of the same property, so that 

we may use whichever formulation best suits our needs in a given 

situation. Although most of the properties discussed below actu­

ally apply to the unit ball U of B, we shall use the convention 

that "B is ( - )" means "B is a Banach space whose unit ball U 

is ( - )". 

In general, we shall write "lim x " for " lim x " 

n-*oo 

when the omission will not lead to confusion. We shall also use 

the conventional shorthand "iff" for "if and only if". 

Definition 1.1 B is rotund (R) iff || x + y|| = ||x|| + ||y|| 

implies x = ty, t > 0, whenever x f 0 and y f 0. CNote: In many 

papers, this property is called strictly convex.3 
Definition 1.2 B is locally uniformly convex (l.u.c.) iff given 

€ > 0 and an element x with || x|| = 1, there exists (J ( £ t x) > 0 

3 



such tha t 2 s i - <5(6» x ) whenever | | x - y | | £ £ and 

Since much of our work in t h i s paper wi l l deal with se ­

quences, we l i s t the following equivalent formulation of l . u . c . 

Definition 1.2a B i s loca l ly uniformly convex ( l . u . c . ) 

i f f | | x n | | - | | x 0 | | - 1 and lim | | x n + x j | = 2 implies 

l l m l l x n - x o l l = 0 -

Definition 1.3 B i s uniformly convex (u . c . ) i f f given £ > 0, 

there ex i s t s 6 ( 6 ) > 0 such that ' ' * \ y " fi 1 - Qi£) whenever 

| | x - y | | *e, and | | . | | - || 7 || - 1. 
Definition 1.4 B i s smooth (S) i f f a t every point of S there i s 

only one supporting hyperplane of U. 

An equivalent formulation of smoothness i s 

Definition 1.4a B i s smooth (S) i f f for each xQ in S, 

lim ( | | x 0 + hx | | - | | x 0 | | ) / h ex i s t s for every x in B. 

Definition 1.5 The norm in B i s s t rongly d i f fe ren t iab le a t the 

point xQ in S Cwritten: B i s (Str) a t xQ3 i f f the l imi t in Def­

i n i t i o n 1.4a i s a t ta ined uniformly over x in S. We say that B i s 

(St r ) i f f B i s (Str) a t every point xQ in S. 

I t i s evident from the above def in i t ions t ha t u . c . implies 

l . u . c . implies (R), and (Str) implies (S). 

Definition 1.6 The norms | | ••• | | and | | --— lln_ a r e eq u i valent i f f 

for any sequence lx nJ , i t follows tha t l i m | | x n | | » 0 i f f 
l i m l l x n l l l - ° -

I t can be shown tha t a necessary and suf f ic ien t condition 

for (!••• II and ! ( • • • | | i to be equivalent i s that there exis t 

numbers a,b with 0 < a 5 b < oo such tha t 



a ||x|| s || x Uj^ ̂  t> ||x|| for all x. 

We shall also need Minkowski's inequality; 

If p > 1, and if la ], {b ) are sequences of real numbers for 

which Y.n=l | an| P a n d £n=l I bn| P a r e finite» t h e n 

I E£l K + bn|P!VP * I E£l |an|")VP + , En^|bnr)VP 
and equality holds iff, for some t > 0, an = tb for all n. 

We list below two theorems due to V. Smulian C10D which 

will be used extensively throughout this paper. 

Theorem 1.1 B* is (Str) at fQ, ||f0|| ~= 1» if** from 

lim fQ(xn) = ||f0|| where || xn|| = 1, it follows that 

m,n-*oo 

Theorem 1.2 B is (Str) at xQ, | | x J | - 1, iff from 

lim fn(xQ) = | | x o | | w h e r e f
n

 i n B* a n d | | f nl | = l t i t f o l l o w s 

that lim IIf - f II = 0. 
m ^ c o 1 1 m n M 

Several well-known Banach spaces are mentioned in this 

paper, and for convenience we define them: 

m : the space of bounded sequences x = ( x , x , « « « ) 

with | | x | | = supi | xx | 

c : the subspace of m consisting of those sequences v/hich 

converge to zero. 

1 for p g 1 : the space of sequences 

x = (x1, x2 , x 3 , . . . ) for which E^-Jx 1 ! P 

is f ini te , with | j x | | - { E A Ix1! P |VP 

C CO,ID : the space of continuous functions x on the interval 

CO,ID, with | | x | | = sup l |x(t) | : t in CO,ID], 



CHAPTER II 

Midpoint Local Uniform Convexity 

Geometrically, Lovaglia's l.u.c. states that if the mid­

point of a variable chord having one end point fixed on the unit 

. sphere approaches the unit sphere, then the length of the chord 

approaches zero. We now wish to investigate another type of con­

vexity, which, for lack of any other appropriate name, we choose 

to call midpoint local uniform convexity. Geometrically, the 

latter states that if the midpoint of a variable chord in the 

unit sphere approaches a fixed point on the unit sphere, then the 

length of the chord approaches zero. Formally, it is defined as 

follows: 

Definition 2.1 B is midpoint locally uniformly convex (m.l.u.c.) 

iff given € > 0 and an element xQ with II x0|| = 1, there exists 

<5( €» xQ) > 0 such that ||x + y - 2x0|| £ (5 whenever 

||..,||*6«d||x||.||,||-i. 

Again, since much of our work in this paper will deal 

with sequences, we list the following equivalent formulation of 

m.l.u.c 

Definition 2.1a B is midpoint locally uniformly convex 

(m.l.u.c) iff ||xn|| = ||yn|| =||x0|| = 1 and 

lim||xn + yn - 2xM = 0 implies that lim||xn - yn|| = 0 . 

Lemma 2.1 The final implication in Definition 2.1a may be re­

placed by. either lim11 x n - xQ 11 = 0 or lim 11 yn - xQ 11 =0. 

Proof: First note that lim||xn - xQ|| = 0 iff 

lim||yn - x II - 0 under the hypothesis lim||xn + yn - 2xQ|| = 0, 

which follows immediately from the following two inequalities: 

6 
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l | y n - x o l l ~ I K + yn - 2xo + x o - x n | | 

5 llxn + y n - 2 x o l l + l l x n - x o | | 

IK -xoll - IK + yn - 2 x o + x o - y n | | 
S llxn + y n - 2 x o l l + I K - x o | | 

The fact that Um||xn - xJ | = 0 implies lim || xn - yn | | » 0 

follows from the above, and 

II xn " *nll " llxn - x o + xo - "nil 

• I K -xoll + IK-X°ll 
That lim||xn - yn|| = 0 implies lim||xn - xQ|| = 0 follows 

from the hypothesis, and the inequality 

IK-"oil 5 2 IK-xoll = IK-2xoll 
" IK + ^ - 2xo + xn - *nll 
s IK + T»- 2 ,̂11 + IKn ~ ^nll • «ED 

Theorem 2.1 If B is l . u . c , then B is m.l.u.c 

Proof: Suppose B is l .u.c. Choose lxnl, lynl# and XQ 

in B such that || x„11 = | | y n | | = | | x 0 | | - 1 and 

lim||xn + y - 2x II = 0. For each n, 

l l x n + y n - 2 x o l l a | l K + 'nil " II 2xoll 

" 2" IK + 'nil - ° 
Since the limit of the left side of the above inequality is zero 

by hypothesis, we thus get 

(1) l i m | | x n -. yn|| - 2 

For a fixed n, consider the plane P determined by the points 0, 

x , and y . Let zn, z0, and z~ be the points on the chord from 
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xn t 0 yn d e f i n e d by <3xn + yn)/4, (xR + yn)/2, and (xn + 3yn)/4, 

respectively. Let z,, z"2» and z, be the corresponding points on 

P/">S (the unit sphere in the plane P) determined by the rays r,, 

rg, and r, from 0 through z,, z2, and z,, respectively. Let L 

be the line through z2 parallel to the chord from xn to yn, and 

let u, and a* be the intersections of L with r-, and r-j, respec­

tively. 

Day (C2D, page 112) has shown that B is (R) iff every 

two-dimensional subspace of B is (R). Therefore, B is l.u.c. 

implies that B is (R) implies that ?r\3 is (R). Hence, L either 

is tangent to U at z2, or it cuts U on one side or the other of 

zL. In either case, at least one of the points u-,, a, is outside 

U. 

Suppose 11 û |j > 1. Consider the similar triangles with 

vertices at 0, z,, z2, and 0, u,, z"2. Then, 

II «8 11/ II ̂ 11 "II'ill/ II "ill » « " 
IKII = <IKII • IKII >/||*2|| = IKII-IKII HKH 
which, by definition of the z's, says 

II ( 3 x n + yJAW > II ( x n + y n V 2 1 | • Thus we have 

(2) II o * n + y n
} / 2 II > I I x n + yn | | for each n' 

We now have for each n, 

2 = IKII + IKII * IK + x o l l 
x n + ' x n + 5 r n » / 2 - <*n + ^n'/2 + xoll 
*n + K + y n ' / 2 - I K + yn)/2 - x„| 

B IK + (xn + yn»/2 II - II <xn + ^n' / 2 " *o 

1 
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• l l<3 x „ + y„) / 2 H- II «*n
 + y„ - *\,>/21| 

> l lxn + y n | | - l l ' x n + y n - 2 x o > / 2 l l 

As n becomes i n f i n i t e , both l i m i t s on the right e x i s t , the f i r s t 

by (1) and the second by hypothesis , so 

2 i l i n , | | x n + x 0 | | S Hm | | | x n + y n | | - | | ( x n + y„ - 2 x 0 ) 2 | | ) 

- l i m I K + yn|l - l i " i l l ' x n + y n - 2 x o ) / 2 | | 
- It! 

Therefore, lim ||xn + xo|| = 2. But B is l.u.c, so this implies 

that lim||xn - xQ II = 0. 

In the other case, if ||u^|| > 1, we could show by a sim­

ilar procedure that 11 zo 11 > 11 z2 11 an(* t n u s t n a t 

lim||y + x II = k1. Then, B is l.u.c. would imply that 

l i m l | y n - x o l l - °-
Thus, in either case, we find that B is m.l.u.c, by 

Lemma 2.1. QED 

It is evident from the definition of m.l.u.c that m.l.u.c 

implies (R). We now give an example to show that m.l.u.c is 

stronger than (R). 

Example 2.1 Let c be the Banach space of sequences converging to 
T O O 

zero; that is, if x = (x , x , x-3,***) is an element of cQ, then 

||x|| = sup|x |. In c , we define a new norm||,#* || ̂  as follows: 

IMIi-IMI^EAilxV1-1)2)1/2 

Then we have, for each x, 

l l x I M I x l l i = l l x l l + l E ^ d * 1 ! / * 1 - 1 ) 2 ) 1 / 2 

* l l x l l + I E & I S U P I X V 1 - 1 ) 2 ) 1 / 2 
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-11*11* lE^dlxll^1-1)2}1/2 

- HI+11*11 • i EA v>"i1/B 

- (1 + 2/V3)||x|| » 

Therefore, || ••• ||, and || ••• || are equivalent norms. Let B be the 

space c renormed with || • •• ||,. We first show that B is (R). 

Let x and y be any two elements of B such that ||x||, » ||y||i " 1 

and ||x + y||i = ||x||i + II y Hi- Using the definition of the 

norm and the Minkowski inequality, we have 

llxlli + l ly l l i - IKyl l i 
- ||x+y|| + I E^llx^yV1-1)2)1 /2 

s | | x + y | | + l E ^ K l x 1 ! + | y i | ) A i - 1 ] 2 l 1 / 2 

s II x + V || + I Ei-ilUV1-1)*!1/8 

+ I E^lly1!^1-1)2!1/2 

s l lx l l + l|y||+ i E^kl/*1"1)2!1/2 

+ I Ei
<21<|yi|/21-1)2!1/i! 

-IMIiHIrllx 
Equality throughout forces equality in the Minkowski inequality, 

which in turn implies that x - y. Hence, B is (R). We now show 

that B is not m.l.u.c Let xQ - (1/2, 0, 0, 0, ••• ), and for 

each n B 2, let xn - (an, 0, 0, ... , 0, 1/2, 0, 0, ... ) and 

yn - (an, 0, 0, ... , 0, -1/2, 0, 0, ••• ), where 1/2 and -1/2 

are the nth coordinates, and where a is determined by the rela­

tion a2 + (l/2n)2 - 1/4, so that aR = 1/2(1 - 1/4
11"1)1/2. For 

each n, an § 1/2, so it follows that ||xn|| = ||yn|| ** V
2 , Als°t 
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it is easy to verify that for all n £ 2, we have 

IKIll " l|ynlll " IKIll
 = U F r o m t h e definition of aR 

above, we see that lim an = 1/2. For each n, 

xn + yn - 2xQ - (2an - 1, 0, 0, 0, ••• ), from which it follows 

that lim ||xn + yn - 2xQ||1 - 0. But for each n, 

xn - yn » (0, 0, 0, ••• , 0, 1, 0, 0, ... ), and thus we see that 

for each n, ||xn - yn|| • 1. Therefore, ||xn - yn111 a 1» so B is 

not m.l.u.c. This concludes Example 2.1. 

Next, we give an example to show that l.u.c is stronger 

than m.l.u.c 

Example 2.2 Let 12 be the space of sequences 

x " (x , x2, y?, ••• ) such that Y»^\ (x1)2 is finite, and 

with the norm defined as usual by ||x|| - I £ ^(x 1) 2} 1/ 2. We 

want to determine an equivalent norm ||*** || -jin the space such 

that this new norm is m.l.u.c. but not l.u.c The plan is to 

pare down the original unit ball in the direction of the first 

coordinate axis to get a "hyper-ellipsoidal" convex set symmetric 

about zero, then use this set to define a new norm. The set is 

best defined in terms of its sections with the coordinate planes 

and the hyperplanes x = constant. 

Let U be the unit ball of 12, and let 

x » (x , x , y? , ••• ) be any element in U. In each coordinate 

plane x1 x x^, j s 2, use the 1 norm, where p = (2j - 2)/(2j - 3); 

that is, if x is of the form x = (x1, 0, 0,»«», 0, x^, 0, 0,»««), 

then define the functional m by 

(1) m(x) - || x ||p = (Ix
1! p + |xj|p)VP, where p is defined 

as above. CNote: Throughout the remainder of this example, p 



will always be defined as above. The value of p depends on the 

coordinate j, and thus should be written as p.. or p(j); however, 

the notational dependence of p on j will be omitted in an effort 

to simplify an already cumbersome notation.il In each coordinate 

plane x x x**, where 2 s i < j, use the 1 2 norm; that is, if x 

is of the form x - (0, 0,..«, 0, x1, 0, 0,«-«, 0, x^, 0, 0,«»»), 

then define m by 

(2) m(x) - || x || . 

Note from (1) and (2) that if x consists of just one coordinate, 

then m(x) - || x || . 

Now, if x does not lie in a coordinate plane, we know 

that | x | < 1, since x is in U, so for each j* j - 2, choose 

t, > 0 such that 

(3) | x1! p + tjP - 1. 

In each hyperplane x = constant, we can take + 1/tj, 

j - 2, 3, K$"* as the ends of the semi-axes and determine the 

"hyper-ellipsoid" 

[-w]2 +[^r]2 + - + [wl2 +-"1-
or T,Z2

 t?^ x^ 2 = !• Thus, in this case, define m by 

(4) m(x) = I Ej= 2 ^(x
J) 2)V 2 

Note that if x1 - 0, then by (3), each t. = 1, so by (4)» 
m(x) = ||x|| ; also, (2) is just a special case of this last 

result. Since (1) and (4) are the necessary defining relations 

for m, we combine them into one definition for easy reference. 

If x is in U, define 

http://notation.il
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x j | i f x i s in the plane x x x^ 
(5) m(x) - < , _ m 9 . 0 , /0 

I £ £ 2 t 2 ( x J ) 2 } V 2 otherwise 

where t , - (1 - | x 1 | p ) ~ 1 / p for each j 

and p = (2j - 2)/(2j - 3) 

The functional m has the following properties: 

(a) m(x) 3 0, and m(x) - 0 iff x = 0. 
0 

This follows immediately from the de f in i t ion . 

(b) m i s symmetric; i . e . , m(-x) = m(x). 

This also follows immediately from the de f in i t ion . 

(c) For each x in U, m(x) £ V2 . 

To prove this, we first need the following lemma. 

Lemma 2.2 If a and p are real numbers such that 0 < a < 1 and 

1 < p s 2, then (1 - a p) 2/ p 3 1 - a. 

Proof: From the restrictions on a and p, we have 

ap s a, so 1 - ap a 1 - a. Hence, log (1 - ap) 3 log (1 - a). 

Since 1 < p s 2, we have 1/2 § 1/p < 1, so 

1/p log (1 - ap) 3 1/p log (1 - a) 3 1/2 log (1 - a), or 

log (1 - ap)VP 3 log (1 - a) 1 / 2 , which in turn implies that 

(1 - ap)VP g (1 - a) 1/ 2, and squaring both sides then yields 

the desired result. QED. 

Now, to prove (c), we have for each x in U, 

»(*) - I E £ 2 t2(xJ)2}V2 - I E 0 0 ( x V ^ j V 2 

I y oo 
1 * - j -2 

J"2 (1 -\J\*)W 
/ x j \ 2 1/2 
' x [ j . } by Lemma 2.2 

1 - x 



s l ^ 1=2 nffi . ill s i n c e * ^ ^ " 
d l l x l l " I * I 

E f t (x^)2 V 2 _ , l l x l l 2 - I x 1 ! 2 , V 2 

• ^ixii1"-i^i } " H I -ixli 
- (||x|| ^ I x 1 ! ) 1 / 2 s (2||x||)V2 a 2 V

2 . 

(d) m is continuous on U 

Let {x } be a sequence of elements in U and x an element of U 

such that lim x = x. For each j 3. 2, choose tj > 0 such that 

|x |p + tTp = 1, and choose t„ A > 0 such that 

lxn" + ^n^l = 1 » n ~ 1» 2» 3# *•• • Convergence in 12 implies 

coordinatewise convergence, so it follows that lim x = x for 

each i = 1, 2, ••• . Since for each n and each j 3 2, we have 

tn , - (1 - |x^|
p)"Vp, it follows that for each j 3 2, 

lim tn>J - lim (1 - |xJ|p)-VP = (l - I x 1 ^ ) " 1 / ^ tj. Now, 

for each n, we have 0 £ m (xn) 2 2 by (a) and (c), so {m (xn)} 

is a bounded sequence of real numbers, and hence must have at 

least one cluster point. Let y be an arbitrary cluster point of 

{m (xn)}, and let (m (xn )} be a subsequence of {m (xn)] which 

converges to y. Then, since {x ] is a subsequence of {x ), it 
v 

follows that lim xj: = x1 for each i = 1, 2, 3» ••• * and al3o, 
v 

lim t . = t. for each j 3 2. Thus, 
v,J J 

y = lim m 2 ^ ) - lim £ ™2 t*vj4/ 

« E A i i- i** j<<>2) 
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- EA t 2 (*J>2 

» m (x) 

We want to show that equality must hold in the? above inequality. 

Suppose by way of contradiction that y < m (xj.> Let 

€ » m (x) - y > 0. Choose a subsequence of ny
fs such that 

m (x) > m (x ) + t/2. Choose J so large that 
v 

Ej» 2 t?(xJ)2 >m2(x) - €/4. For each j, we have 

lim t2 Ax* ) 2 = (lim t2 A {lim (xjj )2) - t?(x^)2 n
v»J " v

 n
v»J " v J 

Hence, for each j - 2, 3# ••• » J» we can choose N, such that for 

all ny s Nj, 

<„.Hf > t J ( « J ) 2 " ̂ 5J 

Then, for all ny such that ny 3 max (N.: j § J}, 

(x)>m2(xn v)+ e/2 - E £ 2 ^nv , j^xn/ + ^/2 

S Z>U<v,H/ + ^ 2 
> " E j = 2 ^ j< x d ) 2 - €V5j] + £/2 

- rJ t2(xJ)2 - r J ie/5ji + e/2 
^ j = 2 J ^ j = 2 

>m2(x) - C/4 - E j -2 l€/5*\ + ^ 

3 m2(x) + €/k - E A e/5 j 

- m2(x) + e/k - £/4 
- m2(x) 

Since the s t r i c t inequalities in the above are impossible, we 
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thus get a contradiction. Therefore y • m (x). But y was orig­

inally chosen as an arbitrary cluster point of im (xn)]• Hence, 

{m (xn)] has a unique cluster point, and lim m (x_) «• m (x), or 

lim m(xn) - ra(x). Therefore, m is continuous on U. 

(e) For each x such that ||x|| < 1/2, m(x) < 1. Note that 

||x|) < 1/2 implies that | x11 < 1/2. Choose t, > 0, j 3 2, such 

that | X1) p + tTp =• 1. Then, for each j we have 

tTp - 1 - | x2|p > 1 - | ac1! > 1 - 1/2 - 1/2, so t? < 2. But since 

tj 2 1 for each j, and since 1 < p s 2, this implies that tj < 2 

for each j. Thus, 

m(x)- I Ej~ 2t
2(xJ) 2}V 2 < { Ej? 2 4 (xJ)

2]1/2 

- 2 • { E j - 2
( x d ) 2 j l / 2 S 2-llxll <2#1/2 " !• 

(f) m is a rotund function; that is, for 

x - (x , x2, x^, ••• ) and y - (y , y2, jr, ••• ) in U, 

m l(x + y)/2) < 1/2 (m(x) + m(y)). 

The result follows immediately in case x and y lie in the same 

coordinate plane, since m is then an 1 norm for some p > 1, 

which is (R): also for x - y « 0, since m is then the 12 norm, 

which is (R). The remaining possibilities are considered in two 

cases. 

Case 1. Ix1) - ly1! 

If x1 - y1, then (x1 + y 1 ) ^ = x1, so x, y, and 

(x + y)/2 lie in the same hyperplane x = constant. The tj's in 

(3) depend only on the first coordinate; thus x, y, and 

(x + y)/2 have the same t.'s. Using the Minkowski inequality, 

we thus get 
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ml(x+ y)/2] - { Ej= 2 t2((xJ + yJ)/2)2)V2 

- V2 i Ej=2
 ( t j x j + v J , 2 , 1 / 8 

* V 2 (l E j ? 2 t2(xJ)2}V2 + { E ^ 2 t2(yJ)2}V2) 

- 1/2 lm(x) + m(y)} 

If x1 » - y1, then (x1 + y1)/? = 0. Thus, x and y have the 

same tj's, and the corresponding sequence for (x + y)/2 takes the 

value one for each j. Using the fact that for each j, t• 3 1, 

and the Minkowski inequality, we get 

m|(x + y)/2} - { E j? 2
( ( x J + Y^/Z)2)1/2 

- V2 lEj=2(x j + r*)2)1/2 

s v 2 I E £ 2 t j ( x d + y j ,2^1/2 

- V2 IEj=2
( tjx J + t^5)2]1/2 

a 1/2 l E ^ 2 < I V d | + I V d l ) 2 ) 1 / 2 

» V2 ( I E A l v d l 2 j l / 2 + ^ j = 2 1 V d l 2 } 1 / 2 ) 

- 1/2 (I E j=2 t 2 (x j ) 2 ]V 2 + [ E j?2 t2(yJ)2 |V2) 

- 1/2 (m(x) + m(y)}. 

Note that equality in either of the above inequalities would force 

equality in the Minkowski inequality, and this in turn would force 

x » y. Thus, if x and y are distinct, then the strict inequal­

ities must hold. 

Case 2. | ac11 / | y11 

Without loss of generality, we may assume that 

I y11 > I ac1!. Choose t. > 0 such that | x1!p + tTp = 1, s. > 0 such 

that (y1!13 + sTp - 1, and r, > 0 such that^x1 + y 1 ) ^ + rTp - 1, 
1 1 Since in each plane x x xJ we are using an 1 norm with p > 1, 

Jr 

which is (R), we have for each j, 1/rj > 1/2 (1/t, + V sj^» or 



id 

(6) r, < 2s.t ./(s. + t j for each j. 

Note that \y1\ > \x1\ implies that s, > t. for each j. We first 

prove the following lemma. 

Lemma 2.3 Let a, b, c, d, be four real numbers such that 

0 a a < 1, 0 < b < l , c 3 1, d > l ; also, a - b iff c - d and 

a < b iff c < d. Then (a + b)/(c + d) s l/2(a/d + b/c). 

Proof: We consider three separate cases, 

(i) c - d. Then, (a + b)/(c + d) » (a + b)/2d 

= 1/2 (a/d + b/d) = 1/2 (a/d + b/c) 

(ii) c < d. Then, a < b, so a/d < a/c < b/c. Since d - c > 0, 

(d - c) a/d < (d - c) b/c 

(1 - c/d) a < (d/c - 1) b 

(d/c - 1) b - (1 - c / d ) a > 0 

— db/c - b - a + c a / d > 0 

a + b < db/c + c a / d 

2(a + b) < a + b + db/c + ca /d 

2(a + b) < (c + d) (a/d + b/c) 

so, (a + b)/(c + d) < 1/2(a/d + b/c) 

(iii) c > d. Then, a > b, so a/d > b/d > b/c. Since c - d > 0, 

(c - d) a/d > (c - d) b/c 

(c/d - 1) a > (1 - d/c) b 

(c/d - 1) a - (1 - d/c) b > 0 

ca/d - a - b + db/c > 0 same as step 4 in (ii). QED 

Now, returning to the proof of Case 2 of (f), 

m{(x + y)/2} = I E £ 2
 rj<<xd + yd)/2)2l 1/2 

s ( E j = 2 ( l 4 s 2 t V ( s j + V2)t<*d + yd , /2)2))1 / 2 

by (6) 
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- i Ej-2 s j t 2 l (xd + y d M s j + tj)]2}1 /2 

a { Ej?2»»MI*J + ^ l / < V t i n 2 , V 2 

» I E A s^2 {( |xJ|+ |y j | ) / (3j + t j j j 2 ] 1 / 2 

< i E £ 2 s2tj U/2(|xJ|/aj + lyJI/tj)}2]1/2 

by Lemma 2.3 

- Ej?2UA s2 tj<lxdl2/ sj + 2l^JyJl/(3Jtj) 

+ |yJ l2A2» 1 / 2 

- V2 I ££>(t2 |xJ|2 + 2s.t . |xV| + s2|yJ|2)]V2 

- V2 i Ej?2
(tjlxJl + aj|ydh2i1/2 

* V2 [ I E ^ M ) 2 } 1 / 2 * (E^sjy^)2}1/2] 

- V2 [ I Ej=2 ^(xJ)2|V2
 + lEjTa s2(yJ)2jV2 ] 

=» 1/2 (m(x) + m(y)}. 

This completes the proof of (f). 

We thus see as a result of the above properties that m is 

a continuous, symmetric, convex function defined on the open unit 

ball U°. Therefore, E = m" ((-1, l)) is open, symmetric, convex, 

and also, EC U°. Using this last result and (e), we see that 

(g) 1/2U°SECU°. 

Hence, the Minkowski functional of E, fE(x), is a norm, so for 

each x in 12, define 

(7) ||xHi = %(*) *" inf ir: V r is in E and r > °J* 

We next note that the following relationships hold: 

(h) || ac || x s 1 iff m(x) a 1 and \\x\\1 = 1 iff 
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m(x) =• 1. This follows immediately from the manner in which E 

was determined from m, and ||,,# ||i from E. 

(i) For each x in 12, ||x|| § ||*||i
 5 2||x||. 

This follows immediately from (g). 

(j) For each x in E, m(x) a 11 ̂^ 11 x 

Proof of (j) 

Let x - (x , x , x , ... ) be any non-zero element in E. Choose 

k > 0 such that || kac ||̂  • 1. Then, H x ^ = 1/k, where k 3 1, 

and kx = (kx , kx , kx , ••• ). Choose t. > 0 and s. > 0 such 

that | x1! p + tTp - 1 and | kx1! p + s"p - 1, respectively. Now, 

| kx | 3 |x | implies s. 3 t., so 

m(x) - { E j = 2 t 2 (x^) 2 jV 2 g { E j?2 s 2 (x J ) 2 }V 2 

- 1/k {k2 E j = 2 s ^ x J ) 2 ] 1 / 2 

- V* I Ej= 2 s
2(kxJ)2)V2 = 1/k (m(kx)) 

- V * - Ilxllr 
As a result of (i) above, we see that the norms 11•- - 11 

and ||,#,||i are equivalent. Thus, let B be the space 1 2 renormed 

with ||••• ||,. Since B is isomorphic to 12, B is reflexive (C2D, 

Theorem 1, page 56). Also, B is (R), by (f) above. In order to 

show that B is m.l.u.c, we shall first show that B is (A) CSee 

Definition 3.1 belowD. To accomplish this, we need two proper­

ties of lim sups of sets of real numbers, which we list below as 

lemmas without proofs. 

Lemma 2.4 If (a ] and {b } are two bounded sequences of real 

numbers, then 

lim sup (an + bn) § lim sup a + lim sup bn. 
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Lemma 2.5 If [cnl and |dn) are two bounded sequences of real 

numbers, and if cn a dn for each n, then lira sup cn a lim sup d . 

Now, let {xn) be a sequence of elements of B and x an 

element of B such that w-lim x„ =• x^ and 
n o 

lim ||*n||i - ||
xo||l " lm Tnen» by Definition 3.1. we want to 

show that lim ||xn - x l L - 0. Without loss of generality, we 

may assume that ||x |U " 1 ̂ o r each n, since otherwise we could 

first normalize each element without affecting the weak conver­

gence* For each j 3 2, choose 

t. s 1 such that |xj|p + tjP = 1, and 
(6) 

tn , 3 1 such that |xj;|
p + t~Pj - 1, n - 1, 2,»«« . 

Let £ > 0 be given. Then, since 

i-lklli-lh,HW<V- S A W 2 ' 
we can choose the integer J so large that 

(9) E j - 2 t 2 ( x 0 ) 2 > i - e 

Since w-lim x„ - xA, we have n o 

(10) lim x* =» x* for i = 1, 2, 3, ••• , J. 

Using (10) and (#), we get 

(11) lim tn>j - lim (1 - |x^|
p)-VP 

= (1 - |x^|p)"1/P - t j for each j. 

Then, by (10) and (11), we have 

(12) lim Ek>t n,J<
x„> 2= E } = 2 ""•Itn.d'-n'

2! 

" T-U llimtn,j' fl^(x„)2l 



- Ej-2*2<x
0>2 

Since for each n, 

" E j - a *2,j<*2>8 + E?-J +i*2
( ; ,<

x„>2 . 
we have for each n, 

««» Ej^tn.jl^)2-!- ZU'll^2 

Now, as n becomes infinite, the limit on the right exists, by 

(12), so the limit on the left exists, and 

<H> li™ E j5+l
 t2i,j<xn>2 ' «*& " E j-2 <J4^ 

- 1 - E jo2 *j<
x
0)

2 by (12) 

< 1 - (1 -£) by (9) 

- £ 

For each n and j , (xj[)2 a t 2 j(xj|)2 , so 

E;,5+ l< xn» 2 s E j S + l t 2 . j < x n > 2 ^ r each n. Thus, 

(15) lim sup £ » J + 1 (x^)2
 S lim sup E j S + l t 2 . J ( x n » 2 

by Lemma 2.5 

- lim E j3+l tn.J^'
2 

since lim exists 

< £ by (14) 

Also, lim E j-i <* n)
2 " E j-i l i m (xn)2 = £ j-1 ( xo ) 2 

exists, so 



(16) lim sup £ J
i=1 (xJ) 2 - lim J ^ (x^) 2 

- E 5 - i « « J ) 2 « I K I I a 

Hence, 

lim sup | | x n | | 2 - lim sup { E ^ ( x ^ ) 2 + E j £ n < x n > 2 l 

a lim sup E j - i ( x n > 2 + l i m s u p L j S + l ^ 2 

by Lemma 2*4 

< llxoH2 + ̂  by {15) and (l6)# 

Since this must hold for all £ > 0, we thus have 

lim sup MxyJI a ||x0||. Therefore, using the fact that x is 

the weak limit of x , we get 

IKK s l*1" inf Hxnll s "" S«P Hxnl| s IKII» so 
lim ||xn|| " ||x0||. But 12 is (A), which implies that 

lim ||x - x || = 0, and hence, lim||xn - x0||i
 = 0 by the 

equivalence of norms. QED. 

We have now shown that B is both (R) and (A); i.e., B is 

(H), according to Definition 3*2 below. Since B is also reflex­

ive, it follows that B is m.l.u.c. by Theorem 3*3 below. 

It remains to show that B is not l.u.c. Let 

x - (1, 0, 0, 0, ••• ) and xn = (0, 0, ••• , 0, 1, 0, ••• ) 

where the nth coordinate is one. Then, for each n, 

m(x) - m(xn) = 1, so 11 xn 11 -̂ = ||x||^ = 1 for each n. Also, for 

each n, we have, by (j) 

llxn + xlll " m ( xn + x) " { l x l | P + \*n\P)1/P - 2l/P where 

p » (2n - 2)/(2n - 3) for each n. Thus, since 

lim p - lim (2n - 2)/(2n - 3) = 1 , we see that 



lim | |x n + x | | 1 - 2. But 

xn - x - ( -1 , 0, 0 , . - . , 0, 1, 0, 0, . . . ), so 

I k - x 111 - l k - x l l - i<-1)2+ (D2)1/2 = 21/2. 
Therefore B is not l.u.c. 

This concludes Example 2.2. 

Combining the results of Theorem 2.1 with Examples 2.1 

and 2.2, we have 

Theorem 2.2 For any Banach space, the following implications 

hold; 

u.c. =$> l.u.c. —^» m.l.u.c. =£• (R) 

Furthermore. none of these implications can be reversed. 

We now state some sufficient conditions for m.l.u.c. 

Theorem 2.3 If B is. (Str) and if linear functionals attain 

their maximum on the unit sphere of B, then B* is. m.l.u.c. 

Proof: Let gQ be an element of B* and lfn}» lgn) two 

sequences of elements of B* such that 

ll'nll- IKII - I K I | - i . - » o 

lim || fn + gn - 2g0|| = 0. Choose x Q in B such that ||xo|| = 1 

and gQ(x ) = 1. Then, for each n, 

llfn + Sn " 2e0|| "
 s u p *l(fn + ^n " 2 S 0

) ( x ) h x in U } 

= sup l|fn(x) + gn(x) - 2gQ(x) | : x in U } 

= | V x o ) +«n<*o) " 26o<xo>l 

- I W + en(x0) - 2 | 

3 2 - | f (x0) + g n (x o ) | 



* 2 - <K<xo>l + kM> 
3 0. 

Since by hypothesis the left side of the above inequality 

approaches zero as n becomes infinite, equality must hold at 

each step, and hence we have 

lim ( fn(x0) + gn(xQ) ) - 2. But this implies that 

lim fn(xQ) - 1 and lim gn(xQ) - 1. Since B is (Str), 

Theorem 1.2 yields the fact that lim ||fm - fJl - 0. By 
m,n-voo 

completeness, there exists f in B* such that ||fn|| = 1 and 

lim ||fn - f0|| = 0. Hence, lim fn(xQ) - fQ(x0), so 

fQ(x ) - 1. Since B is (S), we must have fQ - gQ. Therefore 

lim II f - g || - 0, and hence B* is m.l.u.c. by Lemma 2.1. 

Theorem 2.4 If B* is (Str), then B is m.l.u.c. 

Proof: Let xQ be an element of B and (xnJ, (ynl two 

sequences of elements of B such that 

IKII • IKII • IKII * ' i . — 
lim II xn + yn - 2x0|| - 0. Choose fQ in B* such that 

||f0|| - 1 and f0(x0) = 1. Then for each n, 

I K + yn - 2xoll " a"P ' I f ( xn + Vn " 2xo>I ! l l f II s 1 • 

- K ( x n + y n - 2 x o ' l 

- If
0<xn) + f

0(yn» - 2 V x o ' l 

" lfo<xn» + V^n' " 2 I 
s 2 - I'oK'+ foK»l 



* 2 - <kk>l + lfoM> 
3 0 

Since by hypothesis the left side of the above inequality ap­

proaches zero as n becomes infinite, equality must hold at each 

step, and hence we have lim ( fQ(xn) + ^0(yn) ) " 2. But this 

implies that lim fQ(xn) - 1 and lim fQ(yn) - 1. B* is (Str), 

so by Theorem 1.1 we get 

lim \\xm - x || - 0. By completeness, there exists yQ in B 
m,n^>co 

such that ||y0|| • 1 and lim II xn - yQ|| - 0. By continuity 

of fQ, lim fQ(xn) - f0(y0), so fQ(y0) - 1. Since B* is (S), 

B is (R), and hence we must have y = xQ. Thus, 

lim ||x - x || = 0 , so B is m.l.u.c. by Lemma 2.1. QED 



CHAPTER III 

Duality 

We have known for some time (C33, page 518) that in re­

flexive Banach spaces, (R) and (S) are dual properties. With 

the introduction of the stronger properties of smoothness and 

convexity defined in chapters I and II, namely, (Str), l.u.c, 

and m.l.u.c, it would seem desirable and reasonable to hope 

for some sort of duality to exi3t between (Str) and l.u.c, or 

between (Str) and m.l.u.c. Using the results of Lovaglia's 

Theorems 2.2 and 2.3» we see that, for a reflexive space B, if 

either B or B* is l.u.c, then the other is (Str). However, his 

Theorems 2.4 and 2.6, which reverse the implication, require an 

additional hypothesis, which is called weak l.u.c. in B (or weak* 

l.u.c. in B*). That some such additional hypothesis is neces­

sary is confirmed by Corollary 2 to Theorem 3.2 below, which 

answers the question of duality between (Str) and l.u.c in the 

negative. On the other hand, we see from Theorems 2.3 and 2.4 

above that for a reflexive B, if either B or B* is (Str), then 

the other is m.l.u.c. To date, all attempts to reverse this im­

plication have been unsuccessful, but it is apparent that full 

duality is not present. Termed loosely, l.u.c. is "too strong" 

to yield full duality with (Str), and, on the basis of present 

knowledge, m.l.u.c appears to be "too weak". Therefore, we 

might hope to find some property "between" l.u.c. and m.l.u.c. 

which will yield the desired duality. 

Definition 3.1 B has property (A) Cwritten: B is (A)D iff the 
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following condition is satisfied: If a sequence {x ] of elements 

of B converges weakly to the element x in B, and if 

lim llxn|| - ||*|| • then l i m H x n "xll - ° -
This is a well-known property of u.c spaces, and can also be 

shown to be a property of l.u.c spaces. It has been investi­

gated by many people, but we are primarily interested in the re­

sults of Kadec C6D, and Fan and Glicksberg C53. Following the 

notation used in the latter paper, we will find it convenient to 

have the following definition: 

Definition 3.2 B is (H) if B is both (A) and (R). It is evident 

from the above definition that l.u.c. implies (H). Fan and 

Glicksberg have proved the following (C53> Theorem 3): 

Theorem 3.1 If B* is (Str), then B is reflexive. 

The next theorem is also due to Fan and Glicksberg, but 

since they omit a direct proof, we furnish it here. 

Theorem 3.2 If B is reflexive and (H), then B* is (Str). 

Proof: Let f be an arbitrary element of B* such that 

f || - 1, and let (x ] be a sequence of elements of B such that 

xll - 1 and lim f0(xn) = 1. Since B is reflexive, we can 

choose x in B such that ||x || = 1 and f0(xQ) = 1. Also by re­

flex! vity, {x } has at least one weak cluster point. Let yQ be 

an arbitrary weak cluster point of fxn] and let {xy } be a sub-
n 

sequence of [x } converging weakly to yQ. Then, 

fQ(yo) » lim f0(xy ) = lim fQ(xn) = 1. Thus it follows that yQ 

n 

has norm 1. But since B is reflexive and (R), we have by duality 

that B* is (S), and hence y = xQ. Thus xQ is the unique weak 
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cluster point of {x }, so w-lim x =» x . Then, by (H), we get 

l i m || xn " xoll " 0# T n e r e f o r e B* is (Str), by Theorem 1.1. QED. 

Corollary 1 If B is reflexive and (H), then B is m.l.u.c. 

Proof: B* is (Str), by Theorem 3.2, and hence B is 

m.l.u.c, by Theorem 2.4* QED 

The question* naturally arises here as to whether or not 

(H) implies m.l.u.c. in the case of a non-reflexive Banach space. 

This is an open question at the moment, though a negative answer 

seems likely. 

Corollary 2 There is a (reflexive) non-1.u.c. Banach space B 

with the property that B* is (Str). 

Proof: We first remark that if B* is (Str), then B is 

necessarily reflexive, by Theorem 3.1. Let B be the space con­

structed in Example 2.2. We showed that B is not l.u.c; how­

ever, it is reflexive and (H), and hence B* is (Str), by Theorem 

3.2. QED. 

Theorem 3.3 If B is reflexive, then the following implications 

hold: 

u.c = > l.u.c. = > (H) rr> m.l.u.c. = > (R) 

Proof: Follows immediately from Theorem 2.2, the remark 

following Definition 3.2, and Corollary 1 to Theorem 3.2. QED. 

As noted previously, the implication on the left side of 

(H) in Theorem 3.3 cannot be reversed, as shown by Example 2.2. 

The best we can do at the moment by way of a converse is stated 

in Theorem 3.4 below. First, however, we need a definition. The 

following is a well-known property of weak limits: If w-lim xn • x, 

then ||x|| § lim inf ||xn||. This suggests the following property: 
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(P) If w-lim xn = x, and if lim ||xn|| exists, then 

- lim II x. 
n| 

Definition 3.3 We will say B is (P) iff B has property (P). 

We might note here that the space 1^ is (P), since in 1, 

weak and norm convergence of a sequence to an element are equiv­

alent (C2D, Cor. 1, page 33). However, the space 1^ is not (P), 

since the sequence of unit vectors converges weakly to zero, 

whereas the sequence of their norms converges to one. In view of 

the hypothesis of Theorem 3«4# an interesting open question here 

is whether or not there is an infinite-dimensional, reflexive 

Banach space which is (P). 

Theorem 3.L If a reflexive space B is (H) and (P), then B is 

l.u.c. 

Proof: Let lxn] be a sequence of elements of B and xQ 

an element of B with ||xn|| = ||
x
0|| = 1 and 

lim || xn + xQ|| » 2. Since B is reflexive, {xnJ has at least 

one weak cluster point. Thus, let yQ be an arbitrary weak cluster 

point of lx 1, and let {x ] be a subsequence of lx } which con-
n 

verges weakly to y . Since II x | | = 1 for each n, we have 

| | y 0 | | - 1 by (P). Then, since B i s (H), we have 

i i - | | x „ n - y 0 | | - » • s ° . 
2 = lim | | x V n + x 0 | | - lim | | x ^ - y0 + y0 + x 0 

s "•» < | K n - r 0 | | + l k o + x o l l » 

" lim H X v n - y o | | + ll^o + xol| 

- I k o + x o l l s l h o l l + ' | | x o l l = 2 -
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Equality throughout implies that ||yQ + xQ II - 2, so 

||xo|| " ||yo|| " Ilk + yoV2|| " !• But B is < R* and hence we 
must have yQ - xQ. Thus we see that x is the unique weak cluster 

point of lxn), and from the reflexivity of B it follows that lxn) 

converges weakly to xQ. Using (H) again, we finally get 

l i m || xn " xo|| " °' Therefore, B is l.u.c. QED 

Whether or not the implication on the right side of (H) 

in Theorem 3*3 can be reversed is not known at this time. How­

ever, a negative answer seems reasonable in view of the dis­

cussion at the beginning of this section, and the fact that the 

property (H), which we now have "between" l.u.c. and m.l.u.c, 

does in fact yield the desired duality, as shown in Theorem 3*9 

below. We now continue with the results on duality. 

Theorem 3.5 If B is reflexive and B* is (H), then B is (Str). 

Proof: B reflexive implies that B* is reflexive, so by 

Theorem 3.2, B** is (Str), which in turn implies_that B is 

(Str). QED 

Theorem 3.6 If B* is (Str), then B is (H). 

Proof: Since (Str) implies (S), it follows that B is (R) 

by duality. To show that B is also (A), let {xnJ be a sequence 

of elements of B such that 

w-lim xn - xQ, ||x0[| - 1, and lim ||xn|| - ||x0||. 

We want to show that lx } converges in norm to xQ as n becomes 

infinite. Using the notation of Fan and Glicksberg, we thus want 

to show that lim x„ = x^. Choose f„ in B* such that 

n o o 
fQ|| = 1 and f0(xQ) = 1. Then, s ince xQ i s the weak l imi t of 
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x n , we have lim fQ(xn) - f0(xQ) = 1 - 11f0 11. Since 

lim | | x l | - 1, there can be a t most a f in i t e number of x *s such 

that | | x n | | =» 0, so without loss of generality we may assume that 

for each n, | | x l | > 0. For each n, l e t yn - x
n / | | x

n | | •" T n e n 

for each n, | | y n | | " 1. Furthermore, 

lim f0(yn) - lim W I M I » = l i m ' V | | x „ | | > W 

= (It™ l / I I ^ H ) ( l i m f 0 ( x n ) ) = | |f0 | | . 

B* i s (Str) by hypothesis, so lim | | v
m - y

n | | ^ 0 by Theorem 

1.1. By completeness, there exists y in B such that 

| | y 0 | | - 1 and lim yn = yQ. For each n, xn - | | x n | | . y n , so 

lim xn - lim | | x n | | . y n = (lim | | x n | | ) (lim yn) = yQ. 

Since norm convergence implies weak convergence, we thus have 

w-lim x = y . Therefore, y = x , by uniqueness of weak l imi t s , 

and hence we have lim x„ = x^. QED. 
n o 

Combining Theorems 3.1 and 3.6, we get 

Theorem 3.7 If B* is (Str), then B is reflexive and (H). 

Theorem 3.8 If B is reflexive and (Str). then B* is (H). 

Proof: B reflexive and (Str) implies that B** is (Str), 

and hence B* is (H) by Theorem 3.4. QED. 

Combining the results of Theorems 3-2, 3«5# 3.6, and 3.8, 

we see that we have full duality between the properties (Str) 

and (H), which we now state in the following 

Theorem 3.9 If B is reflexive and B CB*J has one of the prop­

erties (Str) or (H), then B* CBJ lias the other. 
Since, in a reflexive B, an isomorphism of either B or B* 
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determines an isomorphism of the other, we also have 

Theorem 3.10 If, B is reflexive, and if B CB*D is isomorphic to 

a space which has either of the properties (.Str) or (H), then B* 

CB3 is isomorphic to a space which has the other. 



CHAPTER IV 

Product Spaces 

Let |Bi) be a sequence of Banach spaces. Denote by 

i the norm in B.. Let ^(B^) be the space of sequences 

x - lx ], x in B^, for which £wi||x II J is convergent, where 

i s p < oo. Let || ••• || be the norm in pD(
Bi)» where 

||x|| - ( E i^Hx1!! £)VP. It is readily verified that PpfBj 

is a Banach space. 

Theorem 4.1 For p 3 1, PD(B.) is (A) if each B. is (A). 

Proof. Let (xnl be a sequence of elements of ^ ( B ^ such 

that w-lim xn - x and lim ||x || - ||x||* W e w a n t t0 s n o w t n a t 

lim || x - x II - 0. Without loss of generality, we may assume 

that ||xn|| = ||x|| • 1, for otherwise we could normalize each 

element and proceed as in the proof of Theorem 3*4* Then, since 

||xn||
 P = 1# we have || x*|| P s 1 and hence || x*|| s 1 for each 

i. Thus, for each i, I Hx* || } is a bounded sequence of real 

numbers. Therefore, by diagonalizing, we can determine a sub­

sequence of nfs such that lim ||x^|| exists for each i. Now, 

since x is the weak limit of the subsequence x , it follows that 

w-lim xn =» x for each i, and thus we Jiave 

(1) H^lli S lim inf ||x*||i - lim 11
 xn 11 ̂  f o r M o h *• 

We want to show that equality must hold in (l) for each i. 

Suppose by way of contradiction that for some index j, 

x^|| . < lim || xjJM . Then, since p is finite, it follows that 

34 
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llxJllS<lim llxnll? • ut€-<u- NHSi - iHl !* 0 -
Choose a f in i t e set A of indices i such that 

£ i € A l l x l l i > l " CA* Witn<>ut l ° s s o f generality, we may 

assume that j i s in A, for otherwise we could replace A by 

A* - A vj l j } . For each i / j in A, choose Ni such that 

| | x n | | i > | | x l | | i " C/51 f o r n a Ni» a n d choose N. such that 

l l x n | | j > | |x J | | j + ^ / 2 f o r n s N i * T h e n ' f o r e a c h n s u c h t h a t 

n 2 max (N. , N . ) , we have 
i , j € A 1 J 

l s - l l x n l | P = E i ^ l | | x n l | ? ^ E i e A | | x n | | ? - Ilxnll $ + E ^ | | x n| | I 

> l l x d l l ? + ^ + E i « J A < | | » l I I J - e /5 1) 

- Ilxdll5+ ^ ^ y / H ^ H i - ^ y / e/5i 

' Ei€A || at11| f + € /2 - EiCA C/51 

> E i 6 A | | x i | | ? + e / 2 - E A e/51 

- E i € A l l ^ l l ? + ^ A - * A " E i 6 A l l x i l l ? + *A 

> i - e/4 + e A = ! 
Since the strict inequalities in the above are impossible, we 

thus get a contradiction. Therefore, equality holds in (1) for 

each i. Each B. is (A) by hypothesis, so for each i, 

lim Hx* - x 1 ) ^ - 0. Hence, 

lin l ^ - x H - l i m ( £ » , H ^ - x ) 1 ! ! ? ) 1 / * 
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- " • ( E l ? ! l l xn- x i | |?^ 1 / P 

- d i - E A l k - x i l l ? , 1 / p § t E & u . I k - x±ll ?>1/p - °-
QED. 

Day (C33, Theorem 6) proved that for p > 1, PD(Bi) is 

(R) if each B^ is (R), so we immediately have the following 

Corollary For p > 1, P (Bj is (H) if each B̂  is (H). 

Theorem k.2 For p > 1, Pn(B. ) JLs m.l.u.c. if each B. is m.l.u.c 

Proof. For k 3 1, and n - 1, 2, 3> ••• » define 

xo ( x o ' x o ' , , # ' x o ' x o ' xo ' • • • ' 

x o ,k * u ' u ' ' u» xo ' x o ' ' 

x n " ( x n ' x n ' " ' x n ' ^ ^ ' " ^ 
xn,k= ( ° ' ° '"*' °» x i r 1 ' x r 2 ' , , , ) 

Let llxn|| " Ik l l - Hxo|| " 1 and l im || xn + vn " 2xoll - °« 
Then we want to show that lim II x - yn|| =0. For each n, 

II xn + ynll § llxnll + llynll = 2» so we have for each n t n a t 

Hxn+ yn-2 xoll *|||"n+'nll _ 2llXoll| " a "IK* 'nil » 0* 
But since lim II xn + yn - 2xl| = 0 by hypothesis, we thus get 

(1) lim | | x n + y n | | - 2 

Using the definition of the norm and the Minkowski inequality, 

we have for each n, 

Hxn+ynll = < E A ! l x n + ^ l l ? ' 1 / P 

"< E j - l l K * »ill J ^ i S c f l l K * 'nil S'1^ 

= '2 i=l l l x n + 'n l l? + | | x n,k + 'n(kHP'VP 
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s l i : k < l l x n l l i + l | y n l l i > P + « I K , l t | l + l l '„ ,kl | )P l 1 / P 

« « E ^ l K | | J + l l x n , K l | P ) 1 / P + « £ i - l l l * n l l ? + l l '„ ,k | | P ) 1 / P 

• IKII + II'nil = 2 ' 
From this result and (1), we thus get 

(2) lim < E k ' l K l l i + IKIUI" 

+ l | | x n,k | | + l l ' n . k l | ! P ) 1 / P = 2 

For each i , | | x n | | i * | | x n | | = 1, so l l k U ^ } i s a bounded se ­

quence of r e a l numbers; hence, by diagonal!zing, we can de te r ­

mine a sequence of n ' s for which lim | |x jH|^ ex i s t s for each i . 

For each i , l e t aA = lim U x J j L . Since 

1 " llxnl|P " ES-1 IKII? + |K,kl|P. - 1 ~ h-e 
ij- iKkir -* - "-Ej-iikiis - * - St*iim IKII? 

Now, for each n in the sequence determined above, l||yn|| ,1 *
s a 

bounded sequence of real numbers, so by diagonalizing, we can 

determine a subsequence of n's for which lim IJ ŷ 11 ̂  exists for 

each i. For each i, let b± = lim 11y^ 11± • S i n c e 

!" II'»HP- E i = l l K I I ? + H'n.kH". - •»*• 
ll™ il'n,k||P = 1-11" £i=lll'nll? " 1 " Lll 11™ ll'nll? 

= 1- E{-i bf = B P 

Using these results and (2), we thus get 

2 = nm ( E ^ i l K l l i - IKIU>P+ < I K ) l t | l
+ I K k l l » p » V P 
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" l £ i - l ( a i + \)P + <Ak + Bk)P}VP 

5 { £ i-lai + A k ) V P + ( E i-lbi + BP) - 1 + 1 « 2. 

This forces equality in the Minkowski inequality, from which i t 

follows that aA • bA for each i , and Ak * Bk for each k, or 

(3) lim I k ^ - lim | | y j | | ± for each i , and 

l i m lk ,k l l " l l m l|yn,kll f o r e a c h k -
For each n, | | x n + yR - 2x0 | | - ( £ - J ) * * + yn - 2xJ|| {)V? 

* < £ i - l 

3 0 . 

xn + y i l l i - 2 H 4 i i i P)i/p 

Since lim || xn + yn - 2xQ | - 0 by hypothesis, we have 

lim ( Ei-iplxi + y^li - 2||xJ||i|P)VP = 0. But the limit of 

the sum of a series of non-negative terms can be zero only if 

the limit of each term is zero. Thus, 

U) lim ||»*+,*||1-a||«i||1fcr.Mlii. 

From (3) and (4), we get, for each i , 

2 l k l l i - ^ l l x n + y n | | i s ^ < l l x n l l i + l k n l l i ) 

- l i m | k | | . + l i m | | y n | | i = 2 1im | | « J | | l f or 

(5) Lim I k ^ 3 i k H i for each i . 

We want to show that equality must hold in (5) . Suppose by way 

of contradiction that for some index j , lim | k | | j > | | X Q | L • 

Let £ " lim | | x j | | | ? - | | x ^ | | ? > 0. Choose a subsequence of n 's 

such that 

(6) | k | | P > | |x; | | |P + £/2 for each n. 
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Since" | j x 0 | | = 1, we can choose a f in i te set J of indices i such 

that 

™ £ I « J lK l l ?> i - *A 

Without loss of generality, we can assume j is in J, for otherwise 

we could replace J by J* « J \j {j}. By (5)# for each i in J we 

can choose Nj such that for all n 3 N^, 

<«> l K l i ? « H \ \ l - ^ 
Let N - max [U^ : i in J}. Then, for all n 3 N in the above 

subsequence, we have 

i-iKir-Ei-iiKiir^Ei^iKii?- iKnp 

+ S i « j iKll? 

> | | x J | | P + e / 2 + E i € J | K | | P by (6) 

* 11*211! + e/2 + E i € J ( | | « £ | | f - e/51) by (8) 

- | | x J | | P + € /2 + E i « J | | x
0 | | ? - ^ e /5 1 

- E i € J H^llf* ^ - E i i j e / s 1 

> 1 - £/k + C/2 - E i - i £/? by (7) 

- i + £/k - e/4 - 1 . 

We thus get a contradiction. Therefore equality must hold in 

(5). At this point we have shown that from the hypothesis 

lim || xn + yn - 2x0|| = 0, it follows that 

(9) lim |k||.=lim H y j H i - ||acj||± for each i. 
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Also, it follows directly from (9) and the second equation in (3) 
that 

<10> lira | | x n , k | | -lira IKkll - lk,k|| for « a c h k-
We now want to show that lim ||xn - yn II - 0, and we shall do 
this by showing that its negation leads to a contradiction. To 
this end, suppose there exists a subsequence of n's and a number 
r > 0 such that \\xn - yn || 3 r. Then 

° < r s I K - ' n l | - < E £ 1 | K - y n l | ? > 1 / 1 > 

" ' E j - l l K - ' n l l M l i ^ l l l ^ - ^ l l ? ' 1 ^ 

- « E S - 1 | | 4 - ' i l l l + I K . k - ' » . k l l p > 1 / * 

« ' E U l K - ' n l l ^ + I K k - ' n . k l l 

* < E i « l l l x „ - ' n l l ? > 1 / P + I K . k l l + H'n.kH 

Therefore, ( E ^ l K " 'nll?>VP a r " <IK.k|| + ll'n.k||> 

Since lim ((x^d = lim || yn)k|| - | |x0>k | | and^lim||x0>k|| - 0. 

ther. exist k and n0 such that ||xn k | | + {| yn k 11 < r for all 
n £ n . Then, for this choice of k and all n a n . we have o o 

(Ei- i lK-' i l l?'1^2^0 

Hence there exists an iQ with 1 s iQ s k and a subsequence of 

n's for which 

ii4°-'i°iii0
 a t > ° 

*»». i i > . 8 - ' h i - i k i L H i ^ i i i , -
0 0 o l i B «II4°111 + ll'n°lli » " 2 Hxo°llin • Therefore, o o o 
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i O M xo |li f 0. So there exists a subsequence of n's for which 

o 

llxi°lli / 0 a n d l|yi°lli Y°* Then' 
o o 

lim inf 

^ i 0 
xn yn 

iST'lSii 
o 

lim inf n rn 

IMIi IK°lli 

<v||xo°||i> "»*«* I K ° - y n ° l | i 

* v | | x „ 0 | | 
3 t 

Since B. is m.l.u.c, there existsQ" 6(t»x0°) > 0 such that 

lim inf 
o o 

n _ +
 Jn - 2 

l l S ll'n'lli, "*lhJ0|li0 
0 0 0 

Therefore, lim inf || xn° + yn° - 2x*°|| ̂  s g 11 x0° 11 ±Q 

But then, 

lim inf H ^ + y„ - 2x0 | | - lim inf ( E & l K + »£ - *X*||?>1/P 

Him inf | h n ° + y n ° - 8 x ^ | | l o 

* 6IK iolk 
> 0 

Which oontradicts the fact that lim ||xn + yn - 2xQ|| - 0. 

Therefore, lim ||xn - yn|| » 0, and thus Pp(Bx) is m.l.u.c. 

QED. 

\ 



CHAPTER V 

Some Isomorphism Results 

Clarkson CID proved that any separable Banach space is 

isomorphic to a space which is (R). Klee (C73, Theorem Al.ll) 

showed that every separable reflexive Banach space is isomorphic 

to a space which is (R) and also to a space which is (S). Day 

(C33, Theorem 4) improved on both of these by proving that any 

separable Banach space is isomorphic to a space which is (RS), 

that is, simultaneously (R) and (S). Kadec (C63, Theorem 2) 

proved the following: 

Theorem 5.1 Any separable Banach space is isomorphic to a space 

which is (A). 

Actually, Kadec asserts a stronger result. Immediately 

after the proof of Theorem 2, he displays a new norm for C, the 

space of continuous functions on the interval CO,13, which he 

states is (H). Once this is verified, we can use the fact that 

C is the universal separable space to extend the result to all 

separable spaces. Since we plan to use this result below, we 

shall prove it formally, and use a somewhat different method. 

We start with two lemmas, the first of which is obvious. 

Lemma 5.1 If B is (A), then every linear subspace of B is (A). 

Lemma 5.2 If B is separable and (A), then B can be renormed 

with an equivalent norm such that, under the new norm. B is (H). 

Proof; Following the method of Clarkson C13 or Day 

(C33, page 516), for each x in B, define Tx = If^x)/ 2 1], where 

Ifj} is a bounded sequence of elements of B* which is total over 

42 
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B. Then T is a one-one continuous linear map from B into 1« • 

Define a new norm || ••• |L in B as follows; 

For each x in B, IIx |L = ||x || + 11Tx 11x , where || ••• || is the 

original norm in B. This new norm is equivalent to the old norm, 

for if K is a bound for the fi, we have for each x in B that 

INI* N l i - l x + l l T x l l i 2 

+ I E i=i <*!<*>/ a 1 ) 2 ) 1 / 2 

+ lE&HI'ilHMI/aW'* 
+ l E A <K- I M I / a W 8 

I'+ K llxll <£i=i ^ i 1 / 2 

+ K x 

- (1 + K) || x 

To show that || ••• | | , i s (R), suppose that 

llxH, H U l l l - l and | | x + yH, = | | x l l l + HHIl • 

Then, using the triangle inequality, we get 

N l i + ll'lli-l 

- I 

x + ' l l i= llx + ' l l + llT<x + '>lli2 

x + y || + l lT x + T y | l i 2 

x + jr|| + | | t x | | l a + ] |Ty| | l 2 

xll + IMI* IMIi2
 + IMIi2 

xlli + IIHIi 
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Equality throughout implies that 

llTx + Ty|ll2- ll
Txlll2

+ llTy|ll2 • But 12 is (R), so we 

must have Tx • Ty. Therefore, x = y, since T is one-one, and 

hence ||*'*|| is (R). Let us write (B, ||***|h) for the space 

B with norm ||#,,||1. Then, to show that (B, ||,',||1) is U)# 

we first note that 

<B, ||-||l)-(B. 11-11'!, <TlB»' H-Ill2» 

C(B, ||...||) ̂  1 2 . 

12 is u.c. and thus is (A). Also, (B, ||a" ||) is (A) by hypoth­

esis. Therefore, (B, ((•••||) X 12 is (A), by Theorem 4.1, and 

hence (B, || • -• 11x̂  is *A^ b y Lemma 5.1. QED 

Theorem 5.2 (Kadec) Any separable Banach space is isomorphic 

to a space which is (H). 

Proof; If B is separable, then by Theorem 5.1* B can be 

renormed so as to satisfy (A). This new space can then be again 

renormed so as to satisfy (H) by Lemma 5*2. QED 

Fan and Glicksberg have proved the following theorem 

(H53, Theorem 6); 

Theorem 5.3 If a normed linear space X satisfies (H) and if 

X* is separable, then X is isomorphic to a space which is l.u.c. 

We are now in a position to improve on this theorem, as 

follows; 

Theorem 5.L. If B* is separable, then B is isomorphic to an 

l.u.c. space. 

Proof; B* separable implies that B is separable, 
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(CUD, Theorem 4«3-E, page 187)* so by Theorem 5.2, B can be re­

normed with an equivalent norm such that, under the new norm, B 

is (H). The result then follows from Theorem 5.3. QED 

As an immediate consequence of the above theorem, we 

have the following 

Corollary Every separable reflexive Banach space is isomorphic 

to an l.u.c. space. 

That separability of B* is not a necessary condition for 

B to be isomorphic to an l.u.c space is evident from an example 

by Phelps (C93, page 447) wherein he renormed 1, with an equiv-

alent norm which is l.u.c, and of course, 1_ is equivalent to 

m, which is not separable. 

In general, an isomorphism of B* may not be determined 

by an isomorphism of B, but Klee has observed (C73, Theorem 

A1.2) that if B* is renormed with an equivalent norm and if the 

new unit ball is w*-closed, then this new norm is the conjugate 

norm of a new equivalent norm in B. Using this fact plus 

Lovaglia's theorem (C83, Theorem 2.3) which states that if B* is 

l.u.c. then B is (Str), we have 

Theorem 5.5 If B* is isomorphic to a space which is l.u.c. and 

if the new unit ball is w*-closed. then B is isomorphic to a 

space which is (Str). 

As an immediate consequence of the duality shown earlier, 

we also have 

Theorem 5.6 If B* is isomorphic to a space which is (Str). then 

B is isomorphic to a space which is m.l.u.c. 
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Proof; By Theorem 3.It if B* is (Str), then B is reflex­

ive. Since reflexivity is preserved under isomorphism, we thus 

have that B is reflexive. Then by Theorem 3.8, B is isomorphic to 

a space which is (H), and hence also m.l.u.c, by Theorem 3.2. QED 

One final result is perhaps worthy of mention in this chap­

ter. Dixmier (C4D, Theorem 20') has shown that if the fourth con­

jugate space of B is (R), then B is reflexive. We can draw a 

parallel result from this chapter regarding l.u.c. Phelps' example 

following the corollary to Theorem 5.4 exhibits a non-reflexive 

space B such that B* is l.u.c. However, using Lovaglia's theorem 

stated immediately before Theorem 5.5, we have the following 

Theorem 5.7 If B** is l.u.c., then B is reflexive. 

Proof; B** is l.u.c. implies that B* is (Str), which 

in turn implies that B is reflexive. QED 

) 
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