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ABSTRACT.

This thesis examines a number of responses to Hume”s sceptical critique of
induction in order to provide a clear assessment of the current status of
the attempt to provide a rational foundation for inductive inference.

Reginning with an examination of Hume”s original texts, intended to
clarify his argument, the problem Hume posed is then defended as a genuine
problem, and it is argued that the problem is not solved by Stove’s
attempted disproof of Hume”s inductive scepticism. Several other possible
lines of argument against Hume are mentioned, but on the basis of its
dominance, and in the light of the strong criticisms of the altermatives
given in the literature, the attempt to circumvent Hume”s inductive
scepticism by basing inductive inference on probability is selected for
extended analysis.

A brief analysis of the concept of probability identifies three paradigms
of inductive (including statistical) inference for discussion: the testing
paradigm (Neyman and Pearson); the confirmation paradigm (Fisher, Hacking,
Carnap, and Kyburg); and the Bayesian paradigm (Jeffreys, Ramsey, de
Finetti, Savage, Levi and Jaynes). The systems of inductive or
statistical inference proposed by each author mentioned is subject to
scrutiny, and it is concluded that none defeats Hume”s inductive
scepticism.

The thesis concludes with a brief review of possible lines for future
research on the problem.
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PREFACE

This thesis examines the dominant theories of inductive and statistical
inference to see if any provide a solution to Hume’s problem of induction.
1 conclude, regretfully, that none do.

While the thesis reaches the conclusion that Hume”s problem remains
unsolved, it is plain that the many authors studied herein have
contributed much to our understanding of the problem. But, of course, we
have no choice but to be thorough-going in our efforts to fiand the faults
in even the most impressive philosophical work in this field, for it is
important that we discover a satisfactory account of the rational
foundations of scientifle Lnference, so that we might be able to defend
sound inductive practice against the attacks of the numerous
irrationalities and dogmatisms ranged against it. I hope, therefore, that
the reader will not mistake my attempt to be ceaselessly critical for lack
of respect for the theories of induction criticised.

Apart from this acknowledged general debt to all whose work is considered
in this thesis, there are three philosophers to whom I owe particular
gratitude. Over the six years during which the thesis was written I found
Salmon”s carefully argued insisitence that Hume”s problem of induction 1is
real and urgent a constant source of encouragement, which I valued no less
than the particular arguments of his which, as duly noted below, 1
incorporated in my own view of the problem. During this long period of
part-time study I also became aware of my enormous debt to Carnap and
Hacking, both of whom I know to have influenced my perception of every
facet of the attempt to find an answer to Hume, since no matter how
frequently I cleared my desk Carnap”s Logical Foundations of Probability
and Hacking”s Logic of Statistical Inference were always to be found

upon 1it.

On a more personal level, I am pleased to racord my gratitude to my
supervisor, Michael Bradley, for his guidance and meticulous line by line
criticism of my work. I must also thank the staff and students of the
NDepartment of Philosophy of the University of Adelaide for the helpful
discussions of the various chapters when delivered to the Department”s
research seminar.

Despite being saved from vecy many mistakes by those whose help and
inspiration has been acknowledged, the inference from errors having been
found in the past in passages I originally thought to be unproblematic, to
claim that further errors remain to be discovered in the thesis, is one
induction which I am sure is correct. For all of the faults which remain
I bear complete respounsibility.

MR
Adelaide
July, 1985.



CHAPTER 1. AN EXAMINATION OF HUME~S PROBLEM OF INDUCTION

1. INTRODUCTION.

It is no unusual thing for philosophers‘to be deeply divided on some
question. This characteristic of philosophy can be explained in a number
of ways: philosophical problems are apt Lo gd deep, dividing people
according to their fundamental commitments beyond which there is no
further appeal; according to one”s philosophical temperament the same

thesis may appear in strongly contrasting lights, one philosopher”s

scepticism being another”s critical rationalism; some problems in

philosophy have such a venerable history and have become so familiar that
they tend to become landmarks by which we map out intellectual territory,
especially for the benefit of students new to the discipline, and thereby

cease to be treated as live problems susceptible to solution.

Each of these factors no doubt contributes to an adequate explanation of
the extraordinary diversity of learned opinion on Hume”s problem of
induction, it being taken to be, in Kyburg’s felicitous phrase, everything
from a solved problem to a pseudo—problem to a real but insoluble problem.

But I think that the third of these factors is especially important in



explaining the status of Hume’s problem in contemporary philosophy, for
the problem has become such a trusty piece of our intellectual history
that it is only infrequenﬁly formulated in any detail. Typically it is
tacitly assumed that everyone knows what the problem is and the debate
then begins with the evaluation of rival solutions to the problem.
Consider, for example, the céllection of papers on the problem in
Swinburne ed [1974]. Only once does any of these papers explicitly refer
to Hume's writings; and the only detailed presentation of his.problem is
given in the Introduction to:the volume by simply quoting Hume without
comment. When work proceedsmon fhe solution to a:problem without close
analysis of the problem itself it is not surprising that little agreement

can be found on the success of the various purported solutions.

That the formulation of the problem has been paid, in comparision to the
enormous effort that has been poured into finding a solutionm, relatively
little attention requires some further explanation. At least three facts
can plausibly be cited in this connection. First, philosophers have
likely mistaken the force and simplicity of Hume”s writing for precision
and clarity in his argument. Second, once its main features are grasped,
the problem Hume posed 1is so glaringly obvious that its general form is
not readily forgotten, even if its fine details are not appreciated.
Third, while Hume”s problem has soaked up a great deal of effort many
philosophers are of the view that no major victory has been scored against
it; and this promotes the temptation to take as Hume’s problem not the
problem Hume actually posed but some related and refined problem on which

present work proceeds.
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We have then, three bases for being tempted to avoid detailed study of
Hume s actual texts. They ought to be resisted, for as Stove”s work has
shown, while Hume”s style is straightforward his argument is complex,
resting on significant and unstated assumptions. Moreover, in not tying
Hume”s problem to the argumeﬁts he actually gave we run the risk of
foisting upon him arguments which are in fact quite foreign to his
analysis, thereby hiding from view the advances against his problem which
have in fact been made. Thig is especially important in relation to the
question of Hume”s supposed ;ritique of inductive inferences founded upon

the probability calculus.(1l)

Thus‘it is desirable for a study of Hume”s problem of induction and the
developments in inductive logic which have tried to deal with the problem,
such as this thesis aims to provide, to begin with an examination of
Hume”s texts to discover the actual argument he gave. That course will be
folloﬁed here. We do not; however, negd to begin our examination from
scratch, since Stove”s study has provided us with a detailed and
authoritative account. I accept the major features of Stove”s exegesis of
Hume”s argument, and in my own discussion I will consider Hume”s own
writings only in relation to settling points on which I disagree with

Stove s account.



2. HUME™S SCEPTICAL CRITIQUE OF INDUCTION.
a. The Main Features of Hume’s Argument.

I propose to accept without further discussion most of Stove s claims
about the main features of Hume”s argument on induction.(2) First, I
agree with Stove that Hume’s argumentv while it employs the term

“probability”, does not deal w1th probable inferences in any of our senses

of that term. Thus Hume”s argument, as it is given in the passages for
which he is famous as the scourge of inductive inference, does not provide
any sceptical critique of inductiyewingerences based upon the probability

calculus contrary to the claims of Popper and others Whlch Stove

examines.. Indeed Vsome while after this main discussion of induction Hume
then turns to probability and what he says there, while it is rather
muddled as I shall discuss below, does at least make plain that Hume did
not consider the idea of probable inference familiar to recent philosophy.
Second, I agree with Stove that Hume’s conclusion is intended to convey a
sceptical appraisal of inductive inference (but I disagree with Stove’s
analysis of that scepticism; as I shall explain below). Third; I accept

that Hume s argument proceeds in two sages, Hume first considering (what

Stove calls) a priori 1nferences, inferences which proceed from the

information about some obJect or phenomenon gained from the agent s

initial acquaintance with the object or phenomenon, and second turning to

inferences based on a collection of experiences of the phenomenon or the

behaviour of the object in question.(3) Fourth, I accept Stove’s claim
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that the second kind of inferenceAwhich Hume launched a sceptical attack
upon, that is the form of inference dealt with in the second stage of his
argument, can be described as inferences from observed to unobserved
ipstances of empirical predicates, that these inferences are what we would
call “predictive-inductive inferences”, and that Hume”s argument contains
no element which restrictg its scépe to predictive-inductive as opposed to
universal—-inductive inferencés. And finally I agree with Stove, and this
is his most important point, thét both of Hume;s arguments presuppose a
suppressed premiss which gives Hume”s criterion for judging an inference
to be justified - or as Stove says, wrongly in my view, for an inference
to be reasonable - and thus Eonstitutes the standard of reason upon which
Hume”s sceptical critique of induction is based. Exactly what this
standatd of reason is, and consequentlf just what thesis represents Hume”s
inductive scepticism, are my only significant disputes with Stove’s
analysis of Hume, and these are the only points of Hume”s argument to

which I will give any further attention.
b. Hume”s Amalysis of the a priori Inference.

Let us consider first not inductive inferences proper, but the a priori
inferences Hume discussed in the first stage of his argument. In the

Treatise Hume dismisses these with the following argument:

There is no object, which implies the existence of any other
if we consider these objects in themselves, and never look
beyond the ideas which we form of them. Such an inference
wou"d amount to knowledge, and wou”d imply the absolute
contradiction and impossibility of conceiving any thing
different. But as all distinct ideas are separable, “tis



evident that there can be no impossibility of that kind.(4)
The argument in the Abstract is very similar:

The mind can always conceive any effect to follow from

any cause, and indeed any event to follow upon another:

whatever we comceive is possible, at least in a metaphysical

sense: but wherever a demonstration takes place, the contrary is
impossible, and implies a contradiction. There is no demonstration,
therefore, for any conjunction of cause and effect.(5)

These passages require some examination. Note first that neither contains
a sceptical appraisal of the: a priori inference. This is given in the

Treatise in these terms: ~“Tis therefore by EXPERIENCE only, that we can

infer the existence of one object from that of another”; and the Abstract

is similar. Hume”s conclusion concerning a priorilinference is thus, as
Stove points out, ogtepsiblxugwpsychologicallthesis concerniqu;hg
possibility of making a certain inferegggiw This is understandable (rather
than, as Stove claims, a confusion) given Hune~s conceptioﬁ of inference
as the agent’s being propelled from belief in one ﬁroposition to belief in
another under the pressure of reason or experience, but it is not
acceptable to modern philosophy with its logical rather than psychological
understanding of inference.(6) A plausible modern interpretation of
Hume”s claim is easily found, however, namely that while it would be
possible to make the inference it would be unreasonable to do so. This is

Stove s suggestion, and I accept it.

Employing this clarification it is then tempting to interpret Hume’s

argument thus: Hume first shows that one can consistently accept the
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premises of an a priori inference and reject the conclusion; concludes
from this, by a trivial step, that the inference is invalid, and then,
presuming that all invalid inferences are unreasonable; concludes that a
priori inferences are all unreasonable. This is Stove”s proposal.(7)

It seems to me, however, that the introduction of the concept of
invalidity is gratuitous, and likely to mislead. To explain this note
that “invalid” has two aspects to its meaning, an informal aspect,
according to which an argument is invalid if the truth of the premises
leaves open the possibility:that the conclusion is false; and a formal
aspect, according to which ;n argument is invalid, strictly speakiﬁg we
should say “invalid in the logical system L’; if the»logical form of the
inference is not among the valid patterns of L. It is plain that Hume
wanted only the first of these meanings. Indeed; he had little time for
formal logic.(8) It seems wise, therefore, to avoid a possible confusion
and take as Hume”s reason for thinking the a priori inference to be
unreasonable to be that if an a priori inference is not provably truth-
preserving then it is unreasonable, or, since Hume clearly did not
consider the possibility that the premises of such an inference might be
false and thus simply assumed their truth, that if an a priori inference
does not prove its conclusion to be true then it is unrea;onable. This is

all Hume”s argument requires for it to be valid.

Note that I have suggested that we restrict the scope of Hume”s suppressed
premiss to a priori inferences rather than adopt; as Stove suggests; an
unrestricted claim, which on our account would be “All inferences which

do not prove their conclusions to be true are unreasonable”. I do not
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believe that Hume held this claim, and indeed we shall see that he did not
think that inductive inferences are unreasonable even though he showed
them to fail to prove the truth of their conclusions. Thus, I shall argue;
there is a significant difference between the two stages of Hume~s
argument. Before I turnm to this, however, let us examine the discussion

of a priori inference in the Enquiry.

In the Enquiry Hume gives much greater attention to the a priori
inference than he had in his earlier analyses, and he makes no mention of
the inference being not pro;ably truth—presérviﬁg. In the Enquiry; |
therefore, Hume clearly launches a fresh attack on the a priori
inference, taking as the basis of his criticisms that the premises of the
a priori inference offer no one of an arbitrary range of non—equivélent
claims any more support than they offer any other. This is plain in a
number of passages, of which his discussion of various possible

conclusions for anm a priori inference concerning collisions between

billiard balls is the clearest:

All these suppositions are consistent and conceivable. Why then
should we give preference to one, which is not more consistent or
conceivable than the rest? All our reasonings a priori will
never be able to show us any foundation for this preference.(9)

As Hume might have put 1t, we are unable to make the a priori inference
because, knowing nothing of the object under considefation other than what
we can tell from its external appearance, we are not propelled to any
particular conclusion concerning it. We shall interpret this to mean that

to make an a priori inference is unreasonable, because the premises of
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the inference offer no stronger support to one claim than they do to any
other non-equivalent possible conclusion. Thus in his discussion of the
a priori inference in the Enquiry Hume comes close, even if only in
strongly psychologistic terms, to entertaining the idea of support short
of provable truth-preservation. But even here he does not get to the
point of admitting the idea:of degrees of support, for he assumes as his
standard of reason that if one possible conclusion (of an a priori
inference) is no more strongly supported than others then it would be
unreasonable to make that igference; and this does not entail; of course;
the thesis that if one possible'conclusion was more strongly supported

then it would be reasonable to make the inference.

This completes our analysis of Hume”s critique of a priori inference.

We turn now to his discussions of inductive inference, where we shall see;
as already asserted, that Hume does not again come near to considering
support in any other terms than provable truth-preservation; and that his
conclusion concerning inductive inferences is not the same as his

conclusion concerning a-priori inferences.

c. Hume”s Analysis of Inductive Inference.

While Hume’s discussion of inductive inference is given in psychological
terms it is possible to distinguish the various steps in his argument and
recast them in philosophical terms. First he examines what in fact leads

us to make inductive inferences, claiming that it is our past experience
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of a constant conjunction of a certain cause and effect which makes us, in
a further instance of observing the cause; expect that the effect will also
occur. Second, from this he concludes that 1f we form this expectation
under the pressure of reason, ie. if our expectation is arrived at by
inductive inference from our past experience, we must have assﬁmed that
what has happened in the past, viz the observed constant conjunction of
cause and effect, will hold good in the future. Third, he then goes on to
seek the rational foundation of this assumption; argues that it has no
rational foundation, and thus, fourth and finally; concludes that the
expectation is not formed under thg pressure of reason, siﬁce réason does
not support the inference, but rather is prombted by habit. The first

two of these steps are clear in folloﬁing passage:

Since it appears, that the transition from an impression
present to the memory or senses to the idea of an object
which we call cause or effect, is founded on past experience,
and on our remembrance of their constant conjunctiom, the
next question is, Whether experience produces the idea by
means of the understanding or the imagination; whether we
are determined by reason to make the transition, or by a
certain assoclation and relation of perceptions. If reason
determin’d us, it wou”d proceed upon that principle, that
instances, of which we bhave had no experience, must resemble
those, of which we have had experience, and that the course of
nature continues always uniformly the same. (10)

What is of prime interest to us here is Hume”s reason for asserting that
if the inductive inference is supported by reason then it must “proceed
upon the principle” of the uniformity of nature. Here I agree with only
one thing Stove claims, namely that when Hume says that the inference
proceeds upon the principle of the uniformity of nature he means that the

principle must be numbered among the premises of the inductive inference
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f the inference is to be supported by reason.(ll) Before I can pursue

his disagreement with Stove, however, it is necessary to gather together
he evidence upon which the question must be settled. Why, then, did Hume
hink that if an inductive inference was to be supported by reason it must

ave the principle of the uniformity of nature among its premises?

e learn little from the remaining argument in the Treatise, for here
ume is content, after arguing that the uniformity thesis is not
emonstrable and thus if it is to be supported by argument it must be
upported by an inductive infgrence; to assert that inductive inference,
r, to use Hume”s term, “probability”, “is founded on the presumption...
of the uniformity thesis - MR]... and therefore “tis impossible this
resumption can arise from probability”. He then concludes his discussion
ith the claim that in forming expectations of the unobserved, ie. in
ccepting the conclusions of inductive inferences, the mind “is not
etermin”d by reason”. We are none the wiser, therefore, why inductive
nference requires the uniformity thesis as a premiss if in making the
nference the mind is to be “determin”d by reason”, ie. if the inference

s to be supported by reéson.

‘he relevant passages in the Abstract and the Enquiry offer no further
uldance on the point, merely asserting; for example; that “all inferences
rom experience suppose, as their foundaton, that the future will resemble
he past”, and that such inferences are “founded upon” this supposition.
iut we ought not conclude from this, however; that Hume has suppressed an

mportant thesis. It might equally be that the thesis required as a



p-12

emiss of his argument, viz his reason for holding that inductive
ferences are supported by reason only if the uniformity thesis is among
eir premises, is trivial. Certainly there is an obvious candidate, for
ainly Hume thought that in making an inductive inference we assert that
e conclusion will turn out to be true, but it will only turn out to be
ue if the course of nature remains uniform, for it is on that
pectation that we have come to our conclusion. Thus our inference,

nce it will will only be turn out to preserve the (assumed) truth of its
‘emises if nature is uniform, can only be supported by reason if we are
ititled to make that assumpt?on, for only if the assumption isbtrue will
e conclusion turn out to be tfue; and in ﬁaking the inference we have
\de that claim. The missing premiss is thus “Only those inferences which

‘ove the truth of their conclusions are supported by reason”.

» have good evidence for this account both in its making sense of Hume’s
scussions of induction, and in its conformity with his earlier analysis
! a priori inference. But the‘premiss we have attributed to Hume in

s discussion of induction is not exactly the same as that which we.
Llaimed was employed in his critique of a priori inference; for we have
»t placed any restriction upon the kinds of inferences to which the
sinciple of reason upon which the critique of induction is based applies.
1e reason for this will become apparent with further examination of
me”s texts, for‘this will allow us to give a more definite meaning to
1e phrase we has so far adopted to express his sceptical judgement of
aductive inference, namely that such inferences are "not supported by

sason”. Before we consider any further the question of the meaning of



AY

lume”s sceptical conclusion concerning induction which is embodied in the
iassages we have been considering, however; we should examine his
iscussion of probable inferences, to see if any light Is thrown upon the

uestion by Hume”s examination of these inferences.
.« Hume on Probability and Inmduction.

'he argument considered above was directed at arguments from uniform
xperience, that is to say from the experience of a constant conjunction.
ume later considers inductive inference based upon non—~uniform experience,
uch as a past history of only 19 of 20 ships salling from a certain port
eturning safely. 1In his discussion of this sécond kind of experience he
ntroduces a concept of probability in our sense of the term, ﬁhereby the
robability of an event is its relative frequency in some actual reference
lass. This probability he further subdivides‘into the probability of
hances, and the probability of causes, a distinction I shall not try to
et clear. For all we need do is consider his argument on probabilities

f each type, and note that he provides no thorough analysis of probable
nference; indeed, his diécussion is aimed mainly at reconciling his
sychology of inference, which requires that inferences be forced upon us
y the strength of association of ideas; with the fact of inferences
roceeding from experiences which should give rise to conflicting
ssociations, and he adds only the following new points to his earlier

xamination of the logical foundations induction from uniform experience.

ume begins his discussion of probable inference with a critique of
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inference based on “the probability of chances”. Here he dismisses the
possibility that we can infer with certainty that the event backed by the
“superior number of chances” will occur in some as yet unexamined case;
arguing that if we were able to do so that would “overthrow what we have
establish”d concerning the opposition of chances”, ie. be incohsistent

- with our belief that we are dealing with a chance setup. He also rejects
the claim that we can infer with certainty that the expected event is the
more likely or probable, on the basis that this adds nothing to the
premises since saying that an event is likely or probable is merely to
affirm that it has on its side the greater number of equal chances; which
is what the premises of the inference have already given us.(12) This
vlater point is of considerable interest, for we can plausibly read it as a
precursor of the modern criticism of the Bayesian account of inductive
inference (viz, the view that induction merely establishes probabilities
for hypotheses, not the hypotheses themselves). But the argument cannot
_be accepted as anything like the crushing critique of induction contained

in the main part of his examination of inductive inference.

On the problems of inferéﬁces based on the “probability of causes” Hume is
less clear, merely asserting that they are founded on the assumption that
the course of nature will be uniform, but giving no explanation of why
this must be the case. To be sure Hume”s own conception of induction
based on probability requires; as he puts it, that we “tramsfer the past
to the future, the known to the unknown~”, such that “every past experiment
has the same weight”, and that “tis only a superior number of them, which

can throw the balance on any side”.(13). Hume, that is; adopts as his



1ain conception of probable inference, or inductive inference from
lon—-uniform experience, that such inferences merely place on the
inobserved the observed relative frequency of the various events
ronsidered, thus giving an unqualified prediction. He then harks back to
1is proof that we cannot prove that this uniformity will hold. But his
sritique is weak since he provides no analysis of probability or induction

‘o back up his assumption that probable inductive inference must take this

orm.

Zlearly Hume did not have any deep appreciation of the notion of
>robability. The concepts of probaﬁility as degree of belief; or as
iegree of inferential strength, were not coﬁsidered by him in relation to
ais critique of inductive inference. Thus we must conclude that Hume~s
analysis of probable inference provides mo convincing basis for

scepticism with respect to probable inductive inference.

e . Hume s Inductive Scepticism.

Thus far I have left Hume”s sceptical conclusion concerning induction
unexamined, using a phrase close to Hume”s actual words to express it by
taking it to be that inductive inferences are not supported by reason.

This vague phrase must now be clarified.

Stove takes Hume”s sceptical conclusion concerning induction to be that
all inductive inferences are unreasonable. This is certainly one possible

interpretation of the phrases Hume used, but it 1s not accurate, and it



sses Hume s point. Stove’s error is easy to make, however, because Hume
sg conclude that the a priori inference is unreasonable, and he

lieves that Hume”s judgement on the one inference is his same as that on
» other. I shall defend these points in turn.

is wrong to take Hume”s conclusion to be that inductive inferences are
reasonable, since this thesis entails that a reasonable man should

frain from such inferences, or that making an inductive inference
astitutes some kind of error. But Hume made plain that this was not his
aw, commenting on his assessment of the relationship between premiss

1 conclusion of an inductive inference in these terms:

I shall allow, if you please, that the one proposition may
justly be inferred for the other: I know, in fact, that it is
always inferred.(14)

is passage is found in the Enquiry, and it might therefore be thought

at it is an attempt to make his youthful scepticism more palatable to an
receptive audience. But while there is no passage known to me in the
eatise, nor in the Absgiact, which is quite so clear, the point can

found in this earlier work. Consider, for example, the claim in the

stract that

“Tis not, therefore, reason, which is the guide of life,
but custom. That alone determines the mind, in all
instances, to suppose the future conformable to the past.(15)

2 point to note here is that Hume is not deriding inductive inference,



he would be by describing it as unreasonable, but making a claim about
s foundation, a claim he described in the ensuing passage as a “very
rious discovery”. It is plain, therefore, that while this claim about
le foundation, or mechanism - a term more suited to Hume”s conception of
ference — of induction rests upon a prior appraisal of the standing of
iduction in reason, that prior appraisal cannot be such as to entail that
ductive inference 1s faulty; Clearly we need to get that appraisal
ear, for it is this that interests us, not the antiquated psychological

njecture which Hume took to be a discovery supported by his analysis of

e foundation of induction in reason.

le appraisal we wish to get at is expressed in terms of which these are
rpical: ““tis impossible for us to satisfy ourselves by our reason, why

. shou”d extend that experience beyond those particular instances, which
iwve fallen under our observation”; “When the mind, therefore, passes from
le idea... of one object to the idea... of another, it is not determin”d
" reason”; “there is no argument which determines me to suppose; that the
‘fect will be conformable to past experience”; “even after we have
iperience of the operations of cause and effect, our conclusions from

lat experience are mnot founded on reasoning”.(16) I think it is plain
:at by these phrases Hume meant that there is no rational justification
v making inductive inferences, and not that such inferences are
ireasonable, for the first interpretation leaves open the possibility of
ime other justification and does not entail that the inference 1s in any
ly improper, whereas the second entails that to make an inductive

\ference is to commit an error. The first is thus both a more accurate



ranslation of Hume™s own words, and directs us to the point he was trying

o> make, which is best caught in this famous passage from the Enquiry:

My practice, you say, refutes my doubts. But you mistake

the purport of my question. As a agent, I am quite satisfied
in the point; but as a philosopher, who has some share of
curiosity, I will not say scepticism, I want to learn the
foundation of this inference.(17)

learly we ought to take Hume”s sceptical conclusion concerning inductive
aference to be that inductive inference has no foundation in reason, or
ore simply that no inductive inference is rationally justified. This
ontrasts with his judgemehtibn the a priori inference, however, and it

s dinstructive to clarify the difference.

ume did conclude, as 1 have already accepted; that the a priori
nference is unreasonable, for, unlike inductive inference, which he
dmits as a fact to be explained, Hume asserts that the a priori
nference is not to be taken seriously, it is a vain pretension.(18) It
s not hard to find an explanation of Hume’s differing assessments of a
riori and inductive inference, for the a priori inference has no
ental mechanism of association between ideas to act as a psychological
oundation for the inference, such as Hume held inductive inference to
ave. That is why he completely dismisses a priori inference, and is
1so, no doubt, the basis of his fresh analysis of the a priori
nference in the Enquiry, for this new examination aims to show the
mpossibility, and not merelyrthe lack of foundation in reason, of the

priori inference. While Hume concluded, therefore, that the a
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priori inference 1s unreasonable, his conclusion concerning inductive
{nference was that such inferences are not justified by any rational
Foundation. This provides a clear account of the differences in Hume~’s
formulation of his assessment of the two kinds of inferences, and in
particular allows for a satisfactory explanation of the originality of
Hume s analysis of the a priori inference in the Enquiry; which
otherwise would require us to: suppose to suppose that om this one occasion
he tried, and only just failed, to admit the concept of degrees of support

short of truth-preservation.
£ . Hume”s Conception of Reason.

Before we conclude our discussion of Hume’s text we must be certain that
we have got clear the conception of what it would take for an inductive
inference to be justified which underlies Hume~s sceptical critique of

induction.

I have suggested that a premiss of Hume”s argument on induction is that
only inferences which prove the truth of their conclusions are justified
by reason. This involves two claims, for it requires that the inference
have a logical form which is provably truth-preserving, and that its
premises all be proven truths. It is important to grasp the consequences

of both of these aspects of Hume”s conception of reason.

The first aspect rules unjustified any inference form which is not

provably truth-preserving. Thus the idea of justifiable probable



inference is dismissed without consideration. The very idea of
justifiable probable inference cannot arise on Hume”s conception of

reason.

The second aspect rules unjustifiable any inference which contains a
premiss which itself requires support by an inductive inference, for a
consequence of showing that inductive inferences are not provably truth~
preserving it that any claim supported by such an inference is not a

proven truth.

Both of these elements of Huﬁe’s conception of reason have been challenged
by later autho;s, though the focus of attention has been the first. My
own view is that the second ought to bevabandoned, and indeed, in view of
Popper”s demonstration of the theory-ladenness of all observations I think
we have no choice in this. As we shall see, however, jettisoning Hume’s
insistence that all of the premises of an inductive inference be
independently justified, which conception I shall call (following Giere);
“foundationism”, will not by itself solve the problem of induction.

Such a change to Hume~s gpnception of reason, moreover, raises the threat
of solving the problem of induction at the price of sanctioning
relativism. There would be little if any benefit to the defence of
rationality in such an exchange. I shall not comment further in this

thesis on the question of foundationism.



g . Hume s Problem of Induction.

We have now set out Hume”s argument for concluding that induction is not
justified by reason. Since on our account, if not on Hume”s, an
inference which is not justified by reason cannot be defended as
reasonable, this argument oﬁ Hume”s poses for us the problem of showing
that there is some rationally compelling reason to assent to (correct)
inductive inferences. The problem Hume left us, that is, is to defeat the

sceptic’s assertion that there is no rational foundation for induction.

Ag we shall see, ’the approacwh most favoured by philosophers in this
century is to argue that Hume”s conception of reason ought to be rejected
in favqur of a conception which admits rationally justifiable probable
inferences. We shall be concerned to discover whether any of these
attempts provides a rationally compelling form of inductive inference.
Prior to t’his; ‘nowever; we must consider the suggestion that the problem
Hume posed is in fact a pseudo-problem, and also Stove”s claim to have

proved Hume”s sceptical claim on induction to be a false proposition.
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CHAPTER 2. HUME”S PROBLEM: SOLUBLE OR INSOLUBLE?; REAL OR PSEUDO?

1. INTRODUCTION.

Before we proceed to examine ygrious attempts to find a solution to Hume”s
problem of induction it is appropriate to pause to consider whether that
effort is capable of bearing any fruit. We wbuld be unwise to expend
effort on trying to find a solution to a problem unless we were sure that
the problem was a genuine problem, and that it was soluble, and a
considerable body of philosophical opinion has it that Hume’s problem is
either a pseudo-problem, or is insoluble, and even that it is a

pseudo-problem because it is insoluble.

Such an analysis of Hume”s problem came to prominence in the middle part
of this century, and has now receded a little under the impact of
considerable criticism. Yet the matter has not been resolved; rather,
from my experience of discussing the problem with a range of philosophers,
the situation is that the disputants have settled into their various
positions and the debate has gone cold rather than that the dispute has
been ironed out to the satisfactlon of the opposing camps. No doubt the

reason for this truce is that both sides have in their own view proved



their case to their satisfaction, but this has not‘satisfied the other
side at least partly because the two opposing camps have different
conceptions of the nature of philosophical problems and the basis on which
they can be resolved. All those who attempt to get around Hume’s

problem by declaring it a pseudo-problem I shall call “dissolutionists”.
Most of these philosophers éuhscribe to the ordinary—language view of
philosophy, and these philosophers typically think that philosophical
problems are properly dissolved by identifying the conceptual error in

our talk that has lead us to think we have a problem; while the opponents
of the attempt to dissolve Hume”s problem belong to other philosophical
schools which take philosophical problems to bé genuine pfoblems requiring
real solutions, such as are produced by abandéning some of our former
ideas. FEach has found the arguments which satisfy their opponents;

therefore, to be unconvincing. '

1 propose to attack the issue afresh by considering six theses which are
the basic materials from which various authors have, in differing Ways;
fashioned arguments purporting to show that Hume’s argument is deserving
only of a dismissive solution.(l) I shall extract these theses from the
various arguments as we briefly rum through them. Once we have the six
theses before us we can subject them to criticism and finally return to

consider the impact on Hume’s problem of the theses which survive

criticism.



2. THE SIX THESES OF THE DISSOLUTIONISTS.

In an early attack on the genuineness of Hume”s problem of induction Will
pointed out that an inductive sceptic, in denying that induction gives us
knowledge, must have in mind some conception of knowledge and some assumed
standard which an inference must met if it is to yield knowledge (when so
defined). He claimed that Hume’s assumed standard for knowledge yielding
inference was validity, and that it was in consequence of his adopting
this standard that he (Hume) was led to a sceptical appraisal of inductive

inference. Will wrote:

the only kind of knowledge [Hume - MR] recognised as genuine

was either direct perceptual knowledge or demonstrative knowledge
based on the necessity of avoiding contradiction. The laws of
nature, and indeed all statements about the future, fall into
neither of these classes. Therefore none of these things can be

known. (2)
_ Let us slightly restate this point and 1list it as the first thesis for

later discussion:(3)

1) Hume”s sceptical evaluation of induction rests upon applying to
inductive inferences standards of appraisal appropriate to
deductive inference.

Obviously this thesis forms the basis of an attack on the genuineness of
Hume”s problem of induction only if it is further argued that the
deductive standard is inappropriate to inductive inference. If both of

these assertions could be proved then we would have shown that Hume’s



sceptical appraisal of inductive inference rests upon a false assumption,
namely that inductive inferences must be invalid to be justified, and
would thus have dissolved, or given a negative solution to, Hume”s problem
of induction, by rebutting his argument. A positive solution to his
problem would be provided if we could also show that on the standard which
it is appropriate to apply to:inductive inferences, at least some such

inferences are rationally justified.

Will argues for both of these further claims, but in a rather muddled way.
Among those who have domne better is Edwards, who argues that we do not, in
fact, employ deductive étandards in our actual appraisals of inductive
inferences. Rather, he claims, we accept inductive inference as a form of
inference entirely separate from deduction and that this is shown by the
language we ordinarily employ to evaluate inductive inferences. Indeed,
he asserts that the question Hume asked about induction, as he (Edwards)
Pnderstands Hume, namely “Are there any inductive inductive inferences

which are deductively justified, ie. valid?”, is not a “genuine” question,

for:

since part of the definition of “inductive inference”

is inference from the observed to the unobserved, it is a

contradiction to say that an inference is both inductive and

at the same time in the same respect deductively conclusive.(4)
This claim is, I think, false, but I do not which to enter into debate on
‘that, nor on the virtues of Edwards” argument for his claims, at this

point. That will come later when we turn our attention to the various

theses we are now engaged in identifylng as major claims against the



p.26

genuineness of Hume's problem of induction. Thus we rest content for the
moment with extracting from Edwards” discussion these two theses, which we

add to the list begun above:

2) Since induction is not a species of deduction, but is rather a separate
type of inference, it is incorrect to employ deductive standards to
appraise inductive inferences.(5)

3) Since it is by definition impossible for an inductive inference to be
valid, and thus impossible for inductive inference to meet the deductive
standard of justification Hume employed to appraise inductive inferences,
Hume”s problem is in principle insoluble and is thus a pseudo-problen. (6)

Edwards” positive solution to Hume”s problem is less persuasive than his
argument for its being considered a pseudo—pfoblem. He seems to claim
that simply because we speak of inductive inferences as though they (ie.
those which are correct) are justified, it follows that they are justified
- or perhaps only that we cannot coherently speak as though they were not,
gnd thus cannot call them into question. The defects of this “ordinary
language” solution of Hume”s problem - which aside from Edwards” efforts,
forms part of the arguments of Barker ([1965]:273), Black ([19491:77), Pap
([19471:193), Strawson ([1952]1:256), and Will ([1952]:510f) - have been
adequately dealt with, in my view, by Salmon ([1957] and [1965]) and
Urmson ([1974]). I have nothing to add to Salmon”s and Urmson”s
criticisms of the proposed “ordinary language” solution to Hume~s

problem of induction, though I shall use their arguments in my analysis of
the attempt by the dissolutionists to dismiss Hume”s problem as a

pseudo-problem.
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Part of Strawson”s ordinary language dissolution of Hume”s problem of
induction was that while we can justify particular inductive inferences we
cannot provide any wholesale justification of induction. For, he claimed,
we justify particular inductive inferences by showing that they conform to
our basic canons of correct inductive inference, and we cannot justify
these canons themselves since there are no standards to which we might

appeal for a justification.(7) This gives a further thesis.

4. We cannot give a justification of induction as a whole, for to do so we
would need to justify the standards which we take to define correct
inductive inference and this is not possible since there are no further
standards to which we might appeal.

Other‘authors have been unhappy to leave the matter there and have sought
to provide at least some rationalization for our having adopted the
standard of inductive correctness we have adopted, turning for a
justification to sources such as intuition (Carnap [1968]), critical
reflection on what we can legitimately expect induction to achieve (Black
[1949]:84 and Kyburg [1965]:275), or accepted inductive practice (Goodman

[1955]:64).

These arguments rest upon the following thesis:

5. Particular inductive inferences are justified by reference to our basic
canons of inductive inference which, being ultimate, cannot be justified
in the same manner. Whatever justification these canons need can come
only from intuition, or reflection on the purposes of induction and the
outcomes of inductive inferences, or from the ultimate rules sanctioning
only such inferences as we are prepared to accept.



Each of the authors who have taken the allied positions referred to in the
preceding paragraph have defended their views by comparing the
justification of ultimate rules of induction with the justification of
ultimate rules of deduction, claiming that the two situations are
analogous and thus, since we take deduction to be unproblematic (insofar
as we do so take it) we ought to accord induction the same status. This
has been argued most forcefully by Haack, and it forms the last of our six

theses.

6. Since the fundamental rules of both deductive and inductive inference
are logically ultimate (in their respective fields) the possibilities for
justification are the same in the two cases; consequently, induction is no
more (and no less) in need of special justification than is deduction; and
thus, in the absence of such a justification, there is no better reason
for inductive scepticism than there is for deductive scepticism.

T shall now discuss each thesis in turn, examining in detail the arguments
which might be given in support of it. I shall take them in the order

listed.
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3. CRITICISM OF THE SIX THESES.

1) Hume”s sceptical appraisal of inductive inference rests upon applying
to inductive inference standards of appraisal appropriate to deductive
inference.

As it stands this thesis is rather vague. Let us clear it up by examining
the arguments given in support of it. Unfortunately, they are gemerally
rather brief and presumptive, often not quoting Hume as evidence for the
claim or even referring to a specific part of his argument. Ambrose is an
exception here, at least quoting Hume on the point, even if only two
sentences — the first giving Hume”s reason for thinking that we

cannot demonstrate that nature is uniform {viz that inductive inferences
are such that the denial of the conclusion is consistent with the
premises), the second recording Hume”s sceptical appraisal of inductive
}nference.(B) From this is appears that Hume took it, ie. assumed as a
premiss of his argument, that an inference is unjustified if invalid.

Thus it would appear that the following claim is true:

17) A premiss of Hume”s argument for his inductive scepticism is that
only valid inferences are justified.

But Ambrose”s quotation is extremely misleading. The two sentences come
from a book of selections from Hume, and in that book are separated by
fully eight pages. In the original the major part of Hume’s argument
separates the two claims. Thus her quotation from Hume is poor evidence of

(17), and since that 1s her only evidence for (1), that too is not proved.
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Black simply claims that “Hume himself made it abundantly clear that his
scepticism arose from the impossibility of a “demonstration” or deductive
proof of assertions concerning matters of fact”.(9) But this, as we saw
in Chapter 1, is not the case. Indeed, if Black, like Ambrose, is

asserting (17), then his claim is false, as we shall shortly recall.

Edwards claims that Hume (in most places) meant by ~“reason”, a logically
conclusive reason, and by “evidence” deductively conclusive evidence,

but he (Edwards) gives no source for this claim.(l0) And, finally, while
neither Pap nor Strawson refer to Hume by name they clearly hold that he

assumed, ie. took as a premiss of his argument, that only valid inferences

are justified.

'None of our authors provide adequate grounds for accepting (1). Let us
therefore recall our own discussion of Hume”s argument given in the
previous chapter. Does that analysis support (1)? VNot if (1) was
intended to be equivalent fo (17), for that is false, Hume assuming as a
premiss of his argument not that only valid arguments are justified, but
that only arguments which show their conclusions to be true are
justified. The difference is important, for while it follows trivially
from Hume”s premiss, ie. from his standard of reason, that valid
inferences are justified, it does not follow trivially from his standard
that only valid inferences are justified; as it would, for eiample, if
his standard of reason had been that only those inferenceé whose premises
are jointly inconsistent with the denial of their conciusions are

justified. Hume did not, therefore, adopt a standard of reason from which
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it follows trivially that inductive inferences are not justified, for even
if it were obvious that inductive inferences are one and all invalid it
would still not be obvious that inductive inferences camnmot show their
conclusions to be true. Rather this must be proved, and it was Hume who
proved it. He did not assume it, nor did he adopt a standard of justified

inference from which it follows trivially.

I do not, however, wish to dismiss (1) completely, for even though it is
false there is something in it. For plainly Hume adopted a high standard
of reason, and arguably this standard is higher than is needed to ensure
that justified inferences yield énly rafional beliefs,band thﬁs is
unnecessarily high. But to argue for this case entails the acceptance of
the claim that Hume posed us a genuine problem, namely to find an
alternative to his standard of reason, and this is not the spirit in which
(1) has been ventured. I therefore reject the dissolutionists” criticism

of Hume based upon the defence of (1).

2) Since induction is not a form of deduction, but is rather a separate
type of inference, it is incorrect to employ deductive standards to
appraise inductive inferences.

This thesis cannot stand as valid criticism of Hume unless (1) is true.
If we have been correct in claiming that (1) is false, then, the sting is

taken out of (2). But let us put aside the question of the truth of (1)

and examine (2) in its own right.

There are two points arising from (2) which we will need to clear up in
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the course of our discussion: what makes an inference of this or that
logical type; and what makes it correct or incorrect to assess an
inference by this or that standard? Bearing these questions in mind, let

us turn to the arguments given in support of (2).
Strawson claims:

Cf course, inductive arguments are not deductively valid;
if they were they would be deductive arguments. Inductive
arguments must be assessed, for soundness, by inductive
standards.(11)

Clearly this an argument for (2), and equally clearly it is not a good
one. Strawson seems'to argue that because inductive arguments are imvalid
they are non~deductive; and since they are non-deductive it is incorrect
to assess them by deductive sﬁandards. But it does not follow from an
inference”s being invaiid that it is non—deductive; for an invalid
inference might either be non~deductive or a form of invalid deduction.
Nor;'of course; does it follow directly from an inference”s being invalid
that it is incorrect to assess it by deductive standards; indeed, we can
only determine that an inference is invalid by assessing it according to
deductive standards; since “invalid” means incorrect according to
deductive standards. Strawson’s argument; therefore; does not prove (2);
and his attempt to dissolve Hume”s problem by proving (1) and (2)

therefore fails.

Black”s argument for (2) suffers from the same defect. He asserts that
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it ig a distinguishing sign of all the arguments properly
described as “inductive” that their premises are compatible
with the logical negation of their conclusion. It is true
by definition that induction is not deduction.(12)

But what follows from the claim that the premises of any inductive
inference are compatible with the negation of its conclusion is not that
it is impossible for inductive inference to be deductive, but rather
that it is impossible for inductive inference to be valid. Black thus

commits the same error as Strawsomn.

Clearly the invalidity of an argument is not by itself a sufficient reason
for declaring it to be incorrect to assess aﬁ inference by deductive
standards. But what might be an adequate feason for this claim? A reason
compatible with the general line of the dissolutionists” argument can be

found in a passage from Edwards:

what we mean when we claim that we have a reason for a
prediction is that the past observations of this phenomenon
or of analogical phenomena are of a certain kind: they are
exclusively or predominantly positive, the number of
positive instances is at least fairly large, and they

come from extensively varied sets of circumstances.(13)

Now Edwards uses this passage to support his claim tﬁat when we say that
the premises of an inductive inference give us a reason for the conclusion
we do not mean that they give us a dedu;tively conclusive reason, .and thus
that it is inappropriate to assess inductive inference by deductive

standards. He does not argue his case explicitly, however, and thus we



ire left to guess at his train of thought. It could be that he is arguing
in a similar manner to Strawson and Black, taking it to be obvious from
-he character of inductive inferences they are not valid, and then arguing
-hat in virtue of this that what we might call “inductive reasons” are not
jeductive reasons, and thus should not be assessed by deductive standards.
Jertainly this line of argument would lead ome to conclude, as Edwards
joes, that it is a contradiction to say that an inference is both
inductive and valid, and thus that to ask whether inductive inferences are
justified, when one takes validity as one”s standard of justification, is
not a sensible question. But his point is susceptible to another
interpretation which is free of the érror we havé isolated in the first -
though, as I shall argue below, not entirely'free of defects - namely

that since it is not our intention tha; inductive inferences be valid,

and thus justified according to deductive standards, it is not appropriate
to assess them by deductive standards. Rather, so the argument would go,
our inductive inferences must be assessed against the standard they are in
fact intended to meet, which standard, on this interpretation of Edwards”

point, he outlined in the passage quoted.

Now whether this was Edwards” intended argument or not, I think that it is
the right way to go about defending (2), a view I shall explain before
going on to examine whether it provides us with an adequate argument for

(2).

1 have stated (2) in the form that I have since in that form it represents

the way Strawson, Black and (if his point is the first of the two
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alternatives set out above) Edwards have sought to dissolve Hume”s problem
of induction. But this is not the right way to express the thought behind
(2), since as it stands (2) commits a serious error in making it seem as
though inferences are im themselves of a certain type and that it is

being of this or that type that makes it appropriate to assess an
inference by the corresponding standard and inappropriate to assess it by
another. This view is incorrect. Rather, when considered in itself, ie.
as a mere logical structure, an inference does not have a type, eg. is
neither deductive or non-deductive. Rather we assign a type to an
inference by applying to it some standard which we think appropriate for
thé inference under examination, and thus it is the standard actually
applied that determines the type of the infefence. Any inference can be
assessed by any standard and thus assigned any type, though it will seem
natural to assess an inference by a standard that it in fact meets, or by
a standard it fails to meet if in so failing it commits a recognised
fallacy. But while either of these circumstances make it natural to

assign to the inference the type in fact assigned, they do not make it

correct to assign the inference that type.

What does make it correct to assign an inference a particulaf type, ie. to
assess an inference by a particular standard, is the intentions of the
author in putting the inference forward (and thus, depending on the
intentions of the author, a single logical form of inference could be
assigned different types). For when we assess or evaluate an inference we
are assessing whether thg inference was successful in what it was trying

to do, and what an inference was trying to do is determined by what its
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author was trying to do with it. If an author puts forward an inference
intending that if the premises are true then there should be no logical
possibility that the conclusion is false, then we rightly assess the
inference by deductive standards no matter how unlike a valid deduction

the inference in fact is.

Clearly, then, it is the application of certain standards that determines
the type of an inference, not the type of the inference which determines
the standard appropriately assigned to it. And which standard is
appropriately applied to a given inference depends upon the role which its

author assigned it in his argument.

When it is said, then, as (2) says, that a certain standard is
inappropriately applied to an inference in virtue of its type, the
relationship between an inference”s being of a certain type, and its being
assessed by a certain standard, is got round the wrong way. Once this

confusion is brought to light, (2) must be rejected.

The thought behind (2) must be differently expressed if it is to give rise

p

to a claim which may be able to be proved. As a start we might offer the
following (which is what our second interpretation of Edwards, given

above, had him say):

2°) Since it is not our intention that inductive inferences be valid (ie,
correct on deductive standards) but rather that they be correct on
inductive standards, it is inappropriate to assess inductive inference by
deductive standards.
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'his will not quite do, however, since we do not choose the standard of
nductive correctness arbitrarily. Rather our choice is motivated by the
jelief that the chosen standard is high enough to ensure that if an
nductive inference meets the standard then its premises justify rational
yelief in the coneclusion.{(13) It is that the (ie. some specified)
standard of inductive correctness meets this requirement which makes it
-he appropriate standard by which to distinguish between correct and

‘ncorrect inductive inferences.

'he error in Edwards” account .(on the stronger interpretation of it) is
-hat he neglected this point. Fof it is not our iﬁtention in butting
‘orward an inductive inference to merely meet the standard he specified;
rather we intend to justify belief in the conclusion of our inference, and
ire only concerned to meet Edwards” standard (if that is our standard)

secause we believe that an inference meeting that standard does justify

helief in the conclusion of the inference.

Assume that we have identified the standard at which we aim in putting
Forward an inductive inference, when we wish such an inference to justify
belief in its conclusion. Call this standard “the inductive standard”; my

point is that (27) should be amended to read:

2°-) Since it is our intention that inductive inferences should justify
belief in their conclusions, and since they need not be valid but only
correct on the inductive standard in order to do so, it is inappropriate
to assess inductive inferences by deductive standards.

Now if (1) and (2°°) could be proved, then obviously we would have



dissolved Hume”s problem of induction. But quite apart from the problems
we have identified with (1), this will be no easy matter if possible at
all. For to prove (2°7) we need to specify a standard for correct
inference which can (at least in principle) be met by inferences from the
observed to the unobserved and which is such that an inference meeting it
would justify belief in its counclusion. But such a proof would Jjustify

inductive inference.

Of course the kind of justification of inductive inference which is
required to prove (277) refut§§ Hume“s inductive scepticism not by
accepting his conception of what would count as a justified inductive
inference, and then finding a counter—example to his claim that there is
no such inference, but by proving that he misconceived the nature of
justified inductive inference. But the difference between the two
approaches to Hume”s problem is merely that they attack different premises
of his argument. The former takes issue with Hume’s claim that no
iﬁductive inference can be shown to be truth-preserving, the latter with
his claim that an inference has to be shown to be truth-preserving to
justify belief in its conclusion. 1If either of these attacks on Hume’s
argument, supposing they were to be successful, deserved to be called a
“solution” to Hume”s problem of induction then they both would, and thus
if one managed to prove either charge against Hume one would have solved

his problem of induction.

Now since the dissolution of Hume”s problem of induction requires the

proof of (277), and since the proof of (2°°) would be a solution to Hume~s
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problem of induction, it follows that we cannot prove (277) without
solving Hume”s problem of induction, and thus that we cannot dissolve
Hume s problem without first solwimg it. Therefore those who have
claimed, like Edwards, Black, and Strawson, have done, to have dissolved
Hume”s problem of induction, must, 1f they have been successful, have
either given or assumed a sblqtion to his problem. If they have not
solved it then they have not dissolved it either, while if they have

solved it then their dissolution loses most of its interest.

3) Since it is by definition :impossible for an inductive inference to be
valid, and thus impossible for an inductive inference to meet Hume~’s
standard of justification, Hume’s problem is in principle insoluble and is
thus a pseudo-problem.

Let us not object to (3) on the grounds that Hume did not, in fact, assume
that an inference needs to be valid to be justified, for while we are
entitled to reject (3) on this ground alone, it has  other problems which

are worthy of examination in their own right.

First, let me comment ou Fhe definition of “inductive inference” embodied
in (3). While we are, of course, free to define our terms as we see fit,
it is undesirable to include in the definition of “inductive inference”
that inductive inferences are invalid, for it is not obvious that they are
so. Rather it must be proved that inductive inferences, that is
inferences from observed to unobserved instances of empirical predicates,
are invalid, and it was Hume who proved it in consequence of proving that
inductive inferences are not provably truth preserving. It would be unjust

to Hume to incorporate what he proved of inductive inference into the
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definition thereof, and then chide him for proving what is obvious, indeed
true by definition. It would be even worse to proceed, as (3) does, to
denounce Hume for drawing a sceptical conclusion from his proof of the
jnvalidity of inductive inference on the grounds that no scepticism is

warranted by induction”s being what it is and not what it is not.(l5)

Moreover, there would be little point in defining “inductive inference” in
a way that made it true by definition that induction could not meet the
standard for justified inference Hume laid down, for while on such an
amended definition it would be trivially true that inductive inference
cannot meet Hume”s standard;and thus also trivial that if we hold to
Hume“s standard then we must give a scebtical appraisal of inductive
inference, this would not trivialize Hume”s inductive scepticism. Only
Hume”s argument would be trivialized, not his conclusion, since it would
remain a serious matter that inductive inference does nbt meet the
standard he laid down for justified inference unless we can show, which we
cannot meaningfully do by playing with definitions, that Hume”s standard
for 5ustified inference is inappropriate to inferences intended to

legitimate belief in their conclusions.

If we want to defeat Hume’s inductive scepticism we can do so only by
showing either that inductive inferences can meet his standard for
justified inference, or that they need not do so to justify belief in
their conclusions, or that even though they do not justify belief in their
conclusions they can do something else whicﬁbis sufficient to justify a

non-sceptical appraisal of them. Adopting a definition of “inductive
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inference” which made it true by definition that inductive inferences
sould not meet Hume s standard would not defeat his inductive scepticism,
rather it would close off the first of these options by fiat, leaving

spen only the second and third possibilities.

Aside from the problem of the definition of “inductive inference”
underlying (3), there are two further problems with it. First, it does
not follow from the incapacity of inductive inference to meet Hume’s
standard of justified inference (whether this is a matter or definition or
proof) that his problem is inspluble, and second, it does not follow from
his probiém being taken to be insoluble (even insoluble in principle, or
necessarily, or by definition impossible) thaf it can be dismissed as a

pseudo-problem. T shall defend these claims in turn.

We have already said all that is necessary to prove the first of these
claims. Let us briefly recapitulate. Hume”s problem is this: there is a
certain standard which inferences must meet if they are to be able to be
considered rational (this claim and his specified standard being given as
his first premiss); no inductive argument can meet this standard (his
second premiss); therefore no inductive inference is rationally justified.
Now it would be logically possible to attack the sceptical claim which is
Hume”s conclusion in one of four ways: one could prove it false directly;
or one could undermine it by proving the falsity of Hume”s first, or his
second premiss, or one could show that his argument is invalid. Hence a
proof that just one, or indeed any three, of these possibilities for

solution cannot be carried through would leave some possibility still



pen; and thus fail to show the insolubility of Hume”s problem.

ertainly; for example; a proof that Hume’s second premisé is

nassailable, or a definition which makes the premiss trivially true, is
ar from a proof that Hume”s conclusion cannot be refutgd and thus far

rom a proof that his problem cannot be solved. Thus those who argue;

ike Edwards and Strawson, for the triviality of Hume”s problem as a
onsequence of his second premiss being true by definition, and those who
.ffer; like Black; a proof of Hume”s second premiss, and then take this to
thow Hume”s problem to be insoluble; fail to appreciate that there are
ther possible avenues of solution which remain ofen despite their
Lrguménts. Such analyses fail to advance the discussioﬁ of Hume”s problem
)y perpetuating the miséonception that the solution of Hume”s problem

:eQuires finding a counter—example to his second premiss and thus to his

ronclusion. (16)

[t might be said in these authors” defence that they inherited the idea
-hat the problem Hume bequeathed to us is to find a counter—example to his
second premiss; since this is found in the earlier tradition that tried to
solve Hume”s problem in this manner (by defending; for example, the
aniformity thesis). Certainly they did inherit this restricted conception
of Hume~’s problem; but they also perpetuated it by accepting the
restricted view as part of their attempt to show that the problem is

insoluble and thus a pseudo-problem.

Much the same can be sald of Goodman’s attempt to “dissolve the old

problem” of induction by showing that it is impossible to find a solutionm.
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woodman writes

If the problem is to explain how we know that certain
predictions will turn out to be correct, the sufficient

answer is that we don’t know any such thing. If the problem
is to find some way of distinguishing antecedently between
true and false predictions, we are asking for prevision rather
than philosophical explanation.... Now obviously the genuine
problem cannot be one of attaining unobtainable knowledge or
of accounting for knowledge which we do not in fact have.(1l7)

jut unfortunately for us the genuine problem can be one of “attaining
mobtainable knowledge or of accounting for knowledge we do not in fact
iave” 1f, as Hume beiieved, wé-need the kind of knowledge he took himself
:0 have proved unobtainable (by rationally justified inference), to
justify ratiomal belief regarding the unobserved. His problem therefore
remains, and it is to show either that we do not require rational belief
in the unobserved in order to avoid scepticism, or that we do not require
‘what Goodman accepts Hume showed to be) unattainable knowledge to support
rationally justified inferences from the observed to the unobserved.
{othing Goodman says shows that either line of attack on Hume”s problem,
sither way of attempting to refute his sceptical conclusion concerning
inductive inference, will be unavailing. Thus Goodman has not shown that

fume”s problem is insoluble.

But even if we were inclined to accept that it was shown that there was no
possible solution to Hume”s problem, that it is by definition, or in
principle, or necessarily insoluble, it would ﬁot follow immediately that
the problem could be dismissed as a pseudo-problem. The entire

dissolutionist tradition has made this assumption, but Ayer puts the point



‘latly:

[I]t appears that there is no possible way of solving
the problem of induction, as it is ordinarily conceived.
And this means that it is a fictitious problem, since
all genuine problems are at least theoretically

capable of being solved.(18)

ihile this claim is seemingly reasonable it is actually problematic.

'his is, I think, best brought out by noting that Ayer ought to have
restricted himself to claiming that Hume”s problem appears to be a
sseudo~problem, since he did not claim that there is no way of solving
it, but only that this is the way it appears. How then could we know
that a problem was a pseudo-problem? Only by>knowing that it was
incapable of solution. And how could we know this to be the case? “When
7e have a proof that it is so” is the obvious answer. But now we can ask
“How do we know when we have such a proof”?, and plainly the answer “When
7e have a valid argument from true premises to this conclusion” will not
and the questioning, for the validity of the argument is always open to
challenge even though we may not doubt it, and, likewise, even seemingly
secure premises may be called into question. Clearly, if there was a
reason to think that a problem was real, say, that it kept cropping up, it
would be impossible to prove conclusively that it was a pseudo-problem

by a proof which purports to show it to be insoluble, for every time we

are led to form the problem again we will be lead to question the

purported proof of its inmsolubility.

The way to show that a problem is a pseudo-problem is not to show that it



is insoluble, but to show that it need not arise, to show how we can
achieve our desired ends and yet avoid posing the problem. While we do not
know how to do this we will rightly doubt any proposed proof of the
claimed insolubility of the problem, for while we have a reason for

posing the problem we have a reason for thinking it to be genuine.

1f the dissolutionists would save us from needless pains in wrestling with
Hume s problem of induction, therefore, they must show us how to stop
having the problem, not try to get us to accept it as insoluble and thus
as something which there is no point im worrying about. We don”t want to
become well-adjusted to living;with Hume”s problem, ﬁe want to solve it,
and we need to solve it because we keep comingVup against it when we try
to provide a rational basis for the supposed epistemological primacy of

science.

Hume”s problem will remain real, and urgent, until we can show either that
inductions can meet his standard of reason or that they need not do so iﬁ
order to support the kinds of claims concerning the unobserved which it is
necessary for science to make. Thus (3) ought to be rejected; since it
entirely misrepresents the situation. And with it ought to go the
arguments of Black, Edwards, Goodman and Strawson which have sought to lay
to rest Hume”s problem and get om with other things; since each of these

rests upon (3).

4) We cannot justify induction as a whole, for to do so we would need to
justify the standards which we take to define correct inductive inference
and this is not possible since there are no further standards to which we
might appeal.
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The most famous argument for (4) is Strawson”s. I shall briefly review

it and offer criticisms based on points raised by Salmon and Urmson.

Strawson argued that our basic rules of inductive inference are basic in
the sense that they give content to our notions of reason and justified
belief (concerning matters of fact). Thus, he claimed, it makes no
sense to seek a justification of the fundamental rules of inductive
inference, asking, for example, whether it is reasonable to employ such
rules, since employing such rules “is what “being reasonable” means in

such a context”.(19)

He went on to make a further point, drawing aﬁ analogy between inductive
inference and the law, arguing that while we can call into question and
seek justification for various laws, “it makes no sense to inquire in
general whether the law of the land, the legal system as a whole, is or is
not legal”. Strawson”s reason for this claim was that while in seeking a
justification for particular laws we can appeal to more basic légal
principles, and thus make sense of the demand for justification, we cannot
appeal beyond the last prihciple, and thus we cannot appeal beyond the law
as a whole for a wholesale justification of it. We can therefore make no
sense, Strawson concludes, of the demand for a wholesale justification for

the law since there is no way of satisfying this demand.

In brief, then, Strawson considers the fundamental rule (or rules) of
inductive inference to be ultimate in two senses: they define the meanings

of the terms we use to assess inductive inferemces (“correct”,
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“justified”, reasonable”); and they are the foundation of a system of
reasoning. He thinks that it follows from the first point that we cannot
coherently question the correctness, justifiability, or reasonableness

of these rules; and from the second that even if we could pose such a
question we could not anmswer it, ie. that we could not provide a
justification for the fundamegtal rules, since we would have no basis for

justification.

Both of these arguments are fallacious. 1In the first case, and this is a
point made by both Salmon and Urmson, “correct”, “justified” and
“reasonable” are not merely descriptive, as‘they would be if their
meanings were entirely given by fundamenfal rules of inductive inference,
they are also normative or evaluative.(20) If we did define such

terms by reference to fundamental rules of inductive inference — by
saying, for example, that an inductive inference is to be called
“reasonable” if it is governed by rule x —~ then it would be no
justification of that inference to show that it is reasonable in this
technical sense of the term. For we could then ask, with clear sense,
whether an inference reasonable in this technical sense was reasonable in
the usual sense of the term - ie. the question of justification would be

left open after a proof of the (technical or formal) reasonableness of the

inference.

In the second case it does not follow that a rule which is ultimate in
some system is incapable of justification. Let us pursue Strawson”s legal

analogy a little further to bring the point out.(2l) Certainly we cannot



hope to answer the question Strawson posed as analogous to the question of
the wholesale justification of induction, viz, “Is the law legal?”, But
we can ask “Is the law just?”, or “Ought one to obey the laws of this
land?”, provided, of course, one has some independent conception of
justice and ﬁoral duty. And similarly, while we could not hope to answer
the question “Is our basic standard of inductive correctness correct?” we
might hope to find an answer to "Is our basic standard of inductive
correctness reasonable?”. Since it is this second question which Hume, in
effect, posed, seeking what Strawson calls “a wholesale justification of
induction”, the legal analogy:gctually supports the 1egitimac§ of Hume’s

question rather than, as Strawson asserted, exposing it as non-sensical. -

We cannot dismiss Strawson”s point entirely, however, for while he failed
to show that we cannot sensibly seek a wholesale justification of
induction in more basic principles of reasonable belief or rationality,
his discussion does forcefully raise the question of just what these
principles might be. That is a matter we must, however, leave till we
examine the attempts to offer positive solutions to Hume’s problem.

5) Particular inductive inferences are justified by reference to our
basic canons of inductive inference which, being ultimate, cannot be
justified in the same manner. Whatever justification these canons need
can come only from intuition, reflection on the purposes induction serves
and the outcomes of inductive inferences, or from the ultimate rule of
induction sanctioning only such inferences as we are prepared to accept.

By itself (5) need not constitute an attack on the genuineness of Hume“’s
problem of induction, but it does so when tied to (6) for we are then

invited to conclude that induction and deduction are of a piece when it
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comes to justification, and, since there is no problem of deduction which
is equivalent to Hume’s, that the latter problem is only a morbid fancy of
some misguided philosophers of science. Since we shall reject (6),
therefore, we need not consider (5) in any detail, except for the version
of it defended by Goodman. This one of the listed variations on (5), that
inferences are justified by the property of the system that the
fundamental rules sanction only acceptable inferences, does constitute an
attack on the genuineness of Hume”s problem by virtue of the thinness of

the justification offered.

That Goodman”s proffered solution to Hume”s problem is dismissive of it is

plain enough from the following passage, which deserves to quoted in full:

The point is that rules and particular inferences alike are
justified by being brought into agreement with each other.

A tule is amended if it yields an inference we are unwilling

to accept; an inference is rejected if it violates a rule we
are unwilling to amend. The process of justification is

the delicate one of making mutual adjustments between rules

and accepted inferences; and in the agreement achieved lies the
only justification needed for either.

All this applies equally well to induction. An inductive
inference, too, is justified by conformity to general rules,
and a general rule by conformity to accepted inductive
inferences. Predictions are justified if they counform to valid

canons of induction; and the canons are valid if they
accurately codlfy accepted inductive practice.(22)

Now it must be admitted that we do reject a rule if it sanctiomns an
inference we are unwilling to accept, and that we reject an inference if
it violates a rule we are unwilling to amend, but this justifies mneither

rule nor inference. Rather, recognition of this fact is a step in
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explicating our system of (inductive) inference. What justifies the
rule, and thus the sanctioned inferences, is our reason for being
11ﬁwilling to accept an inference or amend a rule. If we offer as our
reason for accepting a rule that it justifies acceptable inferences, and
then seek to justify our accepting the inferences by citing the rule, then
clearly our justification for the system of rule plus inferences is
flagrantly circular. Such a justification would plainly be inadequate,
and thus it is clear that in offering it Goodman is simply dismissing
Hume s problem without good reason.

Now, of course, dismissing Hume”s problem, or father the need for our
taking any special pains to deal with Hume”s problem, would be
umnobjectionable if it could be shown that exactly the same situation qua
justification arises in other systems of inference, but in these other
systems we (properly) we do not feel ourselves to be in any special
difficulty, nor search for any justification of ultimate rules. Goodman
argues this case, as have é number of other authors. We shall turn our

attention to this.

6) Since the fundamental rules of both deductive and inductive inference
are logically ultimate (in their respective fields), the possibilities for
justification are the same in both cases; consequently, induction is no
more (and no less) problematic and in need of special justification than
is deduction, and thus, in the absence of justificationm, there is no
better reason for inductive scepticism than there would be for deductive
scepticism.

L have already mentioned Goodman as holding (6). He is mnot alone, the

point being adopted by Carnap, Strawson, and Kyburg, among others.
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Recently Haack has carefully defended the thesis. All of these arguments
share the same fatal defect, namely that it does not follow from the
possibilities for the justification of deduction and induction being
identical, that induction is no more In need of justification than

deduction - or so I shall argue.

Carnap developed his argument on the point as a step in his defence of
inductive logic. In his [1968] he employed what he called “inductive
intuition” in tﬁe defence of certain axioms for inductive logic; and aware
that this reliance on intuition would be controversial, he sought to heéd
off objections by arguing that we must place avsimilar raliance on
intuition if we wish to justify the axioms of.deductive logic.

Essentially his point was that since any argument for the fundamental rule
of deductive inference, or proof the the virtues of this rule; would be
question-begging, the rule must be assumed, with intuition called upon to
defend the assumption directly. Thus, after considering how one might
convince another to adopt the fundamental rule of deductive inference,

Carnap concluded:

the essential point is this: you have to appeal to his
deductive intuition, in order to teach him deduction.
Thus we see that the epistemological situation in
inductive logic ... is not worse than that in deductive
logic, but is quite analogous to it.(23)

Haack comes to a similar position, after a more thorough analysis of the
impossibility (accepting, for the sake of the argument; that it is such)

of proving the reasonableness of deductive inference. She wrote:
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The moral of this paper might be put, pessimistically,

as that deduction is no less in need of justification
than induction: or optimistically, as that induction is no
more in need of justification than deduction. But however
we put it, the presumption, that inductiom is shaky but
deduction is firm, is impugned.(24)

But Haack’s argument falls far:short of proving this - which is what needs
to be proved if seeking a solution to Hume’s problem of induction as a
matter of some urgency is to be derided. For if all that Haack musters in
defence of her conclusion is true, it shows no more than that it is
impossible to prove that valid'deductive inferences will not fail to be
truth-preserving. But this, by itself, does not constitute a problem of
deduction analogous to ﬂume’s problem of induction. For, in addition to
proving that we cannot show inductive inferences to be truth-preserving,
Hume showed further that it is possible for an inductive inference, which
we would judge to be correct, not to be truth-preserving. And we can cite
éxamples of very well based inductions which in fact turn out not to be

truth~preserving.

If we grant both Hume”s and Haack”s points, then, we have the following

situation. Inductive inference is such that:

a) it cannot be shown to be invariably truth-preserving;
b) it is possible that an inference judged correct will fail;
¢) actual inferences can be constructed which, while we would judge them

to be correct, in fact fail.
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only (a), however, is shown by Haack to apply to deductive inference. The
two situations are not, therefore, analogous. And the differences are

crucial.

In virtue of (a), we have it that it is not possible to show that there
can be no counter—example to the thesis that correct inferences (both
deductive and inductive) will be truth-preserving. But while this might
cause us some unease, it does not constitute a problem by itself. It
merely shows that the ground upon which we stand yhen making (deductive or
inductive) inferences cannot be guaranteed solid, but it gives us no
reason to doubt that it is solid, and thus ne‘ed initiate no

investigation into the matter.

A proof of (b), however, which we grant that Hume gave for inductive
inference, but which has not been given for deductive inference -
discounting the claims of the so-—calied “deviant logics”, which we will
discuss below - does raise a problem. For it shows that not only is it
not possible to prove that the ground on which we stand when making a
deductive inference is solid, but, additionally, that it is possible that
it will give way. Now we do have a problem, for we now have a reason

to seek assurance that the ground will not give way beneath us, ie. that
an inductive inference- which we judge correct will not fail to be
truth-preserving. But we must stress that in the case of deductive
inference we have no reason to seek such assurance, and thus no need to be

perturbed by a proof of (a) in respect of deductive inference. The
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absence of a guarantee is only a cause for concern if there is some reason
to need one, and we have been shown no such need in the case of deductive

inference.

Finally, a proof of (c¢) shows that for inductive inference the ground does
in fact occasionally give way under the agent”s feet. And now, of course;
we are faced with a real and urgent problem, namely to find (to paraphrase
Hume), some logic, some argument, to secure us against the supposition
that it is we who will be led, by induction, into the adoption of a

false, and commonly, for that Treason, costly belief.

Now it might be objected that there is a problem of deduction simply in
virtue of the proof of (a); since even though there is no suggestion that
{(b) may be proved for deductive inference, (a)”s being true implies that
there can be no disproof of (b) either. But to think that the
impossibility of disproving (b) raises a problem of deduction analogous to
Hume“s problem of inductionm is to incorrectly assess where the burden of
proof lies. That (b) can be proved for inductive inference raises the
question of induction’s réiiability; and éhe proof of (c) establishes a
prima facie case for its unreliability, and thus for the lack of ratiomal
foundation for making inductive inferences. Inductive inference; once (b)
and (c) are proved; has a case to answer. But deductive inference has no
such case to answer; rather the situation is that, in virtue of the proof
of (é); we cannot prove that it is impossible that a case against

deduction could be constructed; but this does not constitute such a case.
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It might be objected further that there is a problem of dedyction inasmuch
as there are rival systems of deductive logic. Unless it is possible; it
might be argued; to eliminate all but one of these rivals then we cannot
know whether it is safe to make an inference which is sanctioned by one
system; but not by a rival. ©Now if this point were granted; it would make
the status of deduction; both classical and rival; problematic (though not
in the same way as induction). But that would not make it improper or
unnecessary to seek a justification for induction. For the assumption
that underlies (6) as an attack on the genuineness of Hume”s problem is
that even though deduction cannot be justified it is nonetheless
unproblematic. Finding thaﬁ deduction is problematic; therefore; while it
places induction and deduction on something nearer the same footing; does
so0 by weakening deduction; and from this we can derive nothing to shore up
induction. Indeed; to return to Carnap’s discussion; the situation‘we are
here envisiéning would show not that intuition is a reliable guide, since
we employ it to justify our unproblematic deductive 1ogic; but rather the
opposite ~ that intuition can lead us astray even in such a seemingly
hospitable environment as deduction; which undercuts Carnap’s argument for

the reasonableness of relying on inductive intuition.
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4. REVIEW OF HUME™S PROBLEM.

This completes our discussion of the six theses from which various authors
have constructed arguments designed to show that there is no need to seek a
solution to Hume” s problem of induction. We have found that none of these
arguments establishes what was intended, since the warious theses are
either false, or true only when modified in such a way that they no longer
lend themselves to impugning the genuineness of Hume”s problem. We are
left then with the problem of considering possible solutions to Hume's

problen.

We have, however, learned something from our examination of the
dissolutionists” cases, namely that Hume”s problem arises because Hume
adopted a high standard of justification for inductive inference.
Attention could profitably be focused, as indeed it has focused, on
whether this standard is avoidably high. The major part of the remainder
of this thesis will consider just that question, dealing with one of the
two main responses, viz, the attempt to found induction on probability.
The other main response; the attempt to provide a non-inductive foundation
for scientific inference, championed by Popper, will not be considered
here, and various other lines of attack on Hume”’s problem — in particular
the attempt to find an inductive justification of induction, and a
vindication of induction — will also be excluded from consideration. Even
1f these other strategies for dealing with Hume’s problem had not, in my
view, been convincingly criticised by others, in particular by Salmon,

limitations of space and time would prevent any justice being done to them
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in this thesis.

Before we turn to probability, however, we shall consider Stove’s claim to
have disproved Hume”s inductive scepticism. This will throw further light

on Hume”s standard of reason.




CHAPTER 3. STOVE"S PURPORTED DISPROOF OF HUME’S INDUCTIVE SCEPTICISM.

1. INTRODUCTION.

In his [1973] Stove proposed a certain interpretation of Hume”s argument
on induction, claimed.that this analysis revealed that‘Hume’s conclusion,
his inductive scepticism, Qas equivalent to a certain statement of logical
probability, and then, employing an argument due to von Thun, claimed to

have disproved Hume’s inductive scepticism.

In my view, however, Stove”s purported disproof of Hume”s inductive
scepticism fails, for Hume”s inductive scepticism is not the thesis Stove
takes it to be, and it could not be refuted by an argument of the kind
given by von Thun. To support this conclusion I shall argue that even
before translating any of Hume”s claims as statements of logical
probability, Stove’s account of Hume’s argument is inaccurate; that it is
not plausible to attribute any statement of logical probability to Hume;
that, in particular, Hume”s inductive scepticism is not correctly
represented as a statement of logical probability; and, finally; that if
Hume s inductive scepticism were accurately represented by a statement of

logical probability it would not be the statement Stove adopts, and it
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would not allow the von Thun argument to proceed. Evidence for these
claims will be adduced from my exegesis of Hume”s argument, giveﬁ in

Chapter 1 above; and from problems with Stove”s own account of Hume.
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2. STOVE”™S MISTAKEN ACCOUNT OF HUME S ARGUMENT.

Before I turn to the evidence ﬁor my claims to be found in the problems
which Stove”s analysis of Hume”s argument creates; I shall first set out
the argument based on the account of Hume”s argument I have given. This
will then allow a clear separation between those parts of my critique of
Stove which rest upon accepfing my account of Hume”s argument and those

that do not.

a.Stove’s Inaccurate Reading of Hume.

There are two significant points of detail on which my presentation of
Hume”s argument differs from Stove’s; and one more major issue where I
agree with what Stove says in one place; but not with what he says in

another.

The major issue is whether Hume”s inductive scepticism covers indﬁctive
arguments based upon some probability logic. I do not think that it does,
since I hold that Humeugxcluded the very idea of reasonable probable
inference in adopting; as his standard of reason, that inferences are
justified only if they show their conclusions to be true. Thus Hume
offered no argument against probable inductive inferences; or inductive
probabilism; and therefore to solve his problem of induction one need not
find fault with his argument directly; but merely shqw why his conception
of reason ought to be abandoned; which one could do by exhibiting a

reasonable probable inference. I shall not argue this case on the basis of
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my analysis, however, for Stove himself has given strong reasons why we
should not consider Hume to have offered a sceptical thesis on - ie.
putatively refuted, rather than rejected - inductive probabilism. I will
delay further consideration of this issue, therefore, till the next
section, in order to maintain the separation between those parts of my
critique of Stove that depend upon the details of my exegesis of Hume”s

texts and those that do not.

Both significant points of detail concern Hume”s conception of reason. As
I understand Hume his conception of reason was that inferences which do
not show their conclusions to be true are not rationally.justified,
whereas Stove has Hume take the view that all invalid inferences are
unreasonable. In my discussion of Hume in Chapter 1 I noted these

points of disagreement with Stove; and gave evidence in support of my
account. I do not intend to rehearse that discussion here; but it will be
helpful merely to recall that my suggestion allows us both to account for
the differences between Hume’s conclusions concerning a priori and
inductive inference; and rationalizes his acceptance of the force of
inductive inference as a fact to be explained rather than a judgement to
be controverted. On this basis I believe that the reading I have given of
Hume”s conception of reason; and thus also his sceptical conclusion; ought

to be preferred to Stove’s.

Both of the differences between our accounts are significant; and in
relation to the same point. Each of the alterations I have made to Stove’s

account presents Hume as giving an extermal critique of induction;'
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whereas Stove’s account presents Hume as giving an internal critique of
induction. Consider first the difference between rejecting a form of
inference because it is not provably truth-preserving, as against
rejecting it because it is invalid. The first focuses attention on what
the inference can; or rather, cannot, do for us, the second on its logical
structure. The first is immediately practical, and has an obvious basis
for justification; whereas fhe second is a formal complaint, a complaint
which is only rationalized by another, non-obvious, argument; connecting
invalidity with undesirable traits; presumably with lack of provable truthe
preservation; I admit that this 1s only suggestive; but it seems that to
opt for Stove’s assessment;;that Hume”s objection was to inferences which
are invalid; rather than my suggestion; that he rejected inferences which
do not show their comnclusions to be true; changes Hume”s focus ffom a
user—oriented; or external appraisal of the infergnce forms; to an

interest in the internal logical status of the inference.

This suggestion is very much strengthened by consideration of the second
difference between Stove”s and my account of Hume”s argument. For to say
that Hume rejécted the forms of inference he did because he took them to
be not rationally justified is clearly to have him concerned not with the
strength or cénclusiveness of the inferences; which is suggested by
Stove”s term “unreasonable”, but with their legitimacy. Indeed; to say
that an inference is “unreasonable” is complaint about an inference which
is only given definite meaning within some system for measuring the
reasonableness, or the degree of conclusiveness, of the inference - a fact

Stove makes use of in his attempt to commit Hume to some principles of
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logical probability, omce he (Stove) has identified degrees of
reasonableness with logical probabilities. To say, however, that an
inference i1s not justified, or that it is not legitimated, is plausibly
not a reflection on the strength of the inference within some system for
measuring inferential strength, but a comment upon the whole inference

system.

This, T think, is the key, viz, that Hume”s conception of inference
excluded as unjustified, or as Stove would have it, unreasonable, not
individual inferences, but whole forms of inference. Thus Hume”s
conception of reason, and cSnsequently his sceptical appraisal of
inductive inference, is, as a number of Stove”s critics have insisted,
external rather than internal.(l) And as such Hume”s inductive scepticism
is not translatable as a statement of logical probability, since all such
statements are assessments of the strength of inferences within a systenm
of assessment; rather than, as Hume”s scepticism plainly is; an

assessment; or denial of the possibility of; whole systems of inference.

This completes my argument that Stove has misread Hume; and that when

corrected Hume s conclusion is not plausibly translated as a statement of
1ogica1 probability; so far as that argument is based om my own exegesis
of Hume. 1 shall now turn to arguing that Stove”s analysis of Hume ought

to be rejected because of its own internal problems.
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b. Hume s Argument and the Idea of Reasonable Probable Inference.

I have already claimed thatrstove’s account of Hume”s argument is
inaccurate in one major respect, namely that contrary to Stove’s reading
of Hume’s sceptical conclusion concerning inductive inference, Hume did
not give a sceptical argumeﬁt against inductive inferences based on
probability. Rather, in adopting as his standard of reason that only
inferences which show their conclusions to be true are justified, Hume
simply ruled out of court the idea of justified probable inference.
Support for this view may bé found in a surprising quarter, namely Stove~’s

own exegesis of Hume’s argument.

In his [1966] Stove shows convincingly that, contrary to the claims of
Popper and others, Hume did not reéute the thesis of inductive probabilism
- that there are some inductive arguments which, while invalid, lend their
conclusions sufficiently strong support to justify the acceptance of their
conclusions. The basis of his argument here is that Hume did not even
consider the possibility of there being reasonable probable inferences.(Z)
In his [1973], however, Stove claims to have shown that Hume”s inductive
scepticism is the claim that the premises of an inductive inference do ﬁot
confirm the conclusion, from which it follows (granted only the standard
empiricist thesis that the conclusion of no inductive argument is
acceptable a priori) that Hume did, if his conclusion stands, refute
inductive probabilism. Thus my account of Hume as ignoring the whole idea

of probable inference is supported by Stove”s [1966] exegesis of Hume”s
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argument - indeed, it was that paper that convinced me that Popper had
misread Hume. But there is a clear conflict between my account and
Stove’s [1973] analysis of Hume”s inductive scepticism, and there is also
a conflict between Stove’s [1966] exegesis of Hume”s argument, and his

[1973] analysis of the same.

We shall review the problemé arising from Stove’s [1973] position below.
For the moment, however, let us try to throw some light on his internal
disagreement. Obviously, we should consider first whether we can account
for his divefgent opinions as a simple change of mind in the intervening
‘years. But this is not the;case, though Stove does shift his ground on an
important point; which changes the problem bosed for him by the conflict
between his exegesis of Hume and his desire to disprove Hume”s inductive
scepticism. For in his [1973] he explained Hume”s failure to refute

inductive probabilism, as follows:

Hume could not have been intending to refute the thesis
that some inductive inferences are of a high degree of

conclusiveness, though invalid, [since] throughout his

argument he simply assumed that invalidity suffices

to make an inference ... unreasonable.(3)

Now; as we shall see, tﬁis avoids the outright inconsistency just
considered; but the old problem is merely exchanged for a new one. For
Stove in his [1973] gives as Hume’s inductive scepticism the claim that
the premises of an inductive inference do not confirm the conclusion,
while in the passage quoted above it is plain that scepticism with respect

to probable inferences is expressed not by this claim, ie. not by Hume”s
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conclusion as Stove interprets it, but by the claim that no inductive
inferences are of a high degree of conclusiveness.(4) The new problem,
then; ig that as Stove now (ie. in his 1973 discussion of Popper”s account
of Hume s argument) defines inductive scepticism with respect to probable
inferences, what he has given as Hume”s conclusion is, contrary to his
claim in the main part of his [1973], not a sceptical appraisal of
inductive inferences. Thus what is now given as the reason why Hume did
not refute the thesis that there are reasonable, though merely probable,
inductive inferences is that he did not come to a sceptical conclusion

concerning inductive inferences.

But clearly Hume did defend a sceptical theéis concerning at least some

' inducfive inferences; and if there is to be any point to Stove’s purported
refutation of Hume”s inductive scepticism, Hume’s argument has to apply to
probable inductive inferences, as indeed Stove interprets it as applying
in the main part of his discussion. For if Hume’s argument for his
inductive scepticism does not cover probable inferences then the task; s0
far as an examination of the ratiomality of probable inductive inference
is concerned; is not to find fault with his argument; but to justify

some form of probable inductive inference, doing the former only being a
necessary condition of achieving the latter if Hume”s inductive scepticism
applies to inductive inference founded upon probability. Stove therefore
has a problem in defending the relevance of his critique of Hume, since,
as his exegesis of Hume’s texts in the discussion of Popper’s exaggerated
claims on Hume”s behalf shows, Hume simply did not consider probable

iﬁférences; and thus cannot plausibly be thought to have offered a



p.67

reasoned sceptical thesis concerning them.

In his discussion of Popper”s unjustified assertion that Hume established
the untenability of probable inductive inference Stove tries to avoid this
problem, as we have seen, by representing Hume s conclusion as though it
was not a sceptical claimvconcerning inductive inferemces, despite his
earlier claim that it is so. In the main part of his discussion he
employs another strategy, namely interpreting the claim of Hume”s whereby
he excludes probable inferences from consideration; which Stove calls
“Hume ”s deductiviSm’; not as excluding the possibility of reasonable
probable inferences; but as providing the gésis for a ;ceptical éppréiéél
of them. Stove then goes on to interpret Ehis claim as a statement of
ldgiéal probability. But a claim rejecting the whole idea of reasonable
probable inference cannot be expected to make much sense as a claim within
the syétem of logical probability; and so it proves to be; as 1 shall now

argue.
c. Hume”s Sceptical Thesis and the Theory of Logical Probability.

I have already disputed the accuracy of Stove”s interpretation of Hume”s
inductive scepticism. But let me lay this objection aside; and accept for
the sake of the argument that Hume did come to some conclusion concerning
inductive inference which is-reasonably interpreted as “All inductive
inferences are unreasonable”. ~Can we plausibly interpret this as a
statement of logical probability? I shall argue that the problems in so

doing are such that the proposition that we can is just not plédsible. 1
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have five objections to Stove”s translation proposal.

The first objection arises from the fact that if Hume”s conclusion 1s to
be a statement of logical probability, then the premises of his argument
must include statements of logical probability, and in particular Hume’s
conception of reason, which according to Stove is that invalid arguments
are unreasonable, must be ipterpreted as a statement of logical
probability. This now raises a prima facie difficulty, for as we have
just noted, this very statement is supposed also to constitute Hume”s
rejection of the whole idea of reasonable probable inference, which
entails the rejection of the whole theory of logical probability, and as
such‘it presumably cannot be interpreted as a statement of logical

probability. My fourth objection will develop this point.

The second objection is that to attribute to Hume a statement of logical
probability will be to foist upon him a completely foreign element unless
we can find in his texts some indication that he employed some concept
which the theory of logical probability is now taken to explicate. But we
can find no such element in Hume, aside, of course, from his sceptical
appraisal of induction, and we cannot take this as evidence for the point
without begging the question. Hume does not, for example; describe one
inference as more conclusive than another, even though neither is valid.
Indeed, as Stove ably put it “the distinction between validity and
invalidity is the only distinction among “degrees of evidence” that Hume

takes notice of”.(5)



Thirdly, one cannot employ statements of logical probability without
adopting also a specific conception of degrees of belief; or degrees of
confirmation, or whatever omne takes logical probabilities to be, such that
the principles of the theory of logical probability - eg. axioms of the
probability calculus - hold for one’s logical probabilities. But there is
no evidence that Hume adopted any of the conceptions of confirmation or
belief which others have‘employed to justify their accounts of logical
probability. There is no evidence, therefore, that Hume is entitiled to

a theory of logical probability.

Fourthly, iﬁ is by no meansiclear that one can coherently adopt a theory
of logical probability and yet remain an inductive sceptic; since one
cannot ao so if one”s inductive scepticism‘is expressed by the statement
of logical probability Stove offers. TFor that statement is shown by
von Thun to be inconsistent with the premises of his argument, and these
are just Stove’s principles of logical probability, augmented by the
principle that invalid inferences lend their conclusions less than the
maximal probability (which I shall call the “regularity principle”) plus
two judgements of invalidity.(6) If these premises are true, therefore,
one of the premises owaume’s argument must be false, since his argument

is plainly valid.

Now according to Stove, Hume”s argument has just two premises: that
inductive inferences are invalid; and that invalid inferences are
unreasonable. It is plainly true that inductive inferences are invalid,

and thus to resolve the conflict between the premises of the von Thun



argument, and the conjunction of Hume”s conception of reason and the
thesis that inductive arguments are invalid, either some of the premises
of the von Thun argument, or Hume”s conception of reason;*will have to be
given up. Perhaps it is Hume’s conception of reason ﬁhat ought to go; or
perhaps it is Stove’s principles of logical probability. Clearly;
however, we have to choose between the two; as Stove happily admits; but
that surely means that it ig not correct to translate any of Hume”s claims
as statements of logical probability, if that it to commit Hume to a set of
principles which are incompatible with his conception of reason. Indeed;
we can almost hear Hume complain that far from Stove”s translatiomns
preserving the meanings of his claims, Stove has foisted upon him a
conception of reason which ié incompatible with his own. ‘To suggest these
translations thus charges Hume with incoherence. We shall want some

very compelling evidence for one of Stove’s translations to secure a

conviction.

Finally, it is doubtful that there are any theories of logical probability
sufficiently well developed to make it plausible that translating a thesis
of Hume’s as a statement of that theory of logical probability constitutes

a substantial clarification of the original statement.
1f we now consider what Stove has said which could be taken to be a
response to these objections we find, as it turns out, very little. We

shall deal with the objections in turn.

In response to the first objection, Stove says nothing at all.
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Presumably, them, all we can do is weigh this objection, and the others to
which he gives mo response, against the reasons Stove gives for his
interpretation of Hume”s conclusion as a statement of logical probability.

We shall come to this shortly.

Stove gives no response to the second objection. It is therefore left as
a mystery why Hume should'have accepted a theory of logical probability
and yet not employed it, or given any sign that he had adopted it, except
by drawing distinctions between inferences on the basis of their validity
or invalidity — for which one does mnot require a theory of logical

probability.

In response to the third, Stove goes on the attack, claiming, in effect,
that it is Hume’s problem if he did not have the right conception of
belief; or confirmation, to justify some formal principles of logical
probability; for having made statements of logical probability Hume
reqﬁires some such principles otherwise his statements will be devoid of
meaning.(7) But the attack does not solve Stove’s problem; rather it
shows that whatever evidence there is for interpreting Hume as naking
statements of logical ﬁfobability must be strong enough for us to accept
that Hume adopted an appropriate conception of belief, or confirmation,
without giving any sign of having done so, or alternatively, for us to
convict Hume of having adopted theses which are devoid of meaning in
consequence of there being no basis in his work for a formal account such
as is required to give his claims meaning. Clearly the evidence in favour

of Hume”s having made statements of logical probability will have to be



very compelling indeed.

In relation to the fourth, Stove does show that Hume” s standard of reason,
interpreted as the statement of logical probability that if an inference
is invalid then its premises are irrelevant to its conclusion, is
consistent with the fundamental thesls of logical probability, viz that
invalid arguments arxe not all of the same degree of conclusiveness, (since
their degrees of conclusiveness will depend upon the a priori
probabilities of their conclusions).(8) But this does not show that
Hume”s standard of reasonm is consistent with the principles of logical
probability, and thus it leaves open the possibility, which we have shown
to be realized, that translating Hume’s indﬁctive scepticism as a
statement of 1ogi§a1 probability such as Sﬁove gives reduces Hume’s
argument to an incoherent attack on induction. And the same problem would
apply to any other statement of logical probability which allowed Hume”s
conclusion to be proved false given mno important assumption other than the
principles of the theory of logical probability. Since; however; Hume”s
argument is on the face of it coherent; the translation must be rejected;
unless independent analysis provides evidence of an inconsistency in the
original argument; or;hét the very least, very compelling evidence in

favour of the translation can be produced.

As to our fifth and final objection to translating statements of Hume”s as
statements of logical probability, Stove does not consider in any detail
the problems with the theory of logical probability. From his discussion

of the theory it appears initially that there is just one theory of
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lbgical probability; and then, after Bradley pointed out that this is
false; Stove argued that if there are problems with the theory of logical
probability then that is Hume’s problem; he having made statements of
logical probability and thus needing a theory of logical probability to
give these claims meaning.(9) But this is a muddle, for we can only
iﬁterpret Hume’s claims as statements of logical probability if we have
the theory. Problems with the theory are thus problems for Stove, not
Hume. (Despite this objection to Stove’s analysis, however, 1 will for the
sake of ease of expression continue to follow him in speaking of the

theory of logical'probability.)

Consideration of our five points; the fourﬁh being particularly important;
makes it obvious that we are taking a position which is open to a number
of serious objections if we insist that Hume made statements of logical
probability. But of course we ought to be prepared to adopt this thesis
1f there is good evidence for it. But there is no compelling evidenée; as

a review of Stove”s argument for his claim quickly reveals.

d. Stove s Argument for Tramslating Hume’s Conclusion as a Statement of

Logical Probability.

Stove first establishes that Hume”s conclusion is not a statement of fact.

He then writes, and I quote the whole of his argument on the poiht:

Hume is considering the predictive-inductive inference,

not from the point of view of fact, but from the point of
view of reason. He is asking here, not how men do infer
from “This is a flame and all of he many flames observed in
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the past have been hot”, but how would they, if reason were
“the guide of life”. In other words, Hume was asking: what
degree of belief, if any, in the conclusion of a predictive-
inductive inference, would accompany knowledge of its premises
in a completely rational inferrer?(10)

But do the “other words” Stove supplies here mean the same as Hume’s
original question? Not if Hume was asking, as he seems to be, not what
degree of belief would the completely rational inferrer have in the
conclusion, but how would he justify his degree of belief. Evidence for
this alternative interpretation of Hume is of two kinds. First, it
provides a more natural interprétation of the question “how would he
reason...?’; for this clear;y asks for the logical basis; and the
justification of the inference, to be spelt but. Second; from the fact
that Hume admitted that agents, including himself; in fact adopt strong
beliefs on the basis of inductive inferences, and when Hume admits this he
does not seem to be convicting himself of irrationality, as he would have
to be if the sceptical judgement of the rational inferrer is to be
embodied in his success in having his strength of belief unaffected by the
infereﬁce. Thus I reject Stove”s attempt to have Hume’s inductive
scepticism interpreted as a thesis about the rational degree of belief; in
the conclusion of an inductive inference, which ought to be qdopted by an

agent given the premises of the inductive inference.(ll)

Having rejected this first step in Stove’s argument; the second 1is left
without its foundation. But the second would be faulty; in my view; even
if we had accepted the first. For Stove says of his question concerning

rational degrees of belief, which he has just foisted on Hume:



But any answer to that question would be an assessment
of the degree of conclusiveness of the predictive-inductive
inference; that is a certain statement of logical probability.(12)

But while it is true that all statements of logical probability are
assessments of the strength of inferences, no; all assessmenté of the
strength of inferences aré statements of logicél probability. Rather,
they are only such if we adopt certain conventions concerning inferential
strength, or, degree of rational belief. And indeed, just what those
conventions afe is by no means clear, since we do not have any adequate
theory of logicaljprobabiliﬁy. To establish his point Sto?e therefdre
needs; as we noted above, to show that when ﬁung assessed the streﬁgtﬁ of
an inference he was making a statement df:iogical p;obability; and he also
needs to supply a theory of 1ogiéal probability to which Hume can be

committed.

Nor is this the end of‘Stove’s difficulties, for even if we grant him the
first two steps in his argument; his argument will still not go ;hrough.
For it is plain; I think; that the statement of logical probability Stove
adopts as representinguéhe sceptical content of Hume’s appraisal of
inductive inference does no such thing. According to Stove, Hume”s
sceptical conclusion is equivalent to a judgement of the irrelevance of
the premises of an ijnductive inference to the conclusion.(13) But this
statement of logical probability is no less a definite statement than any
bther; and in a full theory of logical probability it will have certain

consequences. For example, on Carnap’s (first) theory; to adopt the



position that the evidence of an inductive inference is irrelevant to the
conclusion entails certain factual assumptions about the phenomenon under
investigation (provided lambda is assigned a finite value), for example
that the evidence is not derived from a random sample. But Hume would
rightly insist that his inductive scepticism does not presuppose any such
factual claim. Indeed, the point {s obvious: any system of logical
probability will have to include instructions for deciding when the
premises of an jnductive inference are or are not relevant to the
conclusion, and these will involve factual assumptions, as the setting of
the gamma and eta parameters in Carnap”s second system of induction,
discussed in Chapter 7 5eloq) makes plain; opting for irrelevance will
therefore always entall some‘assertion about.a matter of fact. 3ut the
inductive sceptic does not adopt his view 5ecause he knows the premises of
an inductive inference to be irrelevant to its conclusion, nor even
because he believes this to be so, but rather because he does not accept
that there is any rational basis for opting for either relevance or
irrelevance. If Hume’s inductive scepticism could be interpreted as a
statement of logical probability, therefore, it would have to commit the
agent to no empirical claim, and the only statement which will achieve
this is the statement of the maximally indeterminate probability; ie.
assignment of the interval [0,1], to every inductive inference. And then

the von Thun argument, and any argument like it, would not go through.



3. AN ALTERNATIVE CONCEPTION OF PROBABILITY AND HUME"S INDUCTIVE

SCEPTICISH.

I have argued that Stove’s analysis of Hume”s argument, and in particular,
his attempted disproof of Hume s inductive scepticism, ought to be
rejected. If this is done, however, we give up the most careful study we
yet have of the relationship between Hume”s argument and modern

conceptions of probability. What are we to replace it with?

To my mind the answer is clear. ‘Stove’s [1966] exegesis of Hume had the
point correct when it asserted that Hume simply failed to consider the
whole idea of reasonable probableﬂinference. .There 1s‘a possibility here;
therefore; for providing a rational foundation for induction; for there is
a form of inductive inference whiéh,is not refuted by Hume”s argument but
simply denied out of hand. Plainly; therefore, one fruitful line of
argument would be to see if we can find in one of the various notions of
probability the clear and compelling logic of induction which Hume sought.
That will be the task to which thé remainder of this thesis will be
devoted. We shall attempt to discover whether any of the main systems of
probable inference thuéJfar offered provide a clear justification for

aésenting to the inferences sanctioned by the system.

Of course this is only one way of attempting to refute Hume”s inductive
scepticism. Alternatively, as I have already recognized, omne could try to
find a flaw in Hume’s rejection of inductive justifications of induction,

or provide a pragmatic vindication of induction; or consider the
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presuppositions of induction, or follow Popper in trying to provide a
non~inductive foundation for science; or take some further path. But even
if one’s heart was behind one of these alternatives; the project I have
set out would still merit attention. And in the light of published
criticisms of the other possibilities, particularly those given in
Salmon”s [1966], as well as the influence of the idea of reasonable
probable inference; particularly in statistics; the analysis of

probability must rank as the most interesting of the options.
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CHAPTER 4. PRGBABILITY; INDUCTIVE LOGIC; AND STATISTICAL INFERENCE.

1. INTRODUCTION

Among philosophers the mostlvigorously developed and perhaps the most
éommon response to Hume’s p;oblem of induction has been the development of
models of inductive inference which do not seek to show that the
conclusion of an inductive inference is shown to be true by the premises;

but merely to show that the premises of the inference may make the

conclusion probable (in one of the several senses given to that term).

Almost completely independently of this enormous philosophical effort;
statisticians have sought to clarify the foundations of statistical
inference, and they too have relied heavily on the (various) concept(s) of

probability to provide a model for inference from sample to population.

In examining the impact we might make on Hume”s inductive scepticism by
taking probability as the basis of indugtion; we thus have to take account
of tw0; quite separate; intellectual traditions. Our first problem will
be to find an effective way of ordering our discussion in order to avoid

being overwhelmed by what is in total a vast, and very varied, literature.



To propose such a framework will be the main task of this chapter”s brief

overview of the field with which we have to deal.
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2. THE AIM OF OUR ANALYSIS OF STATISTICAL AND INDUCTIVE INFERENCE.

Before turning to the main business; howaver; some restrictions must be
placed on the scope of the analysis of probable inference which is to
come. My aim in this thesis is to see if basing our inferences from the
observed to the unobserved (which inferences include what statisticians
call inverse inference, as well as the philosophers” various models of
inductive inference) upon probability allows us to provide a form of
inference for which we can give a rational justification of the kind Hume

sought for the form of inductive inference he considered.

This limits our discussion in two ways. First, it is beyond the scope of
our investigation to pursue modifications to induction other than those
occasioned by the introduction of probability. Thus, for example, the
suggestion of Giere”s that we should admit that induction cannot be
provided with a foundationist justification (ie. cannot be justified on
_the model of justification which requires that an inference have no
unjustified premiss), since every induction presupposes some other in
having among its premises a factual claim which cannot be proved directly
from experience, will not be considered here, even though the criticisms
we shall make of several of the systems considered show the importance of
attempts to find rational, non~foundationist forms of justification.(l)
Nor will we attempt to evaluate the systems of inference we shall consider
from any point of view other than the adequacy of the justification which
can be provided for the inferences they sanction; thus there is no attempt

to provide an exhaustive analysis of any system, and especially no attempt
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to compare the various systems to see which, if any, provides intuitively
acceptable, or scientifically respected, answers to the various inference
problems which it covers. Our point of view is not that of the agent
wishing to select a brand of statistical or inductive inference to enable
some particular problem to be solved, but that of the philosopher who
wishes to know, should the agent be satisfied that the inference employed
justifies the conclusions to which it leads, the rational basis of this

satisfaction.
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3. A FRAMEWORK FOR THE ANALYSIS OF STATISTICAL AND INDUCTIVE INFERENCE.

As already mentioned we have, in inductive logic and mathematical
statistics, two attempts to provide a rational foundation for scientific
inference, and these have developed almost independently of one another.
In recent years the situation has greatly improved, due in no small
measure to Braithwaite’s Sciemtific Explamation and, later, Hacking~s
influential Logic of Statistical Inferemce. Evidence of the increasing
contact between the fields is given in Giere”s [1979}, which surveys work
in inductive and statistical inference as though they represented a single
field of of enquiry; Lest welforget how recent a development this
represents, however, recall that Carnap”s [1950] devotes but a few of its
600 pages to the whole statistical tradition, while Fisher”s thoroughly

philosophical [1956] contains no reference to any philosopher.

The legacy of this separate development is the completely different
‘Internal structures of the two disciplines. In the field of inductive
logic fhe blg division is that between competing accounts of probability.
Thus we have separate systems of inductive inference based on the
frequency, logical and subjective theories, with the frequency theory the
least influential and the logical theory the most strongly developed.(Z)
Among statisticians, however, the theory of probability involved in the
various accounts of inverse inference has been seen as less significant
than other features. There has been no major statistical school based
upon the 1oéical concept of probability (despite the respect given to

Jeffreys” work), and widespread tolerance of the subjective theory is a
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late development. In mathematical statistics, the big division was
between the the Neyman-Pearson school, and the followers of Fisher, with
the former group dominating, until more recent revivals of Fisher s
approach and the resurgence of Bayesianism; and in these disputes the
source of the excitement was usually some difference over methodology,

rather than a philosophical difference over the concept of probability.(3)

Thus the field of inductive logic 1s structured by the divisions between
the frequency, logical, and subjective theories of probability, while in
the land of mathematical statistics the traveller keeps his bearings by
plotting his position in rela&ion to the Neyman—-Pearson, Fisherian, and
Bayesian accounts of statistical inference. It seems, therefore, that
having admitted the mutual desire to know each other more closely, the two
traditions will be forced to take to Procrustes” bed if they wish to get

on intimate terms.

*The situation is not too grim, however, for as it turns out the two
enquifies can be fitted into a single framework in a way that allows us to
preserve thevimportant divisions in both of the original fields. The
classification I propose to achieve this combines systems advanced by

Giere and Seidenfeld.

Giere distinguishes between what he calls the information and testing

paradigms in statistical inference, sketching the main ideas of each in

these striking terms:
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The leading idea of the information paradigm is that there
should be a direct measure of the bearing of evidence on
hypotheses. As new information comes in, whether in the form
of experimental data or not, it is to be processed more or

less continuously. The output of the information processing

is, of course, a new evaluation of all relevant hypotheses.

In the testing paradigm there is no direct evaluation of
hypotheses relative to data. Rather the data are the output

of a setup designed to test a particular hypothesis. The result
of the testing process is not a re—evaluation of some continuous
measure, but a simple dichotomous acceptance or rejection of the
hypothesis under investigation.(4)

While, as Giere admits, such paradigms are “inherently vague; exceedingly
general, and largely invisible”, their use in organizing a large body of
material for analysis is unddubted, placement of the differing theories
elither facilitating or frustrating attempts to get at the logic of
divisions and disputes between the various ﬁheorists. Thus while it is
hard to argue convincingly that one version of some paradigm is more
accurate than another, or that an original thinker should be attached to
one paradigm rather than to another, it is important to try to get the
-best fit of theories to frameworks, hoping that the choice will be
vindicated by the fruitfulness of the analysis which the framework adopted
promotes. Thus I shall not adopt Glere”s suggested paradigms as they
stand; for while in my view Giere has very clearly identified one major
division in the field of induction and statistical inference, he does not
draw the line in the place I think it is best drawn, and he blurs what

seems to me to be an important distinction.

The key here is the placement of Fisher in the testing paradigm. There is

certainly some evidence for so placing him since Fisher did at least



buttress his logic of tests of significance by referring to their long run
error probabilities, which, as Giere points out, is typical of the testing
paradigm. But he also heaped scorn on the testing paradigm, and attempted
with his notion of significance, his defence of likelihood as a measure of
evidential support; and his development of the concept of fiducial
probability (all of which will be examined in Chapter 6), to provide a
logic of evidential support. . Moreover, the bitter controversy between
Fisher and Neyman is surely made quite mysterious if they share a

fundamental outlook.

Thus, while the matter is not clear cut, (but that is what we should
expect; since these paradigms are, after all; our invention, based on what
is clear now; not on what was clear in 1930); I conclude that Fisher ought

not to be placed with Neyman and Pearson in the testing paradigm.(5)

But neither would it be appropriate to put Fisher into Giere”s information
_paradigm; since this best fits the Bayesian approach to statistics, and
Fisher”s great achievement, as I understand it; was to provide a basis for
statistics independent of the earlier Bayesian tradition which came down

from Laplace.(6)

A solution to the difficulty with placing Fisher is suggested by
Seidenfeld”s division of inductive inference into “frequentist” and

“Bayesian” views. Seidenfeld explains his terms thus:

I call an inductive logic bayesian when (i) an agent’s beliefs,
at a time, are represented by a single coherent probability
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function, (ii) an agent”s confirmational commitments, at a time,
to changes of belief that follow a growth in knowledge are
governed by Bayes” theorem (this is called confirmational
conditionalization), and (iii) total evidence ig respected.

I shall call an inductive logic frequentist when it seeks

to bypass confirmational conditionalization in inverse inference
and, instead, relies upon... a frequency principle. That is...
frequentists solve inverse inference problems by reduction to
direct inference and problems of direct inference (the “single
case”) are solved with a frequency principle.(7)

On this division the Bayesian programme is split off from the rest of
Giere”s information paradigm, with all the rest, including the defenders
of likelihood as basis for a logic of support, and fiducial probability,
being classed, with Neyman gpd Pearson, as frequentists. The former
division I accept, but the latter is undesirable; we do not wish the
attempt to provide an independent logic for induction to be confused with
conditionalization (ie. use of Bayes” theorem as the rule of induction)
but neither do we want to lose the distinctiveness of this approach by

placing it with the testing paradigm.

My comments on Giere”s and Seidenfeld”s proposals suggest a three-fold
classification, distinguishing between: the reliability paradigm of
Neyman and Pearson, which led to Wald”s decision theory; the Bayesian
paradigm, which takes Bayes”™ rule as the fundamental rule of induction;
and the confirmation paradigm, which is defined by the attempt to find
a distinct logical basis for inductive or statistical inference, ie. a

logic of evidential support or confirmation.

The main feature of the reliability paradigm is the rejection of any logic

of support, including the use of inverse probability (except in special



 p.88

cases), finding the basis of support for the conclusion of a statistical
inference in the long run frequency with which the rule employed leads us
to accept mistaken Inferences. In addition to the account of statistical
procedures given by Neyman and Pearson, I include Wald”s decision theory
in this paradigm,’ As already discussed it is arguable that certain of
Fisher”s proposals belong here too, but I shall place them with the
confirmation paradigm, since it was to that paradigm that he made his

major contribution.

The confirmation paradigm is distinguished by the attempt to find a logic
for inverse inference indepéﬁdent of Bayes” theorem, and thus free of the
. need to defend a priori probability distributions, while retaining the
Bayesians” ability to speak of probabilitiés for hypotheses, which the
reliability paradigm does not allow. The main contributions here are
Fisher”s theory of significance testing, maximum likelihood estimation,
and fiducial probability, and, stimulated by these idea of Fisher”s,
Hacking”s logic of support and Kyburg’s epistemological probability. I
shali also include Carnap”s development of confirmation functions here,
since although Carnap was a Bayesian, his major contribution was not to
the development and defence of the Bayesian methodology, but to the
construction of a concept of probability tailored to make sense of the
notion that an hypothesis can be considered more or less probable,
depending on the strength of support offered it by the evidence upon which
its probability is determined,

Finally the Bayesian paradigm needs to be briefly characterized. That is
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not so easy; however, for this tradition is internally divided in
significant ways. First, there are objective and subjective Bayesians,
divided by the concept of probability they employ, which then leads to
considerable differences in the nature of the theory of inference to
inverse probability which they defend. Jeffreys and Jaynes are the
principal objective Bayesians, while Ramsey, de Finetti, Savage, and
Jeffrey are the main figures in the subjective Bayesian camp. Since these
two positions have become clearly established, Levi has added a new strand
to the Bayesian paradigm with his original account of Bayesian
decision—making, govermed by convex sets of probability functions and
epistemic utilities} and, preésing Jajnes’ method of determining prior
probabilities into more general service, a school of neo-Bayesians has
emerged which replaces Bayes” theorem as the basis of inverse inference

with the rule of maximum entropy conservation.

Each of the three paradigms will be the subject of a later Chapter in this
thesis, and all of the theorists mentioned will be discussed. While this,
so far as 1 am aware, will cover all of the prominent theories of
induction and statistical inference, not every theory is listed for
discussion. It has been my intention, however, to cover all of the
versions of the three paradigms that have thus far been developed, and
thus 1f I have been able to make good my intention then there is no
attempt to provide an answer to Hume”s problem of induction, by basing
inductive inference upon probability, which is not closely related to a
theory discussed, if it 1s not itself given consideration. Moreover, the

coverage of my three paradigms can be confidently thought to be
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sufficiently comprehensive, since they jointly cover the fields defined by

the suggestions of Glere and Seidenfeld.
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4. ON THE MODAL THEORY OF PROBABILITY.

Certainly, so far as the philosophical tradition is concerned, the three
paradigms cover all of the possibilities, for, broadly speaking, the
frequency, logical, and subjective theories of probability form the basis
for systems of inference in the reliability, confirmational, and Bayesian
paradigms, respectively. Aside from these, the only major concept of

probability is the modal concept. We shall deal with that here.

Hacking revives the modal theory of probability in a recent defence of the
Neyman—Pearson statistics, fetracting his criticism of 1965 that this

form of statistics does not provide us with whét we most want, namely a
measure of support for hypotheses. Hacking now thinks that Neyman-Pearson
statistics do give us what we need, viz a basls on which to make the
(modal) assertion that an hypothesis is probable.(8) Thus, according to
Hacking, inferences on the Neyman-Pearson model support statements of
modal probability. I want to emphasize here that the support runs from the
thedry of inference to modal probability, and not the other way around;
the modal theory of probability is not a complete theory, being dependent
upon the success of another theory of probability, or rather a theory of
inductive inference. (And we shall see in our discussion of
Neyman—Pearson statistics below, that while Hacking”s analysis of modal
probability and statistical inference in the Neyman—-Pearson school does
blunt the force of his earlier criticism of those inferences mentioned
above, this dependence leaves the Neyman—Pearson justification of

statlistical inference within the reliability paradigm open to the most
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damaging of Hacking”s original attacks.)

The distinction between non-modal and modal theories was defined by
Toulmin as the distinctlion between taking “probably p”~ to differ in
content from “p”, as against taking “probably p” to state the same

fact as the simple assertion “p”, but to state the claim in a guarded
way; indicating that the assertion is not to be relled upon. Hacking
neatly catches the main idea of the modal concept when he asserts, in its

-

defence, that probably H™ is not a statement about H. It is a way
of stating H.” The way of stating H being a way in which the reader
or listener sees that the spéaker, while willing to assert H; wishes to

make clear that the possibility of H’s being false is not ruled out by

the evidence he possesses.

The modal theory thus stands opposed to both the frequency and logical
theories of probability, since on both these accounts “probably H is a
statement about H: on the frequency account, that in some real or
hypofhetical reference class the proportion of occurrences of states in
which H is true dominate those in which it is false; and in the logical
theory that on some evidence, the inference to H is stronger than the
inference to -H. Whether the modal theory is incompatible with the
subjective theory of probability, however, is not so clear, since on the
;ubjective theory to assert “probably H™ is to announce that your belief
in H is stronger than your belief in -H, which is plausibly what one

is doing when one guardedly z;sserts H, ie. when one asserts “probably

H~ intending “probably” to be interpreted in the modal sense.
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Toulmin does not, however, adopt a degree-of-belief analysis of modal
probability, for he wants, as does Hacking, to retain, when one asserts
“probably H”, the propriety of the listener”s inference that one has
good evidence for "H”, whereas this is not part of the meaning of
“probably H™ on the subjective theory. For when one repeatedly asserts
“probably H” in the subjective sense of “probably”, one is not at fault
in any way if “H” should prove false; rather the repeated non-occurrence
of the event predicted by H should, via Bayes” theorem, lower the
probability of H until one asserts “probably —H". However, in
distinguishing the modals “probably” and “perhaps” Toulmin notes that one
can be unlucky enough for H always to turn out to be false and yet
suffer no embarrassment for having repeatedly asserted ’ﬁerhaps H”,
whereas in asserting “probably H” one makes oneself “answerable for
fulfilment, if not on all, at least on a reasonable proportion of

occasions”.(9)

From this it is clear that one only has a warrant for asserting “probably
H”, ie. one may only assert "H” under the protection from occasional
failure afforded by the modal “probably”, when one has evidence to

support the prediction that the events described by “H” will occur.
Consequently, if one accepts the modal theory of probability one must also
accept that before one can legitimately employ “probably” one must be in
possession of a satisfactory inductive logic. In short, before one can
derive any benefit from probability on the modal account, Hume”s problem

must be solved. There can be, therefore, no solution to Hume’s problem in
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the modal theory itself, and thus we need not discuss it further

We turn now to the main task of this thesils, the examination of the models
of probable inference provided by the three paradigms indentified in this

Chapter.
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CHAPTER 5. THE RELIABILITY PARADIGHM.

1. INTRODUCTION.

In this Chapﬁer I shall describe and examine the forms of inductive
inference defended by those Who belong to the reliability paradigm. This
will require us to consider'fhe theory of hypothesis testing due to Neyman
and Pearson, the theory of estimation by the calculation of confidence
intervals which Neyman developed, and the work of Wald on providing a

decision—theoretical basis for these techniques.

Qur aim will be to clarify whether the inference forms recommended by
these authors provide an answer to Hume”s problem in the terms already
defined, namely the construction of a form of inductive inference for
which a clear and compelling justification can be given. More precisely,
we seek to clarify whether the inference forms promulgated within the
reliability paradigm are such that the critic can reject the conclusion of
an inductive inference, judged correct by the paradigm, without
transgressing against a principle of rationality to which the critic can
be committed. We shall see that, on this specification of what is
required to refute the inductive sceptic”s claim that induction has no

foundation in reason, the reliability paradigm contains no answer to Hume,
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since the inference forms which have thus far been developed suffer from a

number of defects, which allows the critic to reject each of them.

One problem with Neyman—Pearson statistical methods, as I shall from now
on refer to the forms of statistical inference defended by these
theorists, 1s that they all presuppose that the agent is in possession of
certain factual knowledge which cannot be inferred directly from
observation statements. Noting this, Reichenbach declared these methods
to be secondary rules of induction, and concluded that they could not
stand alone as an answer to Hume.(l) Recently, Giere has challenged
Reichenbach™s view, seeking?a form of justification which does mnot require
that all premises of a justifiable inference be independently justified.
Using an obvious terminology, Glere describes his project as the rejection
of Hume”s foundationism in favour of a non~foundati§nist justification.(2)
As already indicated, this response to Hume does not rest essentialiy on
the concept of probability, and thus falls outside the scope of this
thesis. Our failure to consider Glere’s suggestion ought not be taken;
theréfore, to imply lack of interest in it; indeed; I think Glere is on

the right track, but this is not the place to follow him.
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2. INDUCTIVE INFEREMCE AND INDUCTIVE BEHAVIOUR.
a. Neyman“s Behaviourism.

The main figure of the reliability paradigm, especially as an interpreter
of the philosophical basis of the programme, is Neyman. Now since
Neyman”s most notable philoéﬁphical contribution has been his repudiation
of the idea of inductive inferemce and his championing of the idea of
inductive behaviour, we must begin our analysis of the statistical
methods of the reliability programme as methods of inductive inference
with an analysis of Neyman’slview and a defence of our assessment of his
statistical methods as methods of inductive inferemce. In so doing we
shall find that despite Neyman~s pfotestations to the contrary; and his
espousal of scepticism with regard to induction, he does offer statistical
procedures which are intended to be a rational basis for the scientific
practice which is ordinarily and properly described as accepting a claim
on the warrant of an inductive inference. But even if Neyman had no
inteﬁtion of offering statistical procedures to support sclentific
inductions, the question whether Neyman-Pearson methods can be used as
rational forms of inductive inference would still be an interesting and
urgent problem; for even if Neyman did not view these methods in this
1ight; it is indubitable that practising scientists and statisticians do
so view them; and leading philosophers have defended this interpretation.
Hacking; for example; now defends the Neyman-Pearson theories of testing
hypotheses and confidence interval estimation as “sound theories of

probable inference”, declaring this to be “worth arguing” precisely



because Neyman rejected the concept of inductive inference.(3)

Turning now to Neyman”s claims, we shall see that there are two distinct
conceptions of statistics confused in his account of inductive behaviour.
On the one hand hé presents inductive behaviour as just a particular way
of reaching a conclusion; while on the other he bases the choice of the
appropriate statistical metﬁbd to apply to some problem on consideration
of the consequences of various outcomes, here preventing, I shall argue;
Neyman—-Pearson statistics being taken as an account of scientific
inference as opposed to practical decision-making. Once the two
conceptions are clearly sepaéatéd, the interesting questions are whether
either of them can provide an independent basis for Neyman-Pearson
statistics, or whether the logic of the tests incorporates elements of
both; and, whichever of these alternative proves to be the case, whether
the clarified theory can serve as a rationally justifiable form of

inductive inference.

Neyman adopts the first conception of inductive behaviour in a paper

written jointly with Pearson:

We are inclined to think that as far as a particular hypothesis
is concerned, no test based upon the theory of probability can
by itself provide any valuable evidence of the truth or falsehood
of that hypothesis.

But we may look at the purpose of tests from another view-point.
Without hoping to know whether each separate hypothesis is true
or false, we may search for rules to govern our behaviour with
regard to them... Here, for example, would be such a “rule of
behaviour”™: to decide whether a hypothesis, H, of a given type
be rejected or not, calculate a specified character, x, of the
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observed facts; if x> x

reject H, if x <= x, accept
H.(4)

o]

Now provided nothing extraneous to the assessment of evidential support is
involved in the choice of H, x, Xo; or any other element of the

test, there seems no good reason why we should not conisder this rule of
behaviour as a rule of inference and thus take this behaviourism to be
only a terminological idioéyncrasy. That Neyman and Pearson used the term
“behaviour” rather than “inference” could then be put down to their wish
to distance their proposed basis for the acceptance or rejection of tested
hypotheses from the prevailing conception of statistical inference,
accérding to which an inference must involve deductive proof of the
conclusion or at least confirmation of it by the premises. This is
Hacking”s suggestion: rejecting what went by the name of reasoning in the
field of inductive inference, Neyman and Pearson rejected the name as well
when they came to setting out the logical basis of their tests of
hypotheses.(5) Neyman gives support to this liné of analysis in a paper

from:1941, in which he wrote:

In the author”s opinion, the word “conclude” has been wrongly
used in that part of the statistical literature dealing with
what has been termed “inductive reasoning”. Moreover, the
expression “inductive reasoning” itself seems to involve a
contradictory adjective. The word “reasoning” generally
seems to denote the mental process leading to knowledge.

As such, it can only be deductive. Therefore, the description
“inductive” seems to exclude both the “reasoning” and also
its final step, the “conclusion”. If we wish to use the
word “inductive” to describe the results of statistical
enquiries, then we should apply it to “behaviour” and

not to “reasomning”.(6)
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Here Neyman reveals himself to be (to borrow Stove’s term), a deductivist,
his behaviourism resulting from a restricted and mistaken view of
inference. Thus we get the impression, urged on us by Hacking, that we
can reinterpret Neyman”s rulés of inductive behaviour as rules of
inductive inferenée, provided only that we refuse to accept both Neyman”s
deductivism, and the conception of inductive inference (shared by both the
confirmation and Bayesian pfbgrammes) that inductive inferences
essentially involve the calculation of (non-modal) probabilities for the
conclusions of the inferences. We would then have that Neyman-Pearson
tests are inductive inferences leading to the acceptance or rejection of
hypotheses, which judgementsiare fallible and thus at best merely

{(modally) probably correct.

Before we could accept this characterization of Neyman—Pearson statistical
methods as inductive inferences we would have to be sure; however, that
Neyman“s behaviourism is only terminological, and I have already indicated
" that this is not the case. For part of Neyman's adoption of his
beha;iouristic conception of induction involved identifying statistical
methods as procedures for making decisions rather than reaching
conclusions, and features proper to decision—making; but foreign to making
inferences, may thus have become included in the very logic of the
Neyman—-Pearson statistical methods. The queétion that needs to be
answered, therefore, is whether Neyman“s decisions can be reinterpreted

as conclusions.(7)
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b. Neyman™s Naive Empiricism.

In our discussion of Neyman-Pearson statistics, in order to determine
whether the decisions Neyman spoke of in elaborating his concept of
inductive behaviour can be taken as conclusions in our sense, we shall be
primarily concerned to investigate whether the theory of hypothesis
testing and estimation by the determination of confidence intervals relies
upon any subjective element. Since Neyman held a frequentist concept of
probability, the likely place to look for an element of subjectivity in
his statistics is in the useiof utilities in chosing appropriate
statistical procedures for given problehs. Before we begin that anaiysis;
however; it will be helpful to examine Neyman“s conception of science; for
this will give us an idea of the kinds of circumstances in which he
envisaged his statistical procedures being employed; and since Neyman will
be found to hold a naive empiricist account of science, this will explain
how he could have thought that scilence could get by merely with
stétistical tests governing inductive behaviour, rather than, as is
crdinarily,supposed; requiring inductive inferences to support scientific

conclusions.

In the main paper in which he developed his concept of inductive behaviour

Neymah wrote:

The general development of sclence proceeds very much as
the process of children”s learning to walk. With a
tremendous expenditure of time, energy, and funds, a
great number of organized sets of observations and of
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experiments are performed daily. The results of these
observations and experiments are recorded, and some of
them are systematized and collated with material
accumulated earlier. Then theoreticians ponder on the
records, and work out theories.(8)

We have here a naive empiricist account of science, which at the time
Neyman wrote was not, of course, uncommon, for it was prior to the
publication of Kuhn”s influential [1962], and Popper”s [1959]. Lack of
awareness of one cof the ﬁain peints of the latter, the theory-ladenness of
observations, 1s particularly significant in Neyman”s concept of science,
for contrary to Popper”s demonstration, Neyman assumes that theories
depend for their support on Bbservations directly and thus not on other.
theories. Thus Neyman mistakenly believed, at least at this time, that
statistical procedures are only called for at the end stage of an enquiry,

as he made plain:

In the present paper I intend to sketch an anatomization
of a particular phase of scientific research, namely the
concluding phase, frequently called inductive
reasoning. (9)

Neyman“s picture of science, then, imagines it to be a two step procedure:
first the observations are made, and then the inductive judgement
completes the enquiry. Another plece of science will have this same
structure. What is missing from Neyman”s account is the dependence of one
enquiry on the results of some prior investigation, and thus the
realization that success in some inductive judgement presupposes accuracy
in some prior judgement. Neyman thus fails to see that a sound decision

in one enquiry, presupposes a correct inference in a prior investigation
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whose results are employed in the latter enquiry. And since any test, any
step in the growth of sclentific knowledge might become, and is expected
to be capable of becoming, a presupposition of some later step, the
results of every scientific judgement must be capable of standing as a
conclusion. The process whereby a judgement is justified, therefore,
cannot properly be characterized as the adjustment of an agent”s
behaviour; it must be a rationally justified inference in order that the
outcome be rellable for amother agent in another enquiry, where the
results of the first are presupposed. In short, science cannot avoid
theory-ladenness, and thus it cannot make do with decisions. Science

cannot be fabricated from deéisions, but only from conclusions.

Clearly any science that allowed judgements to be régularly and properly
made on the basis of assessments which include consideration of subjective
factors, such as the consequences fof an agent’s reputation if a negative
result is published, would soon break down. If there is to be any

* consideration of consequences in the process by which judgements are
justified, the consequences considered must be purely epistemic; for then
the judgements remain objective and are thus (according to the distinction
between conclusions and decisions adopted here) to be comsidered the
conclusions of inferences, not decisions derived from application of

decision—-rules.

Before turning to the consideration of the details of Neyman-Pearson
statistical procedures it would only be fair to Neyman to remark that he

did not adopt his conception of inductive behaviour for no good reason.
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Rather, he provided a penetrating analysis of some statistical procedures
Fisher defended as inductive inferences, and argued that in each there
appears to be a step which, in ﬂeyman’s terms, is “an act of will”, this
act having the consequence that the hypothesis under consideration is
either acceptea Of rejected. Néyman here comes very close to what Hume
argued in his analysis of induction; indeed, it would be felicitous to say
that Neyman“s reason for rejécting any claim of Fisher”s that he (Fisher)
has provided rational methods of induction is that in each of his
statistical procedures there is a step which “is mot supported by reason”;
and Neyman”s rules of induétive behaviour can profitably be viewed as an
attempt to educate Hume’s hagits. We may not like Neyman’s solution to
his problem of statistical inference any more than we do Hume”s solution
ofvhis sceptical doubts concerning induction, but that gives us no basis

for ignoring either critique.
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3. A SERETCH OF HEYMAN-PEARSON TESTS OF HYPOTHESES.

In their early joint papers‘Neyman and Pearson put forward a new theory of
tests of statistical hypotheses, incorporating both a new logical
structure, and a new defence of the rational force, or cogency, of the
tests. Some years later Neyman added a new theory of estimation,
estimation by the deterﬁination of confidence intervals.(10) As Neyman“s
presentation of his theory makes clear, confidence interval estimation is
closely related to tests of hypotheses, or hypothesis testing (as I shall
commonly call it), and thus-@e shall only need to discuss in detail one of
the theories. I shall choose the theory of hypothesis testing for close

examination, since that 1s the simpler of the two.

In essence, a test of an hypothesis is a rule for determining whether the
hypothesis under test, H» is to be accepted, or whethgr it is to be
rejected in favour of some specified alternative, Ha’ according to the
obsefved outcome of some relevant experiment, where the outcome obsérved
is the result of some stochastic process and is represented by the value
of a specified random variable. Some hypotheses require more complex
tests than others, but the problems I wish to consider are almost all
present in the simplest of tests, so we shall, for the most part, restrict

our attention to these.(ll)

The initial step in constructing a test of some hypothesis is to adopt a

particular kind of mathematical model for the possible outcomes of an
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experiment designed to discriminate between the hypotheses under
consideration; namely a model in which the outcome of the experiment is
supposed to be a quantity which, on repeated trials of the experiment
would take each of its possible values with a long run frequency
determined by the model and hypothesis under test, but whose value cannot
be predicted with certginty on any given trial. The outcome of the
experiment, that is, is assumed to be a random variable distributed
according to some one of'the family of functions specified by the model,

the precise function being picked out by the hypothesis under test.

The simplest example is the éxperiment designed to test whether a coin is
biased; the experiment consisting of a set of n tosses and the outcome
being the number x of tosses resulting in ﬁeads. ‘Now on the assumption
that the tosses are independent we adopt as the mathematical model of the
experiment, M, that x is randomly &istributed according to a binomial
function £(x), with one free parameter needing to be fixed to determine
the distribution uniquely, this free parameter being p, the probability
that the coin will land heads on a single toss (which Neyman and Pearson

identify with the long run relative frequency of heads among all tosses).

Now this model, like any other mathematical model which would have allowed
us to apply the theory of hypothesis testing to the question of the bias
of the coin, defines a class of admissible hypotheses concerning the
coin”s bias. Hypotheses such as that the coin is biased to produce a
predominance of whatever face 1s uppermost on the first throw, are

inadmissible, being inconsistent with the assumption of independence of
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tosses Incorporated in the model. In fact the class of admissible
hypotheses 1s limited to hypotheses assigning p point values in the

interval [0,1].(12)

Once the model‘and set of admissible hypotheses is defined, the next step
is to select thé test and alternmate hypotheses. We shall not examine
here on what basis this seléétion may be made; Neyman typically refers to
elements of decision theory at this point in constructing a test, and we
shall want to enquire whether this is avoidable, and if not, whether it
introduces an element of subjectivity into Neyman~Pearson tests. For now
we note simply that two hypoéheses, HO and Hé, are chosen from the

set of admissible hypotheses to serve as the hypothesis to be tested and
thé alternate, respectively, and leave till later both the analysis of why
we need both of these hypotheses to be specified, and the basis of their

selection.

The outcome of the experiment 1s the number of heads observed among the n
tosses. It is this variable, x, which is the random variable in the
experiment, and the set of possible values for the random variable; the

sample space, is thus the set of integers from O to n; inclusive.

With these preliminary definitions completed we come to the core of the

construction of a test, the selection of a portion of the sample space as
f

the critical region, so called because if the random variable should

take a value within the critical region then the test hypothesis is to be

rejected and the alternate accepted.. The criteria Neyman and Pearson give
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for selecting the critical region constitute their most distinctive

contribution to the theory of statistical tests.

Neyman and Pearson”s recommendation was that in order to select the
critical region we must comsider two kinds of error which we might make in
performing a test of an hypothesis. First, we might reject H, even

though it is true; this is an error of the first kind. Second, we might
accept Ho even though it is false; this 1s an error of the second

kind. We will want to avoid both of these errors, and thus choose our
critical region to give us the best chance of so doing. The matter is
complicated, howe#er, both in respect of the determination of the error

of the second kind, and in choosing a critical region which gives the
optimum balance between the two kinds of errors, and we shall postpone

further discussion till our criticism of hypothesis testing, below.

Having chosen a test and alternative hypothesis and a critigal region to
use in a test between them, we conduct the experiment and observe whether
the fandom variable falls in the critical region or not. If it does the
test directs us to reject Hy in favour of H,, if not we retain

Ho' The justification for acting in this way, or, rather, making

these inferences, is that because the probability of x taking a value in
the critical region when H0 is true 1is low, we will not often err if

we reject Hj when a such a result occurs, ie., when x takes a value

in the critical region; while, since the probability that x takes a

value not in the critical region when H  1s false 1s also kept low, we

will again err only infrequently if we reject Ha in this circumstance.
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We have, then, a long run justification for the tests, viz, set the error
probabilities for your test at a level where the errors represent
acceptable risks, and then abide by the test knowing that you will be
wrong only so seldom that the risk of being wrong on any particular

occasion is acceptable.

This justification is ingenious, and is part of the great appeal of
Neyman~Pearson tests. However, it requires further scrutiny, and we shall
consider it in the next section, along with the other major elements of

the theory, as identified above.
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4., ANALYSTS OF TESTS OF HYPOTHESES.
a. The Empirical Presuppositions of a Neyman—Pearson Test.

All statistical tests begin from the assumption that the result of the
experiment which generates the data to be used in the test is subject to
the influence of some chance factor, that is to say, that there is
ineliminable though limited variability in the experimental outcome, so
that while the outcome of no single trial is predictable with certainty,
the relative frequencies of %he various types of outcomes is stable in the
long run of trials. This assumption 1is required to emable the random
variable, x, to be defined; and to allow a distribution for it, f(x);

to be calculated. The essence of a test of an hypothesis, Ho; is to
determine whether the assumption about the experimental outcome made By
H  in determining fo(x) as the distribution of values of x, can

account for the observed experimental outcome.

What we are concerned to clarify here is whether the stochastic model
incorporated in Ho’ is put to the test in the test of Ho, or

whether the test has an empirical presupposition - which would raise the
problem of the justification of this presupposition. This question was
raised early on by Fisher, with subsequent investigations by-Rogers and

Glere.

To begin our analysis note first that in my discussion of the construction
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of a Neyman—Pearson test I have followed Neyman”s example in his
discussion of Fisher”s lady tasting tea test and considered the model to
be shared between the test and alternate hypothesis, and thus the model
is, though Neyman does not point this out, an empirical presupposition of
the test.(13) = It might be thought that the need for an empirical
presupposition can be avoided by taking the model to be incorporated in
H, itself, and thus put to the test by the test of the hypothesis.

This, however, in consequence of problems with defining the probability of
an error of the second kind on this interpretation of the nature of the
hypothesis tested, requires another empirical c¢laim to be adopted as a
presupposition for the,test,iand so the problem is not avoided by the

manoeuver suggested. Let us get this clear.

If the statistical model M is shared between H  and H, then it

is simple to define both kinds of errors, and to determine their
probabilities. Given any critical region we can compute the prbbability
of making an error of the first kind, for given Ho it 1s simply the
probébility that x will take a value in the critical region even though
Ho is true; and this is determinable because Ho, in‘conjunction

with M; the mathematical model for the experiment, completely specifies
f(x); the hypothesized distribution of the random variable. Computing
the probability of an error of the second kind is a little more complex,
but still possible; because while —Ho is not any definite hypothesis,
M& -H, is — 1t is a complex hypothesis specifying that the real
distributién belongs to the family M but is not the particular member of

the family identified by H- Thus because M is not put to the
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test, and thus is not rejected along with H, should that go, the

probability of an error of the second kind can be calculated.

Suppose now that M is incorporated in HO and is not a presupposition

of the test. This will raise two problems, the first being that we no
longer have any basis for the determination of the class of admissible
hypotheses. WNow this is a serious problem, for if the admissible class is
not logically exhaustive, to choose a class of admissible hypotheses is to
assert that the disjunction of the hypotheses, which is not logically
necessary, 1s true - and this is an empirical claim, and thus an empiriéal

presupposition of the test. ;Perhaps, then, the admissible class can be

logically exhaustive, merely defined as Hj and its negation.

This will not work, however, or.rather it gives rise to a second problem
since we cannot now calculate the probability ofban error of the second
kind, ie. the probability that x will not take a value in the critical
region even though Hj is false, for -H, is not a definite

hypoﬁhesis and thus it determines no specific distribution for x, as
Fisher pointéd out, deriding the whole idea of an error of the second
kind.(14) Moreover, the vast class of distribgtions compatible with
= cannot be structured in the way necessary to allow a best test to
be chosen for the test of Ho against -Ho, as Glere, following

Rogers, proves.(1l5) Commonly, this problem is avoided by, without
discussion or defence, redefining “error of the second kind” as the

error of accepting HO when Ha is true.(16) Thus it is assumed, as

we have seen it must be if the choice of the test is to be justified on
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the criteria Neyman and Pearson give for choice of eritical regions, that
if Ho is false H a is true, and thus Ho v Ha becomes an

empirical presupposition of the test.

Justification of Neyman~Pearson tests of hypotheses, and also confidence
interval estimaﬁion, for the logical situation is no different in this
later case, will require that the empirical presupposition we have shown
to be required by a Neyman-Pearson test, namely the specification of a
manageable class of admissible hypotheses, be justified. That will not be
easy, since the specification will require, in effect, the assumption of a
claim requiring inauctive su;port in its turn, viz that one of a
non~exhaustive disjunction of hypotheses concerning the distribution of
outcomes of an ekperiment is true. Indeed, it is this problem with
stimulated Giere to consider a non-foundationist conception of

justification for induction.
b. The Problem of Partitioning the Class of Admissible Hypotheses.

Thus far I have assumed that there is no problem in partitioning the class
of admissible hypotheses into a test and alternate hypothesis. However,
this selection cannot be arbitrary, for the test is not symmetrical with
respect to these two. How then do we determine where to make the

partition?

In their early joint papers Neyman and Pearson were concerned principally

with developing the mathematical foundations and machinery for hypothesis
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testing. The theory provided the formal criteria to be applied when
making the partition, but no guidance on their application. It was said
only that a test should be chosen to minimize the probability of a type
one error, and then the probability of a type two error should be
minimized subject to the error of first type not exceeding its specified
minimum (the two errors being so related that decreasing the probability
of one increases that of the‘other). Thus the statistician was told only
to determine which hypothesis it was most important not to reject if true,

and to adopt this as the test hypothesis, H, the remainder of the

class of admissible hypotheses becoming the (typically complex) alternate,

H,-(17)

Now it is obvious that consideration of the consequences of decisions
taken according to whether one accepts this or that hypothesis will make
the selection of Ho trivial,vat least invprinciple. This can bekdone

by attaching loss functions to the actions of accepting the two hypotheses
- when false, and then choosing‘Ho so as to minimize the probability of

the most serious loss. However, before we slide into decision theory
here; as Neyman was prone to do, we ought to reflect upon whether we can
make sense of the talk of loss functions in purely theoretical contexts,

bearing in mind that science is based upon conclusions, not decisions.(18)

Neyman gives one analysis of the application of purely epistemological
criteria in the choice of HO.(19) He notes that we want to avoid

making erroneousyclaims, that we will proclaim H, if Hj is

rejected; and thus that we should take as Il.a the hypothesis we wish to
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find evidence for, and take as H, the remainder of the admissible

class of hypotheses. But this distinction is not at all clear. What is
it about an hypothesis that makes it the kind of hypothesis we wish to
find evidence for? The key ﬁere, I think, is in the name often used for
the test hypotheses, the “null” hypothesis; what makes an hypothesis a
null hypothesisbis that it adds nothing to present knowledge, it merely
restates the current sitgatibn. The basis for the partitioning,
therefore, is not in the logic of tests of hypotheses but in the analysis
of the relationship between the admissible hypotheses and the scientific
context in which the research is being conducted. Whét is required,
therefore, to formalize and }ationalize the partitioning; is a theoretical
account of the growth of knowledge which a;cgpts the theory of hypothesis
testing as a form of induction and provides an account of how this tool
may be best used (problems with the rétional justification of induction
aside for the moment -~ here we are concerned with practice, not its
rationalization). The lack of such an account is sorely felt in the
social sciences particularly, where the banality of papers bristling with
statistical research, which has no obvious point,‘is often remarked. But
the absence of such an account is not, as it sometimes seems to be
thought, a failure on Neyman”s, or Pearson”s, or their followers” parts,
for the distinctidn they rely upon between null and research hypotheses is
a philosophical distinction, and it is up to philosophy of science to
give a clear account of it. An attempt was made by Churchman, but it has

been 1argely; and in my view unjustly, ignored.(20)
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¢. The Problem of Defining a Best Test.

From the way we have discusséd Neyman—-Pearson statistics so far; in
particular because we have continually referred to the rejection region;
it might seem as though a test is defined by the hypotheses considered.
This is not the case, howevér, for given any pair of test and alternate
hypotheses it is possible to define many, perhaps an infinite number; of
potential rejection regions, thus making it possible to draw conflicting
inferences from the same data. If Neyman-Pearson tests are to be rational
methods of induction, or evén useful rules of behaviour, this liberality
will have to be severely curtailed; in particular, if the tests are to be
rational methods of induction, then there must be, for given evidence and
hypotheses, just one correct inference, and this requires the
identification of the uniquely best rejection region, or best test (a test
being defined by the rejection region chosen). On what criteria, then,

might this choice be based?

The main criterion has already been introduced. A test is defined by
choosing a region of the set of possible values of the random variable and
deciding that if the observed value of the random variable falls in this

region then Hj is to be rejected for H,, the choice of rejection

region being governed by the desire to have a very low probability of

getting a result in that reglon if Hy is in fact true, while also

ensuring that the probability of getting a result in the rejection region

is quite high if Ho is false. If we get a result in the rejection
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region even though Hj is true we will falsely reject that hypothesis

and thus commit an error of type one, while if the result is not in the
rejection region even though H, is false, we will fail to reject it

{and thus fail to accept true Ha’ according to the empirical
presupposition of the test), and thus will commit an error of type two.
Let us call thebprobability of an error of type one the size of the

test; and, recalling that since Hy v H, is assumed to be true the
probability of the type two error can be identified with the probability
of rejecting Ha when it is true, and supposing that b is the

probability of a type two error, we define the power of a test against
the alternative H to be equgl tol -~ b. Then the main criterion

for choice of a test is to choose the rejection region so that for a test
of acceptable size the power of the test is maximized. By adopting such
a test we get the probability of making the most important error; a type
one error, acceptably low, and theﬁ minimize the probability of committing

a type two error.

Sevefal difficulties can be noted at once. First, size and power are
directly related, for reducing the size of the test also reduces its poWer
- we can reduce the size to zero by including no possible values of the
random variable in the rejection region, but then the probability of
committing an error of type two would be unity and the power would be
zero; while we can get maximum power by taking all of the possible values
of the random variable to be the rejection region, making the probability
of an error of type 1 ;nity. Obviously a balance between size and power

must be struck, but just where it ought to be struck is left by Neyman and
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Pearson to the good sense of the scientist. Moreover, since we can
improve both size and power, ie. reduce size and increase power, by
increasing the sample size, we have to strike a three way balance
between test size and power, and sample size. Thus an already complex
problem is further complicated by the introduction of the possibility of
varying the characteristics of the test by varying the sample size. Now
there is no obvious purely eﬁistemic consideration which could arbitrate
between competing proposals on the optimum balance between size and power
in a given case, and the introduction of sample size makes the prospects
for such a rule even more remote; but leaving it to the good sense of the
scientist merely hands him a:ﬁroblem the experts have been unable to solve
- a fact Wald exploited in introducing a decision-theoretic basis for

choice of the optimum test.

The other main problem with the criterion that the best test is the one
that maximizes the power for the desired size is that it only applies to
relatively few sets of admissible hypotheses, viz those for which both
Ho and Ha are simple hypotheses. It 1is only possible to calculate

a probability distributioﬁ for a completely specified hypothesis, thus we
must consider complex hypotheses as sets of simple hypotheses and
determine a function to give a distribution for each of the simple
hypotheses. Thus if H, is complex we will have to consider the size

of the test in relation to each of the simple hypotheses in complex Ho
and then choose a test whose maximum size is acceptable. If H, is
complex we will have to calculate the power of the test against every

simple hypothesis in Ha’ which gives the power function of the test.
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These things done, we can then try to choose a best test, which we will be
relatively straightforward only if among all tests of a given (acceptable)
size there 1s a test which is most powerful against all of the simple
hypotheses in the complex alternative, ie. is uniformly most powerful; the
superiority of this test being an immediate consequence of the main
criterion for choosing a best test, viz, maximizing power for acceptably

low size.

It may be, however, that there is no uniformly most powerful test, in
which case we have no straightforward extension to the basic criterion to
fall back on. 1In this situaéion a series of further criteria are
propqsed; but I shall not go into them, for as it turns out there is no
complete set; and there are nét even clear rationales offered for some of
them, it being a “matter of taste”, in Lindgren”s words, whether they are
desirable properties for a test to have.(2l) This is plainly
unsatisfactory. If tests of hypotheses aimed to be inductive inferences
which refute Hume”s inductive scepticism, then their choice would have to
be défensible in the face of probings from a sceptical critic; and this
they would not be 1f the critic were only committed to the choice of a
test by his particular tastes in the matter of testing. For without a
basis for insisting that a certain test is the best test for the
hypotheses at hand, conflicting inferences will be able to be drawn from
the same evidence, and the critic will be able to choose his test to
protect his cherished beliefs, and in so doing expose the lack of rational

foundation of the testing procedure.
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d. The Lowmg Run Justification.

We have now the final element of the Neyman-Pearson system of statistics
to discuss, namely the justification for using tests which meet their
criteria for optimality. As we have already seen the justification
offered depends upon the long run error frequencies characterizing the
tests; for example, 1f we are using a test with size a and power b;

the rationale for employing the test is that in the long run of
applications (for which the empirical precondition of the test is met, ie.

either Hj or H, is true) we will not reject true H,> and thus

assert false Ha’ more than lbO.aZ of the time, and we will reject

false Hy, and thus assert true Hy, at least 100.bZ of the

time.(22) Neyman-Pearson statistical testé are thus provided with a
simple and appealing objective basis (provided, of course, the empirical

presupposition can be justified).

There is a problem, however, since the justification refers to the long
run;‘and thus not to any particular application or finite set of
applications. Any actual employment of the test, therefore, must be
backed up by an inference from the long run to the short run, and rests
upon Bernoulli”s theorem, that theorem allowing us to calculate the
probability that a set of n tests will contain no more than the expected
number of tests which commit either of the two errors. And we know from
this theorem that the probability that the tests in a finite set will
collectively be as reliable as fheir long run characteristics promise;

comes close to unity even with relatively small sets of tests. There are
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three problems, however, with the employment of Bernoulli”s theorem in

defence of the tests.

First, in order to apply the long run error frequencies to some short run
of tests we have to assume that the tests we conduct are a random sample
from the infinite set of tests. This cannot be literally true; since the
tests conducted are not anyvkind of sample taken from an infinite set; but
there does not seem to be any reason to refuse the point which is really
required; namely that the tests actually conducted are not atypical in any
respect. While the critic could point to an unjustified assumption here,
he could make little of it, gince there is no obvious basis for casting

doubt upon its presumed truth.

Second; and much more important, the use of Bernoulli;s theorem sketched
above presumes that the tests are applied singly. But they are not;
rather, in one enquiry, we will get chains of tests as one set is employed
to test the laboratory equipment for sterility, another set to test the
purigy of reagents, another to test the purity of the strain of biological
material being tested, another to‘check the accuracy of meters and
measures, and another to determine the outcome of the experiment, the last
being accurate only if all or the others are error free. Once the

complex structure of science is recognised, it is plain that for a final
test to be error free we must have had a run of quite a few error free
tests, for the conclusions of these earlier tests are presupposed 1n the
final test. What we need to calculate, therefore, is not the probability

that no more than the expected number of test will contain an error, but
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rather the probability that mone of n tests will contain an error, and

this probabllity falls alarmingly as n grows.

Third, there is a problem in making sense of the justification via
Bernoulli”s theorem within the reliability programme. The problem is that
we do not get from Bernoulli”s theorem the assurance that there will be,
in a group of n tests of size (say) 0.0l, no more than m tests

containing an error, rather we only get a probability for this error
frequency. As Hacking pointed out, the very high probabilities which we
can get for a test”s proving reliable are often referred to as “practical
certainty”, or some such phrase, but he rightly declared that such phrases
merely conceal the fact that in the justification of Neyman-Pearson tests,
which are suﬁposed to involve no notion of probability for hypotheses or a
logic of support for hypotheses, just such a notion is employed.(23)
Hacking thus poses a dilemma for the reliability paradigm; For its
supporters must either adopt a logic of support or confirmation; to give
some way of making sense and use of the probabilities assigned to
hypotheses by Bernoulli”s theorem - and thus’give up the distinctive
feature of the reliability paradigm, the rejection of probability for
hypotheses in favour of objective error frequencies for statistical tests;
and thereby undermine Neyman-Pearson statistics; or admit that the tests
are without ratiomal foundation, the long run justification being
unavailable because, apart from any other problem, it involves the notion
of probability for hypotheses. And Hacking 1s surely right in his

attack.(24)
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This ig a particularly important problem for the reliability paradigm, for
without a notion of probability for hypotheses the long run justification
of Neyman-Pearson tests involves just the kind of obscure and unanalysed
jump; here from “low error frequency in the long run” to “success on this
occasion”, which Neyman found in Fisher”s jump from high probability to
acceptance, a step Neyman described as “taking a calculated risk”, or “an
act of will to behave... in a particular manner”. Neyman argued that
calling this act of will an inference obfuscated the true nature of
learning from experimental results. That charge can be directed also;
therefore, at the attempt to find a long run justification for
Neyman-Pearson tesfs, whethef interpreted as rules of behaviour; or rules

of inference.

This completes my discussion of Neyman and Pearson”s contribution to the
reliability paradigm. For the sake of balance in‘my critique, it is worth
pointing out that I have not dealt with all of the criticisms which have

* been levelled at Neyman—Pearson tests. Criticisms which are prominent in
the 1iterature but not touched upon here include Hacking”s claim that
Neyman—-Pearson tests are essentially suited for before~trial analyses,
while we are often able to employ, and are advantaged by employing,
post-trial analyses; that counter—intuitive tests can be constructed using
the possibility for mixed tests that the reliability programme allows; and
that for just significant outcomes, the criterla of optimality allow tests
which behave in paradoxical ways.(25) The problems identified above,
however: the non-uniqueness of Optimal’inferences on Neyman-Pearson

criteria, due to no uniquely best combination of sample size, and test
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size and power; the need for empirical assumptions; and the failure of the
long run reliability justification; these are the main problems for the
those who profess to find a solution to Hume”s problem of induction in the

statistical methods recommended by the reliability paradigm.
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5. THE DECISTON-THEORETICAL CONTRIBUTION TO THE RELIABILITY PARADIGM.

Although I have already rejeéted any characterization of inference as
decision-making, at least in the absence of a satisfactory theory of
epistemic utility, it will be useful to see if the criticisms we have made
of Neyman-Pearson statistics could be overcome if we adopted a
decision—-theoretic approach to statistical tests. Thus we shall finish
our analysis of the reliability paradigm with a brief discussion of Wald's

development of Neyman“s conception of statistiecs.

As we have already seen the Neyman-Pearson analysis of hypothesis testing
does not select any one test as the uniquel& best for any given situation.
Rather the statistician is required to first decide what risk of an error
of the first kind he can afford, and then to adjust the choice of critical
region to achieve the desired test size, with as high a power as can be

© got without requiring too large a sample. Given any situation, then, the
decision to set the size of the test at a certain level and not to reduce
it by increasing sample size (thus also increasing the cost of

sampling5, or allow it to increase by making do with a smaller sample, and
the similar balancing of test size against power, are not determined by
the theory. How to fix the independent variables is a problem, as we have
already remarked, that Neyman and Pearson left to the good sense of the

scientist.

Neyman did begin a line of argument which offers hope of bringing the
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initial set of decisions under the rule of law. As Giere nicely puts it,
once we think of tests of hypotheses as the basis of actions in practical
contexts, once; that is, that we decide to act in a certain way given the
acceptance of a certain hypothesis, it becomes natural to attach weights,
perhaps even mdnetary weights, to the consequences of the various acts
open to us in each of the possible states of nature.(26) But although the
idea of inductive behaviour leads maturally to the introduction of this
idea, and provides a simﬁle solution to the partition problem - choose as
H, the hypothesis which, should it be erroneously believed false;

would lead to the worst loss - it providés no theoretical framework in
which to consider the optimaiity of a given test in terms of the gains. and
losses attached to the various possible actions in the possible states of
‘mature. Once we adopt a set of parameters fermitting the determination of
these gains and losses, we need a method for weighing them, or rather
their expectations, against one another, and this was provided by Wald,
bringing together the game theory of von Neumann and Morgenstern, and

Neyman-Pearson statistics.

If we follow this line of development we end up with a set of interrelated
costs and gains dependent upon the unknown state of nature. There is thus
a proBlem of defining the best decision function, ie. the best
decision-making strategy. ‘For it will not generally be the case that any
one decision function, ie. any one sample sizé plus critical region, will
maximize our gain or minimize our loss in all possible states of nature.
Rather, it is usually the case that one choicerwill do best if one state

of nature obtains, another in another state, and thus the introduction of
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gains and losses does not lead immediately to a basis for chosing an
optimum test. Rather it poses the general problem of chosing the optimum
decision function. Now one decision rule, the minimax rule, which
requires choice of the decision function which has the smallest maximum
loss, has gained wide acceptance, but there is doubt over whether it can
be meaningfully épplied in the scientific context. For seeking to guard
against the worst possible outcome seems unduly cautious unless Nature is
out to get us by waiting until we adopt a belief which will lead us badly
astray if the state of the world is not such as we believe it to be, and
then organizing things to realize this state. Why not believe; on the
contrary, that Nature wishesito be understood, and thus choose the
decision function which maximizes the possible gain? Clearly either
choice, or any other which attributed to nafure the psychology of the
player of a competitive, or co-operative, or any other kind of game; badly
strains whatever analogy there might be between science and playing

games. (27)

I do ﬁot intend that these brief comments should be taken as any kind of
thorough critique of the decision-theoretic approach to statistics.

Rather my intention has been to quickly sketch out where the introduction
of the consequences of the acts associated with adopting various beliefs
leads us, and to indicate that evén if it solved the problem with which it
.does give some aid, the problem of finding criteria to select an optimum
test, it would leave the other problems with Neyman-Pearson statistics
untouched. And recalling, of course, that the introduction of

consequences of acts threatens the objectivity of science, and thus may
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introduce more problems than it solves, it seems clear thdt there is no
solution to Hume”s problem to be found in the reliability paradigm,
whether as a distinctive approach to the nature of inductive inference, or
as the basis for a thorough—-going decision-theoretical interpretation of

science.

That judgement requires qualification only by pointing out that it rests
heavily on maintaining Hume’s foundationism, his insistence that the
premises of a justifying inference be justified in theilr turn. Should we
give that up, as Giere recommends, then the attraction of the statistical
methods of the reliability p;fadigm, particularly in view of the problems
of the other paradigms we have yet to investigate, would be greatly

increased.
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CHAPTER 6. THE CONFIRMATION PARADICM.

1. INTRODUCTION.

The philosophers and statisticians who have sought to provide forms of
inductive inference which measure the levels of support offered the
conclusions of inductive infe}ences by their premises, leaving the )
Bayesian tradition until the next Chapter, may be divided into two groups.
In the first group are Fisher and Hacking, in the second‘Keynes and
Carnap; and of course there are others who have made greater and lesser
contributions to the lines of thought initiated by Fisher and Keyneé
respectively. But my discussion, since it deals with the common basis of
" the two variants of the programme, is restricted to the méin figures.
Indeea, my discussion will focus on Fisher and Carnap, the most
influential figures in the two traditioms (Carnap”s work superseding
Keynes” ), and also on Kyburg, whose work combines elements of both

traditions to form a new and powerful conception of inductive inference.

What I aim to show in this chapter is that each of the inference schemes
recommended by the authors to be discussed is not logically compelling, or
that it is logically compelling only if we grant some assumption which is

equivalent to an empirical claim itself requiring the support of an
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inductive inference. This discussion thus extends to further theories of
induction, theories based on logical conceptions of probability, the kind
of critiqué of statistical inference directed at the reliability paradigm
in the previous Chapter, ahdlleads to the conclusion that there is no
solution to Hume’s problem of induction to be found in the statistical
systems put forward in the confirmation paradigm. For the critic is left
free to reject the conclusion, or to refuse to attach a specified
prpbability to the conclusion, of all inductive inferences judged correct
by the standards laid down by the confirﬁation paradigm, since he can
adopt this position without transgressing against a principle of reason to

which he can be committed.
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2. FISHER™S THEQORY OF INDUCTIVE INFERENCE.
a. Fisher on Induction

Fisher makes it plain that his aim in proposing various statistical and
experimental procedures is to justify inductive inference (or rather
inductive inferences of certain types). Indeed, he takes inductive
inference to be at the véry centre of statiétics, finding in the history

of the subject,

the steps, some hesitating, some even false, by which
men have come gradually to understand how their reason
may be applied to uncertainties, yet applied with

logical rigour, and how, in particular, it may be applied
to observational facts with all their paucity in number
and their imperfect precision, and yet draw from them
precisely those inferences which the observations
warrant.(1) : ’

High on the list of false steps Fisher placed the attempt to use Bayes”
theorem as the standard rule of inductive inference; like other
frequentists, Fisher thought that in genmeral Bayes” rule could not be
employed as a basis for inductive inference because in general we cannot
find any rational basis for assigning probabilities a priori, on which
application of the theorem depends.(2) The frequentist”s position is well

captured in Fisher”s claim that in using the rule generally,

advocates of inverse probability seem forced to regard
mathematical probability, not as an objective quantity
measured by observable frequencies, but as measuring
psychological tendencies, theorems respecting which are
useless for scientific purposes.(3)
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Thus while on occasions we may be able to find acceptable prior
probabilities and then use Bayes” theorem to give us the probability of an
hypothesis under test, or an inverse probability as it is sometimes known,
in general some other method for assessing inverse probabilities, or some
form of inference from samplg to population which does not aim to assign a
probability to the hypothesis under examination, must berfound. Fisher
saw clearly what was at stake in rejecting Bayes” rule as a basis for
inductive inference in general, and set himself the task of supplying a
substitute form of inference:to do the work of the rejected procedure,

warning that

the rejection of the theory of inverse probability

was for a time wrongly taken to imply that we cannot
draw, from knowledge of a sample, inferences respecting
the corresponding population. Such a view would entirely
deny validity to all experimental science.(4)

In order to secure the validity of experimental science, or more briefly,
induction, which is clearly the problem under discussion by him, Fisher
proposed three distinct forms of statistical inference (in addition to the
use of Bayes” theorem) each appropriate to distinct conditions of
information and ignorance, and each allowing inverse, ie. inductive,
inference, to proceed. The three forms of inferénce are significance
testing, estimation (according to the procedures Fisher laid down), and

fiducial inference. Of these inference forms Fisher wrote:

In fact, in the course of this book, I propose to
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consider a number of different types of experimentation
with especial reference to their logical structure, and to
show that... entirely valid inferences may be drawn from
them... If this can be done, we shall, in the course of
studies having directly practical aims, have overcome the
theoretical difficulty of inductive inferences. (5)

This claim we shall be concerned to evaluate in our discussion.
b. Tests of Significance.

In one of his clearest passages on the point and purpose of tests of

significance Fisher wrote:

In general, if, in connection with a given observational
record, a hypothesis is considered which 1s well defined

in the sense that from it can be derived definite expectations,
we may use the observations to test whether these expectations
have been realized, or whether, on the contrary, the
observations depart so far from expectation in some

relevant respect that the hypothesis under consideration

must be deemed to be contradicted by the data, and must be ‘
abandoned. In the latter case the deviations from expectation
are deemed to be significant, while in the contrary case, if the
observations are such that with reasonable probability they
might have arisen on the hypothesis under test, this hypothesis,
though not proved, has at least so far been coufirmed, and,
pending further and more stringent observations, may be
accepted. (6)

I want to draw out two features of significance tests which are introduced
in this description. First note that tests of significance are clearly
presented aé an initial stage of a perhaps longer process; if the
hypothesis passes the test it becomes the working hypothesis and goes on
to more elaborate and more stringent trials, while 1f it fails then the

significance test is the terminus of that enquiry. Thus, so far as any
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final verdict 1s concerned, a significance test can only have one outcome,
namely test failure resulting in the rejection of the hypothesis. A
significance test, 1f successful, does not lead to the finél acceptance of
the hypothesis under test, ndr to the acceptance of any rival hypothesis,
since (unlike Neyman-Pearson tests) no other hypothesis is involved in the
test.(7) (According to Fisher the consideration of rival hypotheses in
bidding for confirmation comes only when an hypothesis embodying a
statistical model has passed a test of significance and has thus been
adopted as a working hypothesis, at which time we consider which of the
various hypotheses assigning rival values to parameters of the model is

best conflirmed by the evidenée.(S))

So far as the logical cogency of tests of significance is concerned, then,
there are two questions to be decided: does failing a test of significance
constitute a reasonable basis for the rejection of the hypothesis tested?;
does passing a test of significance comstitute a reasonable basis for
" adopting the statistical model embodied in the hypothesis as the basis for
furthér research and testing? Before we can answer these questions we

shall have to>get clear the concept of significance.

Considerable confusion surrounds Fisher”s concept of significance. On the
one hand he used the term, as in the passage quoted above, to refer to
experimental results which differ so markedly from the predicted result,
le. lie so far out on the tall of the hypothesized distributipn, that we
cannot reasonably conclude that the hypothesized distribution is the true

distribution. This is the sense in which the term has been used by other
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statisticians influenced by Fisher.(9) On the other hand, however, when
Fisher explicitly defined the term and, moreover; in his most
self-conscious elaboration of the logical cogency of tests of
significance, hé identified the significance of a result with its low
probability,(loj Now, as many authors have pointed out, this second
definition leads to ridiculous results, since it will often be the case
that every possible outcome gf an experiment will have a probability below
that of the significance level.(1l1l) But when this was pointed out to
Fisher, however, as Savage tells the story, he responded evasively.(12)

We need not be concerned With’this, however; for we have Fisher”s practice
to go by, and this, for exampie in his famous analysis of the test of the
lady”s powers to discriminate between cups of tea made in different ways,
guides us to take thevsignificance level of a test of significance to
refer to the probability that a result in a tail area of the distribution
will occur. (13) More precisely, using a suggestion of Seidenfeld’s; let
us say that an experimental outcome is more or less discrepant (from the
hexpected outcome) depending on whether the reciprocal of its probability
is greater or lesser;j outcomes with the lower probability are thus said to
be more discrepant.(l4) An experimental outcome is then defined to be
significant if the sum of the probabilities of that outcome plus any
outcome more discrepant than the actual outcome does not exceed the

significance level of the test.

Fisher claimed that an hypothesis which is subject to a test in which a
significant result has (repeatedly- I dgnore this qualification here)

occurred may be reasonably rejected, citing as the basis for the inference
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that

the force with which such a conclusion is supported is
logically that of the simple disjunction: either an
exceptionally rare chance has occured, or the theory of
random distribution [ie. the hypothesis under test— MR]
is not true. {(15)

Now clearly this disjunction:-has no force if we identify significance with
the rarity of the experimental outcome, for as Hacking noted, there are
some distributions for which any particular experimental outcome will be
rare. But while the claim is no longer obvious nonsense if we define
“gignificance” in the manner _suggested, it is not yet clear that the
disjunction has the force Fisher intended. For it will be the case, after
all, that significant outcomes will occasioﬁally occur in the course of
testing a true hypothesis - indeed, they will presumably occur in a fairly
long run of tests with a frequency close to their probability. When a
significant result occurs, therefore, why cannot we put it down to chance
- and retain our hypothesis? The logical cogency of tests of significance

clearly requires further discussion.

What could be the rational basis of rejecting an hypothesis for the reason
that its truth would entail the occurrence of a significant outcome? Let
us examine Fisher”s own explanations, noting that whatever is the answer
to this question copstitutes whatever rational justification there might
be for the use of tests of significance as Fisher expounded them. We
begin with his earliest papers and work our way through to his most

detailed analysis, given in his [1956].
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There is not much to work through: surprisingly, Fisher provided, so far
as I have been able to discover, only three accounts of the logical force

of his tests of significance. In his [1935a] he wrote:

It is usual and convenient for experimenters to take

5% as a standard level of significance, in the sense

that they are prepared to ignore all results which fail

to reach this standard, and, by this means, to eliminate

from further discussion the greater part of the fluctuations
which chance causes have introduced into their experimental
results. No such selection can eliminate the whole of the
possible effects of chance coincidence..... for the “one chance
in a million” will undoubtedly occur, with no less and no more
than its appropriate frequency, however surprised we may be that
it should occur to us. (16)

It would seem here that Fisher identifies the significance level of a test
with the long run relative frequency with which tﬁe test would yield a
significant result purely by chance (ie. ﬁould yield an outcome very
different from that expected even though the tested hypothésis is true),
and suggests that by keeping the significance level low we will ensure

* that only rarely will we be misled by a test of significance to reject a
true-hypothesis. If this is not yet a reliability paradigm interpretation
of the logical force of a statistical test it is well on the way to such
an analysis, as Gilere argued.(l7) We need not, therefore, comment further
upon this suggestion of Fisher”s, since we have already dealt with this
analysis of the logical force of statistical tests in the previous

Chapter, and thus have covered this interpretation of the logical force of

tests of significance.

Fisher did not return to the question of the logical basis of tests of
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significance until 1955 when he claimed, in a discussion critical of the

reliability interpretation of statistical procedures; that

from a test of significance... we learn more than

that the body of data at our disposal would have passed an
acceptance test at some particular level; we may learn, if we
wish to, and it is to this that we usually pay attention,

at what level it would have been doubtful; doing this we

have a genuine measure of the confidence with which any
particular opinion may be held, in view of our particular
data.(18)

While this passage is clear in its rejection of the reliability
interpretation of tests of significance, arguing that significance levels
ought to be interpreted as supplying a measure of the confidence we can
rationally place in the hypothesis tested and thus giving a confirmational
interpretation of tests of significance, it sheds no light at all on the
rational basis of the tests when so interpreted. We therefore turn to
Fisher”s [1956] where he pursued this interpretation, first conducting a

. sketchy psychological analysis of the mind of an experimenter who has just
recorded a significant result, in the hope of showing that this mental
state 1s not what the reliability or Bayesian analysis of statistical
tests would lead us to expect, and then turning to the rational basis of

this psychological state:

Though recognizable as a psychological condition of reluctance,

or resistance to the acceptance of a proposition, the feeling
induced by a test of significance has an objective basis in

that the probability statement on which it is based is a fact
communicable to, and verifiable by, other rational minds. The
level of significance in such cases fulfils the conditions of a
neasure of the rational grounds for the disbelief it engenders.(19)
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Here Fisher seems to take the position that the explanation of why having
a significant result recorded against it constitutes an adequate ground
for rejecting an hypothesis is that it is definitively reésonable to do
so, ie., the fact that it is reasonable to reject an hypothesis which
fails a significaﬁce test is definitive of reasonableness (at a level of

stringency determined by the significance level of the test).

I am suggesting, that is, that Fisher proposed as a principle of reason
that it is reasonable to reject (at the level of stringency of the test)

an hypothesis which has failed a test of significance.

Fisher did not offer anything in defence of this principle of reason, at
least not by way of argument- presumably hé trusted that his examples of
tests based upon the principle would, by appealing to the scientific good
sense of his readers, show the principle to be worfhy of adoption. But
an application of a test of significance may be judged reasonable for some
" other reason — for example because the test can be given backing by an
intefpretation within the reliability paradigm; the principle itself thus
requires examination and defence. We shall scrutinize it in the light of

Spielman”s careful critique of tests of significance.

Spielman interprets Fisher”s claim about the logical basis of tests of

significance in much the same way as we have proposed here, reconstructing
Fisher as asserting that the level of significance at which a test rejects
an hypothesis 1s an index 6f the level of its objective incredibility.(20)

He then argues that we may not have the low level of credibility in an
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hypothesis rejected by a test that Fisher”s principle requires, nor is
there any compelling reason for us to do so. For, he éontinues, the
observed result may be even more incredible on the assumption that the
hypothesis in question is false, for we may have in mind no other
plausible hypothesis which could account for the test result, and in this
case the test provides no objective basis for assigning the hypothesis a
low level of credibility; while if our level of credibility in the
hypothesis prior to testing is very high we may judge the test outcome to
be just a rare chance outcome and continue to assign the hypothesis a high
level of credibility. On the basis of these criticisms (which I think
well directed) Spielman goes on to try to salvage tests of significance by
incorporating a requirement about the subjective prior credibility of the
hypothesis, and the rarity of a significant result on the assumption that
the hypothesis is false; both of which are, as he says, easier to

incorporate in a Bayesian model. (21)

I do not think that Spielman”s salvége operation is successful, however,
for it does not answer our question about the logical force of tests of
significance. His requirement concerning the rarity of a significant
result in the test of an hypothesis is merely that significant results be
sufficiently frequent if the tested hypothesis is false, in comparison to
their frequency if the hypothesis is true, to enable us to ratiomally
reject the claim that a significant result in some test is just a chance
rare outcome in favour of the claim that the tested hypothesis is
false.(22) Now this is just the suggestion Hacking made for the repair of

tests of significance after his critique of Fisher”s attempt at showing
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the logical force of the tests: drawing on a point of Laplace”s Hacking
asserted that it is not the improbability of some event on some hypothesis
that makes us reject the hypothesis, but rather that there is some
alternative hypothesis on which the event in question has a significantly
higher probability.(23) Thus Hacking suggested that tests of significance
cannot be conducted on single hypotheses but rather must be conducted as
tests to choose between rival hypotheses, Spielman weakening this
requirement to the condiﬁion that the frequency of significant results on
the assumption that the tested hypothesis is false must be part of the
information on which the test is based. But neither proposal clarifies
the logical force of tests of significance. For say that we know that if
H is false then H” i1s true, that the probability of a significant outcome
if H” is true is much greater than if H is‘true, and that we observe a
significant outcome in a test of H: what is to stop us opting for the
conclusion that a rare event has occurred by chance (as is bound to occur
now and again, at least in the long run)?; what is the loglcal force of

the test which might make it rational to reject H for H"?

As far as I can see knowing that the observed outcome is more probable on
H-, ie. if H is false, than it is if H is true, does not advance us at all
in our search for a rational basis for tests of significance; since it
might, after all, be the case that H is true and the result is just a
chance outcome. Which is not to say that Hacking”s and Spielman”s
critiques are without point: either allows a reliability paradigm
justification to be given for tests of significance, which cannot be given

unless the tests are amended in one of the ways suggested; for, to use
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Spielman”s version, unless we know that the observed outcome would be a
less rare event if H were false, we certainly cannot assert that in
rejecting hypotheses which fail significance tests we minimize the long
term frequency with which we adopt false hypotheses. But we have seen in
the previous Chapter that such long run justiflcations are problematic;
and besides, that is not the justification Fisher wanted to give for tests

of significance.

So far, then, we have been unable to find any rational basis for rejecting
an hypothesis following its failure to pass a test of significance. I
expect that their widespread use could be traced to‘statispicians’
willingness to argue that they have worked in the past, ie. that
hypotheses rejected after failing significénce tests have regularly been
shown to be false by the later acceptance of a rival of the rejected
hypothesis, and so the tests can be relied upon in the future; that is to
say 1 expect that an inductive justification would commonly be offered for
their use. But such a justification cannot be accepted here unless Hume~s

critique of such arguments is first answered.

How then do tests of significance fare as inferences supporting hypotheses
which pass the test? First it must be said that they are ill-suited to
the role of confirmation. Clearly it would not be reasonable to take the
non—-occurrence of a significant ;esult to offer the tested hypothesis any
worthwhile support, for the result may be quite discrepant even though
non-significant. Nor would it be reasonable to ralse the significance

level to some high figure, say 95%, for we would then be forced to reject
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hypotheses which are quite likely true. One plausible interpretation of
tests of significance as confirming inferences is to consider the test to
be a procedure for choosing between a pair of hypotheses, one being
confirmed by thé rgjection of the other at a suitably low level of
significance - Eut of course Fisher forthrightly rejected such an
analysis, and we have already dealt with it, since it leads to the

Neyman—Pearson testing model.

The suggestion Fisher made, in the passage first quoted in this discussion
of tests of significance, iszthat an hypothesis is confirmed by a test of
significance “1f the observaﬁions are such that with reasonable
probability they might have arisen on the hypothesis under test’; which
makes the probability of the result given the hypothesis;ror the
likelihood of the hypothesis on the evidence, the basis for tentative
acceptance, or rejection. Perhaps we could follow this hint and base a
theory of confirmation upon likelihood. We shall not make such an

attempt, however, for it can be shown that no such test provides a way of

escaping Hume”s inductive scepticism.

To see this, consider a test which yielded a result giving maximum
likelihood to the hypothesis tested. This would occur when the
probability of the result given the hypothesis was unity; ie. when the
hypothesis entailed the evidence. Such a test is just an ordinary
hypothetico-deductive test of an hypothesis; and such tests do not have to
be subject to Hume”s criticism to be found wanting; indeed;

hypothetico—~deductive inference is merely the fallacy of affirming the
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consequent “more politely described”.(24)

Fisher”s first form of inference offered as a solution to the “theoretical
difficulty of inductive inférence’ thus proves to offer no help at all to
the the philosopher in search of relief from inductive scepticism, because
the critlic is under no compulsion of logic or clear reason to accept the
verdict of such a test. Forﬁif an hypothesis passes a test of
significance it is supportéd by nothing stronger than ar
hypothetico~deductive inference; while if an hypqthesis fails to pass a
test of significance, that does not constitute a reasonable basis for
requiring abandonment of that hypothesis, since, after all, the hypothesis
predicts, albeit with low probability, the result which is now offered as
evidence against it. We now proceed to consider the second inductive

method proposed by Fisher.
c. Estimation.

As noted in the discussion of tests of significance, Fisher intended
estimation to be the second stage of the scientific examination of some
phenomenon. This second stage presupposes that the result of the first
stage test of significance has determined to which family the distribution
of the phenomenon under study belongs, and the task now is to decide which
member of this family represents the distribution in question, requiring
that a parameter or parameters characterizing the family of distributions

be specified. This specification is the task of estimation. Fisher made

this plain:
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Problems of estimation arise when we know, or are willing

to assume, the form of the frequency distribution of the
population, as a mathematical function involving one or

more parameters, and wish to estimate the values of these
parameters by means of the observational record available.(25)

Estimation is thus a secondary method, in Reichenbach’s classification;
and one which, as we have just seen, is in difficulty with its empirical
presupposition (the determin;tion of the family of distributions involved
in the problem of estimation) which must, given the failure of tests of
significance to rationally support tested hypotheses, be taken as an
assumption. (26) As a comple;e method of induction; therefore; an initial
problem with Fisher”s theorylbf estimation is that its rational
justification will require a non—foundationist conception of justification

to be shown to be adequate.

Placing the problem of the justification of presuppositions to one

side, the interest in Fisher”s theory of estimation centres on the
-possibility that it incorporates a further challenge to Hume”s conception
of reason, viz, an alternative to the idea that it is reasonable to make
only those inferences known to be truth-preserving. We shall see that for
a certain class of inferences Fisher does aim to provide just such an
alternative standard of reason; or rather; bearing in mind the opacity of
his writings, at least to the penetrative ability of this reader; we
should say that such an alternative can plausibly be extracted from

Fisher”s discussions of estimation.
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As Fisher explicitly defines his notion of estimation it is hard to see
what estimation has to do with induction. Fisher”s definitions vary from
the utterly inscrutable to the circular version quoted above. But most of
Fisher~s comments on the evaluation of estimates; especially in relation
to his main innovation in criteria for good estimates; the criterion of
efficiency, present estimates as summaries of the data. This réading of
Fisher has been adopted by both Hacking and Seidenfeld;’Hacking claiming

that

in Fisher”s opinion, an estimate aims at being an accurate

and extremely brief summary of the data bearing on the true
value of some magnitude. Closeness to the true value seems to
be conceived of as a kind of incidental feature of estimates.(27)

The problem here is that unless we show the superiority of some other
conception of estimation, the idea that an estimate is good or bad
depending on how accurate it is defines the notion of estiﬁation itself.
. Therefore what is required to show the logical structure and rational
basis of estimation on Fisher”s model is either a connection between an
estimate”s meeting Fisher”s criteria for good estimates and the accuracy
of the estimate, or some analysis of inductive inference qua estimation
which shows why it is reasomable to aécept an estimate meeting Fisher’s
criteria, rather than to insist that accuracy is an necessary criterion

for estimation.

Hacking, rejecting Fisher”s conception of estimation as a misguided point
of view, developes the first option. We shall review his efforts below.

For the moment, however, let us try to extract from Fisher some
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alternative conception of the rational foundation of inductive inference

in problems of statistical estimation.

Fisher does, I think, propose a novel conception of reason in relation to
statistical estimation, namely, that those inferences are reasonable which
maximize the relevant information available from the data. Though he
never puts the matter quite‘éo baldly as this; my claim is well supported
by his usual discussion of estimation. The point is most clear in a
comment in his main paper on estimation; where he summarized his aim in

the following manner:

Finally it may be possible to prove ... that a particular
statistic summarizes the whole of the information relevant
to the corresponding parameter, which the sample contains.
In such a case the problem of estimation is completely
solved. (28)

I do not think that my claim will be controversial; but in any case it is
of some interest, quite apart from what Fisher’s theory of estimation
actually was, to see 1f we can extract from his work a novel principle of

estimation which might not be susceptible to Hume”s inductive scepticism.

What I take to be Fisher”s principle looks attractive. He proposes; in
effect, that we stop trying to find forms of inverse inference - and a
rule of estimation constitutes such a form of inference - which we can
guarantee will be truth preserving; and look for rules of inference which
make the best use of the data available. That seems to supply a

justification for the inference; for while we do not know that it will not
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lead us astray, we do know that there is no further guidance to be got
from the data we have, or that the inference is the most soundly based we
could make. But there is one proviso that must be noted here; and it
turns out to vitiaﬁe Fisher”s proposal. For that it is a virtue of an
estimate to make the fullest use of the data available presumes that that
data is a sound basis for the estimate. Therefore; for Fisher”s criterion
to be a reasonable basis.fdrvselecting an estimate we mﬁst be in a
position to know that the evidence we have is not misleading; to know,
that is, that we would not do better by using just a part of the data we
have available, or by ignoripg it altogether. Now Fisher did provide a
guide here since one of his ériteria for estimétion is that the'datavupon
whiqh the estimate is based must be relevant. It is to this criterion

that we first turn our attention.
Fisher”s principle of relevance was consistency. He wrote:

The fundamental criterion of estimation is known as the
Criterion of Consistency, and is essentially a means of
stipulating that the process of estimation is directed
to the particular parameter under discussion, and not to
some other function of the adjustable parameter or
parameters. (29)

Consistency, and this is the most important point about it; is a property
of the process of estimation; ie. of the function.or statistic whose
values we take as estimates; congistency is not a property of the
individual estimates. This 1s made clear in the paésage above, as it is
in most places in Fisher”s writings; but he slipped at least once into

asserting that
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an inconsistent estimate is an estimate of something
other than that which we want an estimate of.(30)

This claim may well leave the unwary with the impression that it makes
sense to speak of a consistent estimate (rather than a consistent
estimating function, or estimator) and that a consistent estiﬁate is an
estimate of the parameter we are trying to estimate. If we fall into that
confusion, we are then led on to ask how good an estimate is some
particular value we have mistakenly called “consistent”, and when we
discover that the estimate 1s produced by an estimator which has minimum
possible variance for that problem of estimation (another of Fisher~s
criteria for a good estimate), and especially if we understand this to
mean that the estimate itself has the minimum possible error; then at the
end of that line of thought it seems that we have the problem of induction
solved for any problem to which the theory of estimation yields an answer.
_But an error was made in the first step; in applying the tefm “consistent”

to the estimate rather than to the estimator.

I am not suggesting that Fisher himself ever offered that confused line of
argument; rather my point 1is that it isg by such an argument that one might
mistakenly think that one has found in Fisher”s work on estimation a
solution to Hume”s problem of induction for inferences to which Fisher’s
tﬁeory of estimation applies. However, quite apart from any logical flaw
in the argument cited, it is not supported by Fisher”s theory of

estimation, as investigation of that theory will show.
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Fisher was keenly aware that not all seemingly desirable properties of
esimators are of any use as a guide to the reasonableness of the
associated estimates. Thus he rejected a common formal definition of
“consistency” - that the estimator should take the actual value of the
parameter on a.sample consisting of the entire population; or that as the
size of the sample grows without limit the estimate should tend to the
actual value of the parametef. As he pointed out, on this definition any
estimator at all can be made consistent by constructing a function of both
the estimator of our choice and some consistent estimator such that on
small samples the chosen est%mator dominates while on very large samples
(or on the whole of a finitempopulation) the position is reversed.(31)
Fisher avoided this problem with the received definition by offering a
definition which made consistency a property of an estimator on samples of
all sizes, adopting as a definition that to be consistent a statistic must
take the actual value of the parameter on every sample invwhich the
observed frequencies on which the estimate is based take their expected

.values.(32)

Fisher”s innovation solves the problem of the relationship between
consistency in the long run and consistency as a property of an estimator
employed on small samples, making consistency a more useful characteristic
of estimators. But it does not solve the problem of securing the
relevance of the estimate, for what is required to ensure the relevance of
a particular estimate is that consistency of the estimator be related to
the estimate itself; in short it does not solve the problem of the

relationship between the property of the estimator and the property of the
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estimate.

Why should we take an estimate provided by a consistent estimator to be
relevant to deferﬁining the value of some parameter? There seems to be no
reason, since we do not know how far our particular sample diverges from
that expécted and thus we do not know whether a consistent estimator
“directs us to the particulér parameter under discussioﬁ’ or directs us
away from it. Of course, if we adopt a conception of estimation according
to which the best estimate is the one closest to the true value; and
accept that while we cannot:pick this estimate in any particular case we
can employ an estimator whi;h in the long run will frequently give ué
values near the true value, ie. accept a reliability paradigm

conception of the rational basis for using a particular estimator; then we
have some reason for accepting the estimate of a consistent estimator.

But this approach is far from problem free; as we have seen in the
preceding chapter; in particular, the need to assume the functional form
of fhe distribution (given the failure of tests of significance to provide
adequate support for successfully tested hypotheses) becomes crucial here;
for a mistaken assumption will generally give us a false value for the
long run error frequency associated with a particular test. We conclude;
therefore, that Fisher failed to show that consistency; his principle of
relevance, provides the justification needed to make the choice of an

estimate based upon rational grounds.

As to Fisher”s second criterion, efficiency, this provides no basis for

estimation by itself. Being defined in terms of minimum variance, a
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statistic which always took the same value regardless of the sample would
be maximally efficient - though, of course, inconsistent, (but we have
found no basis for insisting on consistency). Fisher”s theory of
estimation must therefore be rejected as an answer to Hume s inductive
scepticism, regardless of its relative virtues as a statistical procedure
when doubts about the rational foundations of induction in general are not

on the agenda.

d. Fiducial Inference.

Among the statements chosen by Edwards to set the scene for his [1972] was
a remark by Devenant (1698) in which what we would today describe as

logico-mathematical methods in the sciences are referred to as “The Art of
reasoning upon Things by Figures”. The mystery, if not magic, conjured up
by this wonderful phrase nowhere makes itself more keenly felt than in the

statistical inference form Fisher called fiducial inference.

I think that the reason for the air of other-worldness that clings to
fiducial inference is that there has thus far been, so far as I am aware,
little attempt to reconstruct the intuition which led Fisher to put the
inference scheme forward as a general method of inverse inference.
Fisher“s own discussions consist not of analyses but of examples; indeed,
Seidenfeld declares that it is a misnomer to refer to the fiducial
“argument” on the grounds that all Fisher left us was a “poorly sketched
technique”.(33) This tradition extends to the critical literature which,

judging from Seidenfeld”s review, has proceeded to examine fiducial



p-153

inference by proposing counter-examples to what were apparently Fisher”s
rules for sound fiducial inference. Notable exceptions to this trend are
Hacking and Kyburg, both of whom have been at pains to set out the logic
of the inference in clear detail, but the inference scheme which each lays
out is his own product, not Fisher”s fiducial inference, even if that be

the inspiration for these later suggestions.

We can find the intuitive basis of fiducial inference by examining the
logical structure of an an easily accessible inference Fisher himself put
forward as a basis for “examining the logical cogency” of his fiducial
argument.(34) He clearly took this inference to reveal the intuitive
basis of fiducial inference, declaring that his new inference form could
only-be rejected “by those willing to reject this simple argument”. We
shall find, however, that Fisher”s “simple argument” is by no means
straightforward, and that, to judge from the line of argument Neyman
pursued in relation to fiducial inference proper, he at least might have
rejected the “simple argument” for the kind of reason we shall give.
Accepting, then, Fisher”s claim that the “simple argument” does reveal the
logical basis of fiducial inference we shall not push on to examine that
inference form proper, since the genuine inference form would share the
problems of the “simple inference”, problems to which Fisher”s theory of
statistical inference provides no answers. On this basis we shall
conclude that fiducial inference offers no solution to Hume”s problem of

induction.

The argument of Fisher”s referred to in the previous paragraph may be put
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thus. Let there be a population of trials on a random variable x of
which nothing is known save that its distribution function is continuous.
Let m be the median of the distribution, and a be the number of

outcomes of trials on x yielding values less than the median in a set of
trials randomly chosen from the population. Consider a case in which this
set of trials on x has only one member, x = 0. Fisher suggests that

we may argue as follows:

1) P(a = 1| x) = 1/2
2) x =0
therefore 3) P(a = 1] 0) = 1/2
therefore 4) P(m > 0) = 1/2

In order to clarify the importance of examining this inference note that
from two premises, the first being an immediate consequence of the
definitions of m and a, and the other a single observation, we are
apparently entitled to conclude that the conclusion of an inductive
inference (for the inference set out is inductive) has a certain definite
probability. If this inference stands scrutiny, therefore, for some
concept of probability which provides an adequate account of the link
between probability and rational degree of belief, it would seem that
Hume “s problem is well on the way to solution for the class of cases to
which such inferences would apply. But does the inference go through?

This cannot be answered until the inference is substantially clarified.

What mainly needs clarification here is the meaning of the term
“probability” as it is used in the various lines of the inference. It

seems clear that at least in the first premiss stochastic or factual
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probability is being referved to, for no justification is given for (1),
and if 1t is a statement of factual probability it requires none, being an
immediate consequence of the definition of “median”. But any other
concept of probability would make the assertion of (1) a less trivial

matter. To make its meaning plain (1) should be rewritten as

(1) Pypegl(a = 11 %) = 1/2

indicating that the probability is a probability,, in Carnap”s
classification, and is based upon the stochastic model Ms representing

the set of trials on the random variable x.

Is (3) also to be interpreted as a probability2 claim? It is clear that
Neyman, a thoroughgoing frequentist who did not use the concept of
probabilityl, thought so, for the relevant section of his critique of

fiducial inference proceeds much as follows.(35)

We cannot make sense of (3) as a probability2 claim as easily as we were
able to deal with (1), for in M, D is a not a random variable but an

1] 0) = 1/2° therefore

il

unknown constant. The expression ’PZ[MS](a
makes no sense, for once x is known to be O there is no random

variable in the expression and thus no basis for a probability2 claim

(other than trivial claims like ’Pz[HS](X =0lx =0) =17). If we are

to make sense of (3) as a probability2 claim we must construe m, the

median of Mg, as & random variable, or rather invent a new random

variable m

- the median of the distribution Mx’ where Mx is
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the distribution model for a population of trials on x randomly éelected
from a population of such populations (or super-population, to use
Fisher” s term) M¥.(36) An example will facilitate further discussion
of this idea. (Note that the example employs a discontinuous
distribution, against Fisher”s explicit instruction for performing
fiducial inference; however, no criticism to be made here hangs upon the

fact that the distribution is not continuous).

Let a large container be filled with dice of unknown shape and markings
and let the dice be tossed from the container so that they fall randomly
with respect to the face showing on any given die. Let x be a random
variable whose ith value is determined by the number of spots on the
uppermost face of the ith die to be examined. Consider Ms, the set

of values of x generated by tossing the die once. Let the median of
MS be m and the number of values of x less than m in aﬁ

n-membered subset of M/ be ag- Clearly we may now assert, for

n = 1 and a container filled with an odd or infinite number of dice,
(1) Py ](ag = L x) = 1/2

and of course there is no problem with
(2 x =0

But what shall we write for (3), and can this claim be validly inferred

from (1) & (2)?
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To find a well formulated probability, claim to put for (3) we must

first identify the random variable which is to be the subject of the
claim. To this end consider M¥, the set of sets of values of x
arising from a series of tosses of the container full of dice, mt, a
random variable whose ith value is given by the median of the ith set
of values of x, and a,, the number of values of x less than mt

in an n-membered subset of the ith set of tosses of x. It now makes

it

gense to claim, for m = 1,

(37) Py[Mr](ay = 1l %3 = 0) = 1/2
and from here the remainder of the inference goes through without trouble.
But the inference from (1) & (2) to (37) is invalid. Indeed, (37) is a
claim about a new random variable defined on a different population.
There is no plausible route from (1) & (2) to (37) at all; rather we have
made further assumptions from which (37) follows just as (1) follows from
the initial model defining x and Mg. (1) and (2) are completely

independent of (37).

Clearly for Fisher”s “simple inference” to go through we must interpret
(3) as a probability; claim, so that we can maintain it as a probability
claim about a and Ms when x is known. But we will then require a

theory of probability; in at least enough detail to tell us whether the
probability1 claim (3) can be validly inferred from the probability,

claim (1) and the observation(2). We could begin to attribute such a
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theory to Fisher by providing a rule of inference to get us from (1) & (2)
to (3). The rule which is adequate to this task while attributing to

Fisher as minimal a theory of probability, as 1s possible is the

following:

(2a) The probability, of events of kind e in an
infinite set of trials on a random variable for
which events of kind e are one possible

outcome is to be used as the probability, that
an event of kind e will occur on a single
trial on the random variable.

Now Fisher did employ such a principle, though he gave it as a rule for
determining probability, values for subsets of the set of events for
which the probability2 is defined, rather than as a rule connecting
probabilityl and probabilityz-(37) That is not surprising, since the

rule can be used to perform both roles, and the distinction between single
case probability, values and probability, values is required here only

to make sense of after trial probabilities, a problem which Fisher does

not seem to have addressed.

Our analysis of Fisher”s inference concerning the probability of the
median of a distribution éxceeding the value of the random variable on a
single trial has removed one of the barriers, albeit a minor one, to a
clear understanding of fiducial inference. It shows, however, the
inadequacy of the theory of fiducial inference as Fisher left it, for we
have concluded that the inference requires the support of a theory of
probabilityl, and while it is possible to attribute the basis of such a

theory to Fisher there is nothing in his writings to guide us in dealing
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with the many questions which immediately arise concerning probabilityl-

We want to kunow, for example, just what is a probabilityl; whether
probability, values are always equal to corresponding probability,

values; the rules that determine which probability2 corresponds to which
probability,; whether probability, values are unique; whether all
proba‘bility1 values are equally soundly based, and if not in what the
difference in their bases consists; and so on. Lack of clear answers to
such questions, particularly concerning the uniqueness of probabilityl
values got by fiducial inference,accounts,‘I think, for some of the
muddiness surrounding the critique of fiducial inference in the
statistical literature, as Seidenfeld surveys it. For without a theory of
probabilityl underpinning fiducial inference, debates over whether a
certain inference constitutes an error in applying the rules of the
inference or a genuine counter-—example, or over the propriety of avoiding
a counter—example by an addition to the rules of the inference, are bound
to lack any clear basis for settlement. We shall, therefore, not proceed
from this discussion to Fisher”s fiducial inference proper, but turn to
other authors who, being aware of the importance of distinguishing between
probability; and probabilitys, have given much clearer accounts of the

form of inference which Fisher was aiming to elaborate.

Fiducial inference being the last of the three forms of inference Fisher
offered as a solution to the “theoretical difficulty of inductive
inference”, our discussion of his statistics can now be concluded with the
claim that despite the originality and power of Fisher’s thought it does

not live up to his claims on its behalf in the matter of finding a
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rational basls for inductive inference.
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3. HACKING”S ACCOUNT OF STATISTICAL INFERENCE.

In his [1965] Hacking aimed to set out a group of ideas which he thought
could provide a coherent foundation for statistical inference. While he
drew on Fisher”s work, Hacking contributed many new ideas to the
conception of statistics Fisher defended, and contributed much even to the
1ines of thought taken fairly drectly from Fisher (particularly the idea
of fiducial inference), raising Fisher’s conceptions to much higher levels
of clarity. Consequently, the influence which Hacking”s work continues to
exercise on those working in the field of foundations of statistics is

considerable and independent of Fisher”s continuing influence.(38)

Very briefly, Hacking urged that relative frequency in the long run, or
chance, is the fundamental concept in statistics; that when we have to
come to some conclusion concerning a single case we ought to adopt, though
we are not logically compelled to do so, the conclusion which would apply
to the long run, ie. to expect that event whose chance is greatest; and
that this leads us, when augmented by Koopman’s logic of support and a
principle which says that one hypothesis is supported by evidence only by
the failure of another hypothesis on that evidence (and thus that support
is always choice between hypotheses), to what Hacking calls “likelihood
tests”, which are offered as the basic statistical procedure. He then
{1luminates fiducial inference with his revamped conception of likelihood,
and proposes a way of assessing the goodness of estimators. Finishing
with a discussion of Bayesian inference, Hacking covers the major topics

in the foundations of statlstics and leaves the reader with the impression
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that a coherent and solid foundation has been proposed for the main
elements of statistical analysis. But Hacking restricts his discussion in
one very important way, which I shall discuss first. We shall then
review his suggestions for likelihood tests, estimation and fiducial
inference, arguing that none provides any escape from Hume”s inductive

scepticism.

a. Statistical Inference and Induction.

Our fist task must be to investigate Hacking”s claim that statistical
inference is not inductive, which he puts forward in discussing the
inference from a random sample to the population. The basis for his
claim is his distinction between “closed” and “open” populations, which he

draws thus:

Some populations may have a definite and more or less
practically ascertainable number of members; they willvbe
called closed. In contrast are opem populations, whose
members have in some sense not been determined, or, more
correctly, whose members could in no way be determined at

present nor have been determined in the past.(39)

The point of introducing this distinction, Hacking argues, is that
statistical inference concerns only closed populations, or at least an
inference from a sample to a population is only statistical if the

population sampled is closed, for “there is no such thing as a random
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sample from the open population”.(40) For the same reason Hacking also
denies that an inference from a sample to a population is statistical if

some members of the population could not have been included in the sample.

Now clearly Hacking thinks that by restricting statistical inferences to
cases in which the entire population was available to be included in the
random sample he will be able to free the problem of the rational
justification of statistical inference from the problem of induction. (41)
But that turns out not to be the case. Before arguing this point,
however, let us reflect on the severity of the restriction placed upon

statistical inference by Hacking”s proposal.

The consquences of separating statistical and inductive inferences are
very serious indeed, since 1t would reduce statistical inferences to
inferences whose only utility would be as premises in subsequent
inductions. Take for example the case of a voter survey. For an
inference from a sample of the population to the whole population to be
statistical in Hacking”s sense it must be the case that all of the
population was available for selection and such that each had an equal
chance of selection. Now suppose that some population could meet this
requirement at time t. For the conclusion of the statistical inference
to be of any use to us other than as a purely historical fact (from which
is drawn no inference of the kind which gives history a point over and
above satisfying our simple inquisitiveness about the past — or rather
past instants) we require a further inference from our statistical

conclusion to an inductive conclusion concerning voter intentions at time
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t+, say polling day.

It might be argued, however, that the severity of the restriction placed
upon statistical inference by the distinction Hacking draws is salutary as
it forces us to distinguish between what are really separate problems: the
problem of ensuring a sound statistical inference, which is a problem of
the relationship between the sample and the population sampled; and the
problem of induction, which is a problem of the relationship between one
population and another, or between a population at one time and itself at
another time. But this argument requires a new definition of “induction”
as well as Hacking”s new definition of “statistical inference”, for as
ordinarily defined induction includes statistical inference as one of its
kinds; Hacking”s statistical inferences are, after all, inferences from
observed to unobserved instances of empirical predicates. Hacking’s
proposal ignores, that is, that even an ideal statistical inference from a
random sample to a closed population is inductive, and is therefore
subject to Hume”s critique of induction - though the problem might well be

soluble for this special case even if for no other.

Finally, even if we could define “statistical inference” along Hacking’s
lines and have it follow from this that statistical inferences are not
inductive inferences, still it does not follow that we can keep
statistical inference free of the problem of induction as Hacking seems to
have thought. For even if we could force a neat separation between the
concepts of statistical and inductive inference we could not achieve

this same separation between the inferences themselves, since every
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statistical inference, on Hacking”s definition, can only be known to be
such if we presuppose the soundness of a prior inductive inference; for we
can only arrive at the conclusion that the inference is based upon a
random sample from a closed population on the basis of an inductive
inference, randomness in selection being equal frequency of selection in

the long (and unobserved) run.(41l)

For these reasons we shall not abide by Hacking”s proposal to distinguish
statistical from inductive inference, and thus we shall treat his
suggestions for statistical inference as though they were intended to
provide a rational foundation for (at least some kinds of) inductive
inference. Accordingly, we shall examine Hacking~s statistical inference
schemes to see if they offer any aid in our analysis of possible solutions
to Hume”s problem of induction, whilst noting that should the answer be
negative then that is just what Hacking led us to expect, since he took
the view that his proposals for statistical inference did not bear on the

problem of induction at all.

b. Likelihood Tests.

As an alternative to Neyman-Pearson hypothesis tests, and having rejected
Fisher’s tests of significance as without logical force; Hacking proposes
likelihood tests as a general method of assessing the acceptability of
statistical hypotheses. A likelihood test is defined by a rule such as

this:
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(*) Reject hypothesis h in favour of hypothesis i, in the
light of experimental result e, if

P(elh) / P(eli) < a

where a is the level of stringency of the test.(43)

T want to examine likelihood tests with two questions in mind. Do
likelihood tests constitute an adequate basis for choosing between
hypotheses in general? If not, under what circumstances do they
constitute an adequate procedure for rational selection? I shall first
discuss a number of restrictions on their general applicability, then turn
to the question of their rational force once all problems of application
are solved or put to one side for the sake of the investigation. Thus we
begin by accepting the use of likelihood tests in general, consider some
special cases which cause problems, and then return to the question of

their suitability in general.

Consider first h and i such that on the evidence we have prior to
getting e, h 1s very much better supported than i, the support for

h against i has developed.as a steady and unbroken trend, and yet e

is such that alone, or in combination with the previous evidence, it tips
the scales of likelihood against h, as measured by Hacking”s rule, (*).
Here it would seem reasonable that we should be loath to reject h for

i, and would prefer to suspend judgement while further evidence is
gathered, old data checked and so on. More generally, it seems
unreasonable that the choice between hypotheses has to be based on a
comparison of their likelihoods at a particular instant rather than also

taking into account the history of the support for the two hypotheses.
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There ought to be, I am asserting, some distinction drawn between the
support offered an hypothesis by evidence which confirms an already
established trend and evidence which does not fit a well established
pattern of support. Likelihood tests, like any other theory of instant
rationality, do not take account of historical factors; and in my view
that is at least a minor failing -~ but since it is not a point which
energes from Hume s critique of induction I shall not follow it further. I
mention in passing, however, that my point may be taken account of by
distinguishing, as Barnard urges, between support and rational acceptance,
Barnard giving as his reason for the suggestion that a simple h ought

not always be rejected for a better supported but very much more complex
i. Barnard”s suggestion thus takes care of two special case objections

to Hacking”s theory, namely the problem of evidence which goes against the
trend, and the problem of increased complexity outweighing increased

support.

A third special case in which the use of a likelihood test would yield
what is intuitively the wrong decision between two hypotheses arises when
one of h or i is cooked up specially to be much more probable or much

less probable on e than the other, thus ensuring the retention of a
favoured hypothesis or the rejection of an unpopular one. Barnard makes
this point as well. To prevent such an abuse of likelihood tests it would
be necessary to insist that both h and i be genuine hypotheses rather

than ad hoc hypotheses designed specifically to win or loose the

contest. Unfortunately the logic of statistical inference then becomes

entangled with the thorny problem of distinguishing genuine from ad hoc
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hypotheses, which may not be at all easy to solve, as Hacking himself
remarks on another occasion.(43) But again, since this problem will
affect any other proposal for statistical inference which, like Hacking’s,
relies only upon the probability of the hypotheses involved in the test;
and since the problem has no special connection with the problem of
induction, we will not dwell upon it here. Indeed, the problem is one
which will arise in any methodology recommending comparisons between rival
hypotheses, arising, therefore, in differing ways, in diverse accounts of
empirical support - for example, the problem of determining what is to

count as a severe test in Popper”s methodology.

The final special'case problem I want to raise will lead us directly to
more general questions concerning the reasonableness of likelihood tests
as inductive inferences. It is the question of the level of stringency
required if a test is to give us a rational basis for rejecting particular
h for particular i. Now provided we have some answer for why

1ikelihood tests are reasonable inferences in standard cases, Hackings
answer to this question strikes me as satisfactory: he says we set the
level of stringency in the light of the cost of further testing, the
seriousness of a mistaken decision, and so on. But what is the rationale
for employing a likelihood test in a standard case, ie. when, to mention
only the special problems raised here, h and i are both genuine,

equally simple, have similar histories of support and would give rise to
similar costs were they mistakenly accepted or rejected? The answer to
this question is to be found in Hacking”s account of the logic: of

statistical inference. Let us trace it out.
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c. Hacking”s Theory of Chance and Support.

Hacking begins his attempt at building a coherent foundation for
statistics with an analysis of the concept most agree is the basis of
statistical inference, the idea of long run relative frequency, or chance.
After contributing much to the clear expression of this idea Hacking turns
to the question of support of hypotheses by data. Adopting a logic of
support from Koopman, he notes that the logic requires supplementing by a
support measure. This is to be provided by connecting support and chance,
which Hacking begins to do by providing two rules for guessing, one for
the long run and one for the unique case. The long run rule says: if
there is a set of things which are S; and we know that each S is one

of A or B but not both, and more S$°s are A than B; and we want

to guess whether each of a long sequence of S”s is A or B, such that

we will be right as often as possible; then guess that each 5 is A.

The unique case rule says: if we have to guess whether just one S is A

or B; and the § in question is chosen in a way which is not influenced

by its being A or B; then the best guess is A.(44)

Now if we could justify the long run rule and derive the unique case rule
from it we would be well on our way to providing the coherent foundation
sought for statistical inference. But, Hacking argues; there is no good
justification for the long run rule, and in any case it does not entail
the unique case rule.(45) How then does Hacking”s development of

rational foundations for statistical inference proceed? The answer is
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revealing.

To this point in Hacking”s book the reader has been led from first
principles via careful argument towards suggested rules for sound
gtatistical inference. Hacking”s argument thus holds the promise of a
clear and convincing rationale for the abandonment of any statistical
practice which conflicts with the methods recommended by his approach.

But before we arrive at rules for statistical inference this line of
development is abruptly halted; the unique case rule is not derived from
the long run rule but is held to be “validated” by what Hacking calls “the

law of likelihood”. That law is as follows:

If one hypothesis h, together with data d, implies that
something which is an instance of what happens rarely happens on
a particular occasion, while another hypothesis, i, consistent
with d, implies, when taken together with d, that something
which is an instance of what happens less rarely happens on the
same occasion, then, lacking other information, d supports i
better than h. (46)

Hacking claims that this law “expresses a fundamental fact about frequency
and support”, which is to be defended not by “deducing it from other
facts” (as Fisher defended his principle of estimation by maximum
likelihood) but by showing “how it leads to many conclusions which are
probably true, and which apparently could not be true if the law were
false”.(47) So at this point the line of justification is reversed; the
law of likelihood is justified by its consequences, and the unique case
rule is justified by the law of likelihood. Thus Hacking”s later claim,

in his discussion of “Support and Likelihood Tests”, proves rather
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unhappy, for here Hacking writes:

The theory of likelihood tests stands entirely on the logic
of support. One might venture an abstract principle about
testing in general: a good test for any hypothesis,
statistical or otherwise, is one which rejects it only if
another hypothesis is much better supported. This
principle, plus the logic of support and the law of
likelihood entails the theory of likelihood tests.(48)

While Hacking makes no claim here which is not true, the passage is
nonetheless mystifying since it gives the impression that the theory of
likelihood tests is justified by some previously given theory of support
strong enough to be the theory of likelihood tests” “entire” foundation -
and here the reader cannot help but think of the theory of chance and the
long run rule. However, the actual situation is the very opposite of the
impression given by the first sentence: the justification for the
principles which entail that likelihood tests are good tests is derived
from the ability of the tests themselves to sanction only good statistical
practices. In fact, that this was the line of justification to be given
for Hacking~’s proposed statistical tests was made clear in the first
sentence of his book, but at that point the reader was unlikely to realize

that the claim was to be taken literally. Hacking wrote

The problem of the foundations of statistics is to state

a set of principles which entail the validity of all correct
statistical inference and which do not imply that any
fallacious inference is valid.(49)

0f course Hacking is putting his point too strongly here; if we had

principles which allowed us to distinguish correct statistical inference
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from statistical fallacy we should not be so sorely in need of a coherent
account of the foundations of statistics. But all we have got is
agreement here and there and disagreement elsewhere ~ a situation wittily
presented by Kyburg in his major work on the foundations of
statistics.(50) This does not mean, of course, that there is no point to
Hacking”s demonstration that his likelihood tests have many features
thought desirable by many statisticians, while not sharing other features
widely held to be undesirable. All I am wishing to get clear is that
Hacking provides no foundation for his likelihood tests other than that
they accord with what he sees, and others to varying degrees also accept

as, sound statistical practice.

It is not our task to enter into any discussion of which features of
various statistical inference schemes ought to be prized and which
avoided. We are interested in only one feature: does the proposed form of
statistical inference in question, here likelihood tests, provide any
basis for avoiding Hume”s inductive scepticism? The point of the above
discussion was to show that the answer to this question in the present
case cannot be found in Hacking”s discussion of foundations of statistics,
his discussion of chance and support, for nothing in this discussion which
might justify likelihood tests is without need of justification in its own
right. Indeed, Hacking saw the independent buoyancy of the edifice built

on his foundations as the best way of keeping the whole structure afloat.

What criticism might the inductive sceptic level at likelihood tests,

then, aside from those problems with special cases canvassed above? The
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most important criticism would surely be that there is no assurance that
we will choose the true hypothesis over a false alternative on any
particular occasion when we select an hypothesis on the basis of a
likelihood test. This follows immediately from the failure of the
attempt to deduce the unique case rule from the long run rule, and was
what led Hacking to seek a justification for his likelihood tests in the

respectability of the inferences they sanction.

What then of the possibility that likelihood ought to be taken as a
primitive concept of empirical support, for example by accepting as part
of what it means for an hypothesis to be supported by the data that the
hypothesis passes likelihood tests against all genuine rivals?
Ironically, the problems with this move are collected together by Hacking
in a review of a book by Edwards which presented this proposal.(51)
Hacking pointed out in his review that there are counter—examples to the
rule that the best supported hypothesis is the one with the highest
1ikelihood — for example a single observation from a normal distribution
of unknown mean and variance yields the observed value as the best
supported hypothesis concerning the value of the mean, and, utterly
implausibly, O as the best supported hypothesis concerning the variance.
Hacking continues his review with a further similar example, then turns to
the problem that a single likelihood ratio intuitively corresponds to
differing degrees of relative support for competing hypotheses depending
on details about the hypotheses and data which are irrelevant to the
1ikelihood ratio. Apparently it was difficulties of this kind which led

Hacking to rethink his defence of likelihood tests.
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But the greatest problem for likelihood as a primitive concept, in my
view, is not any of the difficulties Hacking raises, though these
certainly detract from its intuitive appeal, but that it is always open to
us to declare that it was purely by chance that the evidence upon which
the test has been conducted was unfavourable to our pet hypothesis. This
is the same problem as that which led us to deny that tests of
significance have any rational force. I do not see how it can be overcome
unless we employ the argumeng that while it may happen every now and then
that the data acting through a likelihood test have the result of
requiring that we reject an hypothesis when a mere fluke result has
occurred, this will be in the long run a rare event; and this defence, of
course, gives up likelihood as a primitive concept and bases likelihood
tests on a rationale derived from the reliability paradigm. Any answer to
Hume would then come not from the logic of the tests themselves, ie. not
from the defence of likelihood as a primitive concept of empirical
support, but from the adequacy of the reliability justification; and such

justifications are, as we have already seen, in any case problematic.

Without disparaging the relative merits of likelihood tests as a method of
statistical inference, we conclude therefore that with respect to the
problem of induction they offer nothing more towards a solution than that

provided by the reliability paradigm and tests of significance.
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d. Hackimg”s Theory of Estimation.

After a subtle and interesting discussion of the nature of estimation
Hacking proposes a criterion for distinguishing a good estimate from a bad
one, based upon an estimate”s closeness to the true value of the parameter
estimated. Briefly, he calls estimate A “uniformly better” than B if,

for every possible size of the error e, the data supports the hypothesis
that A is within e of the true value at least as much as it supports

the hypothesis that B is within e of the true value, and for some

value of e it gives better support to the hypothesis that Ais within

that region around the true value than it does to the corresponding
hypothesis about B. Hacking then terms an estimate “admissible” only

if no other estimate is uniformly better than it, and calls an estimator
“admissible” if and only if, for every body of data on which it 1is
defined, the estimate given by the estimator is admissible.(52) (It does
not follow from these definitions that only one estimate, or estimator, is

admissible in any given case.)

Now with this analysis Hacking replaces the problem of finding the best
estimate with the problem of determining which of geveral hypotheses is
the best supported. Thus Hacking’s general solution to the problem of
estimation stands or falls with his theory of support, which we have

already examined and found wanting.

Before we leave his theory of estimation, however, we should note that

Hacking makes one suggestion for a special case which merits our
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attention. According to Hacking, if there is among unbiased estimators
with bell-shaped distributions (ie. among estimators which are such that
the distribution of the estimates given by the estimator is normal or near
normal, with the mean equal to the true value of the parameter being
estimated) an estimator of minimum variance, then only this estimator is
admissible. Now since knowing that an estimate has been produced by the
sole admissible estimator in a certain class of estimators, here the class
of unbiased estimators, informs us that mo estimate from another estimator
in the class is better than the estimate produced by the admissible
estimator, we have a sound basis for accepting the estimate of the
admissible estimator. Provided, that is, that we have a sound basis for
insisting that any acceptaBle estimate must be produced by an estimator
belonging to the class with respect to which our estimator is the sole
admissible estimator, here the class of unbiased near normally distributed
estimators. This requirement proves the downfall of the proposal,
however, for, as Hacking points out, no good reason has ever been given
for insisting upon unbiasedness, and Barnard goes further by presenting a
case in which the use of an unbiased estimator is clearly
inappropriate.(53) Thus it seems that there is no solution to the problem

of induction in Hacking’s theory of estimation.

e. Fiducial Inference.

Hacking, Seidenfeld claims, is to be credited with being the first to make

the logical structure of fiducial inference plain. Certainly his
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discussion allows us to answer the two questions which any would-be
fiducialist would want answered before he would commit himself to a
fiducial inference, namely, what assumptions must be allowed if the
inference is to go through?; and what, if the inference is cogent, does a

fiducial inference give us? We shall deal with the second question first.

What we get from a fiducial inference, all questions concerning its
cogency postponed for the moment, is a probability for an hypothesis
concerning the population, given evidence from a random sample from the
population. Since inductive inferences standardly take this form; or are
assumed to be equivalent to such inferences (granted some liberty in the
definition of “random”), what we get from fiducial inference is a widely
applicable inductive method. But the cogency of the inference requires to
be demonstrated. We shall concentrate on the assumptions which must be

granted for the inference to go through.

Working from the structure of the argument as Hacking gives it, we see
that the very first step in a fiducial inference is the specification of
some feature of trials on a chance setup.(54) Precisely what assumption
is required varies from case to case. In Hacking”s simplified binomial
example we are required to assume that the chance of heads is either 0.4
or 0.6; in another more complex example we are required to assume that the
distribution of chances for the various outcomes of an experiment is

normal, with unknown mean and variance.

How weak can this initial empirical assumption be made? Since in the
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second step of the argument we are to define a second kind of trial in
terms of the first kind, such that the chance of an outcome of the second
kind is known prior to the experiment, our initial assumption must be
strong enough to allow this second step to be made. Except for very
simple inferences concerning the median, or some other order statistic,
this will require the functional form of the distribution to be assumed.
Thus in general fiducial inference is not a primary inductive method, and
therefore it relies upon the success of some prior induction to secure one
of its premises, 1f the fiducial inference is to meet our standard

conception of proof.(55)

Once this first required assumption 1s granted there is a mathematical
problem to be solved in the construction of a pivotal variable. Though
this can cause trouble, I shall assume that a pivotal can always be found.
This allows us to concentrate on the next step of the inference, the
transition from the probability2 distribution to a statement of support
or probabilityy, the aspect of Fisher”s explanation of fiducial

inference we found unsatisfactory.(56) To effect this transition Hacking

provides no elaborate theory of support, but simply asserts :

One principle about support and chance seems SO universally to
to be accepted that it is hardly ever stated. It is not so much
a principle as a convention to which everyone is firmly wedded.
Roughly, if all we know are chances, then the known chances
measure degrees of support. That is, if all we know is that the
chance of E on trials of kind K is p, then our knowledge
supports to degree p the proposition that E will occur on

some designated trial of kind K.(57)

Such an untheoretical proposal for getting a statement of support from the



p-179

probability, claim generated by the fiducial inference will not do,
however, for the rule given is controversial and thus requires some
argument in its defence. Indeed, the major philosopher to have worked in
the confirmation paradigm, Carmap, who devoted much attention to the
relationship between knowledge of chances (or probability,) and support
(or probabilityl), rejected the rule Hacking puts forward as an agreed

common position.(58)

Hacking”s attempt to get support from chance thus leads us to Carnap”s
more detailed investigation of this relationship. In the meantime,
however, we conclude that Hacking, in being content to leave as a
convention the fundamental principle required for fiducial inferemnce to
provide a reasonable inductive method, does not advance us towards a
solution to the problem of induction - though no reader of his book can
fail to learn much about the other subtle and interesting problems of

statistical inference which Hacking made the focus of his analysis.
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4. CARNAP”S INDUCTIVE LOGIC.

Carnap”s system of inductive logic, following Keynes” and Jeffreys”, is
based upon a logical conception of probability. This conception has been
developed by others since Carnap, notably Hintikka, and this later work
has solved some of the problems in Carnap”s system, as Carnap in turn had
resolved many of the difficulties which beset Keynes” work in particular.
It is fair to say, however, that neither his predecessors nor those who
have joined his camp and carried on his work present the fundamental
elements of the logical system of probability in a way which differs from
Carnap with respect to Hume”s problem of induction. In any case this is
the assumption on which I shall work, restricting my discussion of the

logical conception of probability to Carnap’s system.

This initial restriction reduces somewhat the size of the literature
relevant to our discussion, but it remains sizable. I propose two further
restrictions, as follows. First, I shall ignore all critiques which
proceed from some alleged incompatibility between Carnap”s formal system
and the presystematic notions they were supposed to recomstruct. It seems
to me that Carnap”s system has been developed in sufficient detail to live
independently of its original host, and should any conflict occur between
the presystematic ideas and the formal system, it is an open question
whether the formal system or our presystematic ideas ought to give ground.
Second, I shall ignore all criticisms which are pbased on the unfinished
state of the system, that 1s on its inability to deal with this or that

aspect of actual scientific practice. Time and again Carnap confounded
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his critics by extending his system to permit the development whose
absence had been the basis of criticism, and it seems reasonable to
suppose that those who have continued his line of thinking in probability
and induction will be able to add further sophistication to the analysis.
Thus, while such criticisms play an important role in suggesting problems
for further work, I shall not deal with any here, restricting attention to
the criticisms which, as I understand it, go to the heart of Carnap”s

system of probability and induction.

Having restricted our critique first to Carnap and then in these two
further ways, we are left with what I view as the deepest of the critical
discussions of Carnap”s work, so far as the problem of induction is
concerned. My aim here is to bring these discussions to bear on two
questions which concern the fundamental conception Carnap employed to

construct his theory of inductive logic:

1) What assumptions are required, and what justificationms
can be given for them, to allow the confirmation function
c(hle) to be defined for some h and e to which the

system applies and such that the inference from e to h

is inductive?

2) How can we employ values of the confirmation function c(hle)
to justify inductive inference?

These two questions raise the kinds of considerations which have been

given our attention in discussions of other systems of induction, for (1)
probes the matter of the status of confirmation functions (or c-functions,
as I shall term them) as primary or secondary inductive methods, while (2)

raises the question of the cogency of inductive inferences on Carnap’s
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model. We shall discover that our answers to (1) and (2) lead to the
conclusion that Carmap”s inductive logic is a secondary method of
induction (though that was not Carnap’s intention). Carnap”s theory of
c—functions can be counted as an advance towards a solution to Hume”s
problem, therefore, only 1if accompanied by a reasoned rejection of
foundationism. Furthermore, there is no simple amendment to Carnap’s
system which could get around this difficulty, for as we shall see the
cogency of inductive logic as Carnap reconstructs it depends upon its
being a secondary method, since no value can be given for c(hle), where
the inference from e to h is inductive, unless certain factual

assumptions are made, which entails that the inference is secondary.

Before taking up the questions listed above one point about the
development of Carnap”s system ought to be considered. So far I have
spoken of fCarnap’s system” as though he proposed just one account of
induction, perhaps modified in various ways over time. It is generally
accepted, however, that Carnap produced two distinct systems, one given
fullest expression in his Logical Foundations of Probability and amended
in The Continuum of Inductive Methods, the other begun in his Basic
System of Inductive Logic (hereafter LFP, Cont and Basic,
respectively).(59) The most obvious difference between the two systems is
the change in the mathematical formalism Carnap employed, but there are
also substantial differences in the axioms included in the two systems,
the justifications offered for the various axioms, and a major change in
the factors influencing inductive inference of which the systems can take

account.
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There is also a development in Carnap”s conception of the form of
inductive inference, or methodology of induction, which by the time of the
paper “The Aim of Inductive Logic” (1962) brought inductive inference on
Carnap”s analysis closer to that proposed by the Bayesian tradition than
to deductive inference, which had been Carnap”s original model, at least
for the determination of values of c~functions. It is my view, however,
that this did not involve any break with his earlier work, but rather an
elaboration of Carnap”s conception of what constitutes a complete
inductive inference, an aspect of his theory which is only sketched in the
LFP, which concentrated almost exclusively on the explication of logical

 probability.

Therefore, while we have two theories of pure inductive logic, or two
versions of the theory of c-functions, to examine, we have only one theory
of the methodology of induction. We shall begin with Carnap”s theories of
pure inductive logic, and then pass on to his analysis of the proper use

of degrees of confirmation in the making of inductive inferences.

a. The Theory of Inductive Logic in the LFP.

The LFP contains two studies on induction, one an impressive

philosophical analysis of various problems in the theory of induction and
the development of an account of inductive inference which systematically
provides answers to the questions about induction raised in the preceding

discussion, the other the formal construction of a confirmation function
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intended to provide an exact method for conducting inductive inferences.
In order to get clear whether the LFP makes any contribution to the
solution of Hume s problem of induction it is necessary to get clear the

relations between these two investigations.

The heart of the philosophical analysis of induction in the LFP is
Chapter IV, “The Problem of Induction”, in which rigorous discussion of
many difficulties faced by induction leads to progressive refinement of
the idea of logical probability, until, in the final section of the
chapter, Carnap lays down conventions defining the concept “degree of
confirmation”. While these conventions are mot strictly derived from what
has gone before, the earlier analysis is sufficient to make the
conventions offered seem natural to the reader. Then, on the basis of
stipulative definitions in the succeeding chapter, Carnap constructs his
c~function (or rather, his set of c-functions), and shows that it meets
certain of the conventions offered earlier, including axioms for the
probability calculus. Completion of the formal system then requires only
that a free parameter individuating the members of the set of c-functions
be given a particular value, or, what amounts to the same thing, that a

rule be given for assigning a precise value to c(hle).

This analysis makes clear that if Carnap has presented any argument which
might refute Hume’s inductive scepticism, it must be located in the
philosophical discussion which leads to the conventions on c—functions,
which are in turn captured in the stipulative definitions which are the

basis of the formal system. And we do find in the informal analysis an
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argument which certainly reads as if it were intended to refute Hume”s
inductive scepticism — by showing that inductions based upon
probability, <amn, if the inference is properly conducted, provide a
rational basis for decision-making; in any case, that is how Carnap”s
section on the presuppositions of induction has been read by other

authors, and I intend to adopt this view also.(60)

We shall subject this argument of Carnap”s to extended examination, for,
as we shall see, on a close analysis it becomes plain that the argument
completely fails to provide any sound case for the rationality of basing
inductive inferences on the probability1 lent the cénclusion of an

inductive inference by its premises.(61)

Carnap begins his discussion of the presuppositions of induction by
inviting us to consider the case of X, a person who would like to know if
it will rain tomorrow. Carnap remarks that “some reflection” will show X
that ~for questions of this kind certainty is not attainable but only
probability”, and that he will thus be prepared to take as the basis of

his decision:(62)

2. With respect to the available evidence, the probability1
that it will rain tomorrow is high.(63)

With the problem of induction on our minds, we will want to know why this
is a reasonable basis for a decision of X“s which will turn out to be good
or bad depending on tomorrow”s weather. Carnap suggests that it is a

reasonable basis, since although “it may be that the event predicted with
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high probability will not occur”, there are other possible justifications.
For example, if X knew (3) below “then he would clearly be justified in

following the inductive method”:

3. 1f X continues to make decisions with the help of the
inductive method, that is to say, taking account of the values
of probability. or estimation with respect to the available
evidence, then he will be successful in the long run. More
specifically, if X makes a sufficiently long series of bets,
where the betting quotient is mever higher than the probability,
for the prediction in question, then the total balance for X
will not be a loss.(64)

Now Carnap notes that (3) would be true if the world had a high degree of
aniformity, but that any attempt to prove that it had this character would
be, according to ﬁany philosophers, itself inductive and thus involve
vicious circularity. Thus Carnap quickly sketches Hume”s argument, then
goes on to pose the question whether the scepticism to which many
philosophers think Hume”s argument leads can be avoided, suggesting that a
solution is to be found in the theory of probabilityl. This section of

his argument is crucial, and accordingly I quote at some length:

Let us examine what kind of assurance would justify X7s
implicit habit or explicit general decision to determine
all of his specific decisions with the help of the
inductive method. We can easily see that he mneed not
know with certainty that this procedure will be
successful in the long run; it would be sufficient for
him to have the assurance that success in the long run
is probable. Just as in the case of the prediction of

a single event it was clear that only probability but
not certainty can be obtained and that probability
gives a sufficient basis for the specific decision, thus
analogously for the question of success in the long run
it would suffice for X to obtain, instead of the earlier
statement (3), an inductive statement in terms of
probabilityl.
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1 think that Carnap here makes a fundamental error. It was the role of
(3) to justify the sufficiency of (2) as a basis for X“s decision to be
rational, ie. to show that a statement of probability, is an adequate
basis for decision making, which (3) did by tying probability1 to the

long run frequency, or probability,, of success. Once (3) is abandoned
(2) is without justification unless some other comnection is established
between probabilityq and probability,y, OF some new principle is

offered to replace long run success rates as a rational basis for decision

making according to the inductive me thod.

It is certainly not the case that we can substitute a claim in terms of
probabilityy for (3) in the way we substituted (2) for (1), for that
substitution was underwritten by (3). The further gubstitution of some
probabilityy claim for (3) would thus require some new guarantee to play
the role which (3) played in the exchange of (1) for (2). What does

Carnap offer in place of (3)? Just this:

6a. If X makes a long series of bets such that the betting

quotient is never higher than the probability for the
prediction in question, then it is highly pro%able that
the total balance for X will not be a loss.

Before we can gauge the strength of this support for basing one”s beliefs

upon one”s assessments of probabilityl we must remove the ambiguity

associated with the term “probable”: is it probability1 or

probability, that is referred to here? TIf it is probability, that is
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intended, and (6a) in this form can be proved, then (6a) does indeed
support (2) as (3) supported (2) (subject to the difficulties mentioned in
connection with that earlier inference). But if it is probability, that
is intended then (6a) does not support (2), for they are notes written on
the same security, namely the presumed reasonableness of making decisions
on the basis of probability1 assessments. If it was probabilityl that

was intended and we have reason to doubt the soundness of (2) as a basis
for decision making, and thus reason to seek some assurance of its
adequacy in that regard, we will not be at all assured by (6a) since we

shall have the same doubts about (6a) as we had about (2).

Now from the passage quoted prior to (6a) above it is plain that Carnap
did intend “probable” in (6a) to refer to probabilityl ~ indeed, his
text continues after the passage quoted to say this explicitly. The
justification of induction given in Carnap”s analysis of the

presuppositions of induction is thus shown to be inadequate.

The problem with the justification Carnap offers, continuing our
assumption that the discussion was intended to justify his inductive
method, can be brought out more simply and clearly by considering the
final step in Carnap”s argument. He asks for the truth condition of (6a)

and offers this:

8a. On the basis of the evidence that the relative
frequency of a property in a long initial segment of
a series is high (say, r), it is very probable that
it will likewise be high (approximately equal to r) in
a long continuation of the series.
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Here “probable” is definitely meant to be interpreted in the sense of
probabilityl, for Carnap remarks that (8a) is analytic and thus, unlike
(3), can be shown to be true without need of an inductive inference, thus
avoiding the circularity in the inductive justification of induction Hume
exposed. But no less devastating a problem emerges for Carnap”s
justification, for it now clearly consists of just this: if you define

the term “probable” such that it is very probable that any uniformity will
be continued, and then bet on the continuation of uniformities, then it is
very probable (in the sense of that term just given) that you will win
most bets — though you might in fact lose all of them, and losing most

of them is not (in the frequency sense of the term) known to be
improbable. Clearly the definitional truisms Carnap offers provide mno

rational foundation for induction.

O0f course this result does not damage Carnap’s inductive logic, since, as
I have already remarked, he did not stand by the argument as a
justification of induction. But it is worth noting that there is no other
defence of the rationality of induction (on Carnap”s model) given in the
informal discussions in the LFP. The other section which might be
expected to offer relevant arguments, Carnap”s discussion of prbbability
as “a guide in life” is devoted to establishing the negative result that
probability, cannot function as a guide in life because, like the true
value of some quantity as against an estimate of the true value,
probability, values are typically impossible to determine and thus we

must employ estimates of thelr values if we are to have any guide at all.
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Then Carnap reminds us that a value of probability; can be interpreted

as an estimate of a corresponding probabilityz, and takes this as an
argument to advance his claim that probability, can serve as 4 guide in
1ife. But it shows only that probability2 is problematic if taken as a
guide in life, while probability, does not share this particular
problem; and this does not solve any other problem which probability1

might have in relation to being employed as a guide in life.

As to the formal development of Carnap”s theory, he does show in the LFP
that his c~functions possess some intuitively appealing properties, but he
does not develop the formal theory to the point of choosing a unique
c-function, and thus the formal theory does not provide a complete basis
for justifying an inductive inference as a rational procedure. Moreover,
the formal development is set out much more clearly in Cont, so we shall
take that as the text for our analysis of Carmap’s formal account of
induction, referring back to the LFP, for justifications of stipulations
on c-functions, as required. Indeed, we shall find this often necessary,
for Comt is a transitional work; while the style of its presentgtion

and the axiomatic development prefigures the study of induction in

Basic, the formalism is still that of the LFP, and justifications for

the many stipulations defining c—functions are typically only sketches of
the arguments peviously given in the LFP. The main critical analysis of
induction in Cont concerns the justification which might be given for

the choice of a single inductive method from the continuum of c—functions

there defined, and it is to this that we shall give most attention.
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b. The Theory of Inductive Logic in The Continuum of Inductive Methods.

Cont generalizes the formal system developed in the LFP by presenting

a continuum of c~functions in which those discussed in the LFP are
associated with special values of a parameter Carnap calls “lambda”, which
1 shall denote "L”. The continuum 1s constructed by building up a set of
adequacy requirements for confirmation functions, and thus the assumptions
underlying the continuum can be easily examined since they are required
for the justifications of the various adequacy requirements. We shall

examine these in turn.

Réquirements Cl to C5 constrain ¢ (we shall adopt “¢” to denote an
unspecified c—function) to obey a set of axioms for the probability
calculus, ie. to be a probability function, and to take values which are
not changed if one or the other or both of the arguments of c are

replaced by a logically equivalent sentence.(65) 0f these five
requirements only the assumption that c be a probability function is

open to dispute, though Carnap does not think even this a serious
possibility if the weakness of his justification is any guide; for he
remarks in defence of this requirement only that it is “generally
accepted” and “in accordance with what reasonable people think in terms of
probability1 and, in particular, what they are willing to bet on certain
assumptions”.(66) Obviously the real justification here is the assertion
about betting behaviour, but Carnap had established the connection between
prObabilityl and betting quotients by fiat in the construction of his

explicandum for probabilityl, so that does not constitute an adequate
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basis for the requirements defining ¢ as a probability function.(67) We
chall not, however, pursue this problem further since Carnap offered a
stronger justification for that requirement in Basic by employing the

Dutch book argument, which we shall discuss in the following Chapter.

C6 is uncontroversial, but this 1is not the case for the next two
requirements which express what Carnap called “the valid part of the
principle of indifference”.(68) C7 requires that if h and e are

exactly like h7and e” except that they refer to different individuals,
then c(hle) = c(h”le”); in short, C7 requires that c be symmetrical

with respect to individual constants. (69) C8 is a similar principle,
asserting that c must be symme trical with respect to the

Q-predicates.(70) These requirements have been criticised by Nagel on the
grounds that they represent disguised factual claims, while Salmon remarks
on the weakness of the justification offered them, unfavourably
contrasting it with the strength of the pragmatic justification given by
the Dutch book argument for the requirement that ¢ be a probability
function.(71l) I shall not add anything to Salmon”s point, but Nagel”s
requires further discussion. This will not be entered into here, however,
since the whole question of symmetry, which c7 and C8 address, as well as
the question of what evidence is relevant tO the determination of a degree

of confirmation, which is the concern of c9, is subject to a completely

fresh treatment in Basic. There is little point in rehearsing a

critical attack on these axioms given that Carnap rethought his position.

We shall take up Nagel”s point, therefore, in the discussion of Basic,

below.
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Following the introduction of C9 Carnap shows that adequacy requirements
1 to 9 entail that C(hiiei) - where hj asserts that some

individual or group of individuals have the Q-property Qi’ and e;
asserts that of s observed individuals 8y had Qi -~ is a function

of s, sS4 and k, where k is the number of Q—properties

expressible in the language in which hy and ey are expressed. The
problem now is to find further constraints on the set of possible
functions of ®, s and k (which Carnap calls the G-functions) such

that each CG-function determines a unique c—function meeting C1-9 and
representing a reasonable assessment of c(hilei)- Once this has

been done we can tackle the problem of finding an optimum ¢—-function,
perhaps making optimality depend on a small number of factoré which might

vary for different applications of a confirmation function.

€10 narrows the range of functions to be considered reasonable by
asserting that c(hilei) must be in the closed interval [si/s;llk];

where 1/k is the measure of the logical width of the property with which
hi is concerned, namely Qi’ which is one among k

Q-properties.(72) Carnap’s justification for this requirement is accepted
practice, and his own judgement that if one assesses c(hilei) as

anything other than si/s it will be by making the value depend in part

on the logical width of the predicate Qi’ and thus the value of

C(hi'ei) will be shifted from si/S towards 1/k. Values

outside this interval Carnap declares to be “entirely unacceptable”.

However, since one significant proposal does give values outside this
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interval, namely the minimax method of estimation proposed by Wald;

Carnap”s Jjustification leaves much to be desired.(73)

Leaving to one side the weakness of Carnap”s justification for restricting
the values of c—functions in the way just described; we now arrive at the
final steps in constructing the continuum of inductive methods. For a
confirmation function 1is defined by how it weights the two factors

Si/s and w/k to produce a value for c(hle) (w being the number

of Q-predicates in hj in the special case of hi considered in the
previous paragraph, w = 1). If we standardize the weight given to one
factor, and Carnap opts to standardize the weight of si/s giving it

the weight s, the sample size, then the weight given to w/k, the

logical factor, selects a unique c—function from the continuum; thus the
continuum is indexed by a single parameter, L, representing the weight
given to w/k. For a sample of s observations, L = s gives the

empirical and logical factors equal weight; L ¢ s gives the empirical
factor dominance, and L > s gives the logical factor d;minance; while

setting L at a certain value gives the logical factor decreasing

relative weight as the sample size grows.

Carnap opts to make L a fixed value; rather than a function of s or of

s and s, and also to make it independent of h and e. Thus L

is presented as an enduring disposition on the part of the inductive
logician to give the logical factor the same weight as a fixed number of
observations, regardless of what has so far been observed and regardless

of which hypothesis is seeking support. The question thus posed is which
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such disposition, or class of dispositions, is optimal; and, of course;
what definition of optimality applies here. The major critical attention

given to Comt has focused on Carnap’s ansvers to these questions.

Carnap first directs his attention to whether L ought to be made a
function of k, the number of Q-predicates in the language employed.

This would be disadvantageous, since values of c(hle) would then be
relative to a given language, but would have the advantage of mathematical
gimplicity if L were an uncomplicated function of k, say L =k,

which yields c#*, the c-function favoured in LFP.(74) Of course we

could choose L in very many ways = €g. we could make it a function of

the age of the scientist who is being “fitted” with an inductive method,
on the grounds that young scientists tend to be rash and need slowing down
while older ones get staid and need gingering up - but whatever way we
determine L we will still be choosing one of the methods in the

continuum. Once the constraints defining the continuum areiaccepted,
then, the fundamental question becomes a decision about the region of the
continuum, and if possible the single valued interval, in which L should

fall.

Carnap first eliminates the extreme methods, corresponding to L = 0 and

L = infinity. The first of these values gives the so called straight
rule, and it is rejected because it gives too strong & confirmation to an
hypothesis tested on a small sample to be acceptable to Carnap.(75) The
second, which corresponds to the Wittgensteinian c-function c+; is

rejected for being in gross contrast to what is generally accepted in
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inductive reasoning.(76)

The extreme methods are dealt with rather summarily, but that is
characteristic of the approach to the choice of L that Carnap takes in
Cont, for after dispensing with these first two suggestions; and
reviewing the question whether L ought to be a function of k; he

adopts a thoroughly pragmatic approach to the problem; on the basis that

the adoption of an inductive method is neither an
expression of belief nor an act of faith, though both may
come in as motivating factors. An inductive method is
rather an instrument for the task of constructing a picture
of the world on the basis of observational data and
especially of forming expectations of future events as a
guidance for practical conduct. X may change his
instrument just as he changes a saw or an automobile, and
for similar reasons... after working with a particular
method for a time he may not be quite satisfied and
therefore look around for an another method. He will take
into consideration the performance of a method, that is the
values it supplies and their relations to later empirical
results, eg. the truth-frequency of predictions and the
error of estimates; further, the economy in use, measured
by the simplicity of the calculations required; maybe also
aesthetic features, like the logical elegance of the
definitions and rules involved.(77)

Now it would doubtless be accepted by all that performance; that is, truth
frequency of predictions, should over-ride any other eriterion for choice.
Indeed, should an inductive method be chosen on the basis of elegance of
formalism and simplicity of use it would be unlikely that any elaborate

method like those of Carnap”s continuum would be chosen. Let us therefore

examine the criterion of performance to see what support it might give an

inductive method, ie. a choice of one particular value of L.
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There is an obvious difficulty in using performance as a basis for choice
of an inductive method, namely that we must find some justification for
using past performance as an indicator of future performance. Clearly

the rational basis for using performance as a basis for choice presumes
that this induction is a reasonable inference; but that we can reasonably
make inductive inferences was just what the theory of c-functions was
originally intended to show. Now that is required as a presupposition; if
choice of L. is to be based on past performance. The problem is admirably
captured by Carnap himself in his discussion of how we might compare the

success of inductive methods in the actual world:

Questions concerning the success of a given inductive method in
the actual world would be of a factual, non-logical nmature. And
if they concerned not merely that part of the world which is known’
to us by past observations but also a part or whole of the future,
then the answer could be given with certainty only after all
observation reports were in, if that were ever possible. And if
our question concerned not the actual success but the probability
or an estimate of success, then it would make sense only on the
basis of a chosen inductive method. The purpose of the intended
study, however, is to examine the various inductive methods on

a neutral basis without presupposing the acceptance of any one

of them... Our investigation must necessarily abstain from making
any judgement concerning the success of an inductive method in
the total actual world. A judgement of the later kind is
obviously impossible from an inductively neutral standpoint.(78)

Evidently Carnap thought that this difficulty could be surmounted;
however, for he set as his aim for Part II of Cont that it should
“supply to anyone who wishes to choose an inductive method a rational

foundation for his choice”.(79)

In fact Part IT of Cont offers the agent little help in choosing a
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confirmation function, for at most it offers a lower bound for values of
L such that we know that if we choose a value of L below this bound

then our inferences will belong to a less successful set of inferences
than if we had chosen a confirmation function defined by a higher value of
L. There remains, however, an infinity of functions from which to

choose. Furthermore, we do not know that as individuals we should not be
more successful if we chose a lower value for L, for Carnap’s result
concerns the long run of inferences sanctioned by the various values of

L, and thus, as Carnap puts it

X cannot infer from this result that he will be more successful

if he uses e” than if he uses e - Whether or not this is the

case depends upon which particuiar sequence of individuals will
happen to come his way. What X learns from the result is
something which concerms, not of course his own life in particular,
but rather the universe as a whole and hence, so to speak, the
average observer.(80) '

Carnap thus has the problem with which Hacking wrestled; namely to find
some connection between the best rule for the long run and the best rule

for some actual human time-frame, a problem he does mnot address.

We conclude, then, that while Carnap’s contributions to our understanding
of both philosophical and technical questions surrounding induction are
undisputed and indeed indisputable; he made no headway on Hume”s problem
of induction in his first system of pure inductive logic. (Recall that
his methodology of induction is yet to be examined.) For he leaves open
the choice of L and thus fails to reasonably restrict the conclusion

which may be drawn via an inductive inference from given premises. We
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turn now to the second system, wherein Carnap made a fresh start on the

question of justification.
¢. Carnap”s Basic System of Inductive Logic.

Carnap”s second period of work on inductive logic produced three texts
relevant to our discussion: “Inductive Logic and Inductive Intuition”,
which discussed the basis for justification of various axioms of inductive
logic; “Replies and Systematic Expositions”; and his Basic System of
Inductive Logic, both of which gave axiom systems for inductive

logic.(81) The axiom system in Replies is superseded by that in

Basic, and for that reason 1 shall only discuss the latter system,

though Replies will be referred to for the justification of one axiom.

Basic presents just eight axioms, plus a set of principles concerning

the determination of L. The first five axioms ensure that the

C-function is a normﬁlized probability measure, which requirement is held
to be justified by considerations to do with rational betting
behaviour.(82) As already indicated I intend to postpone all discussion
of this line of justification until the following Chapter, and thus no

comment is made here on this first group of axioms.

The sixth axiom concerns the symmetry of C~functions with respect to
individuals, which I shall take up shortly along with the discussion of
symmetry with respect to attributes; which is the focus of the

philosophical development given in Basic. Axiom seven, which we shall
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also discuss (mistakenly called “axiom 9~ in much of Basic) asserts that
c-functions must show the positive relevance of confirming instances; and
finally axiom eight lays down requirements on the extension of measure
functions (which define the C-functions) from restricted to universal
generalizations, which we shall not discuss since no criticism of Carnap’s
system will be made here on the basis of its difficulties with universal
generalizations. Thus we have only to discuss symmetry; the principles

governing the choice of L, and instantial relevance.

1 shall consider axiom seven, Or A7, first, since I have only a brief
comment to make concerning its justification. The axiom is a development
of Al3, the axiom of convergence in Replies; and states; in informal
terms, that the limit of the degree of confirmation of the hypothesis that
the next individual will have property j minus the frequency of
individuals with j, relative to a sample of size s; tends to zero as

s grows without 1imit.(83) A7 is used to knock C+ out of

consideration as a reasonable inductive method and to justify the
principle of instantial relevance. This principle asserts; informally,
that the degree of confirmation of the hypothesis that individual s+2 is
j, given that s+l was j, and a sample of size s of which r-are

j, is greater than the degree of confirmation that stl is j given

only the sample s.(84)

In Basic Carnap does not give anything in support of either his axiom or
the principle it supports, moting only its plausibility. In Replies,

however, he referred to Kemeny s adequacy requirement for confirmation
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functions CA4 for support, but that does not seem to me to offer the axiom
any worthwhile support since in this connection it flatly begs the
question. For Kemeny s CA4 states that “The definition of ¢ must enable
us to learn from experience”.(85) But the whole problem is whether there
is any rational foundation for our inductions, and thus whether, for
example, past instances of successful prediction constitute a rational
basis for our making the same prediction again - whether taking a history
of successful prediction to give grounds for future prediction constitutes

learning or unwarranted assumption.

Now there would be nothing objectionable in laying down Kemeny”™s
requirement if after the confirmation function wés constructed it was to -
be subject to investigatiom concerning its reasonableness as a mode of
reasoning, but this is not how Carnap and Kemeny proceed.‘ Rather they
were aiming to build a Cc-function from elements each approved before they
were added to the construction, with the final product requiring mo
justification other than that it has been entirely manufactured from
guaranteed materials by known trouble-free methods of combination,

Thus in adopting CA4 as a justification for one of his axioms Carnap
assumes that induction is a reasonable procedure and thus begs the
question which the theory of confirmation functions is here being

construed as an attempt to answer, Viz poes the theory of logical

probability provide a theory of inductive support which is not subject to

Hume”s sceptical critique of induction?”. Clearly if the ratiomality of

induction is required to be granted (when cA4 is adopted) so that the

construction of a C—function can be cc)mPle"-e‘1 (With the adoption of AT)
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then any positive answer to the rationality of induction got from this

theory of confirmation will be no useful justification of induction.(86)

This argument causes a great deal of difficulty for Carnap”s theory of
C-functions, for if the theory is deprived of A7 then C+ remains a

choice of C-function allowable within the system, but chosing C¥ is
tantamount to adopting a sceptical attitude to induction, since it
constitutes a refusal to take past observations as inductively relevant to
future predictions. If C+ is adopted as a reasonable C—-function then

not only is inductive scepticism not countered; it_is endorsed. 1If,
however, it is argued that the construction of the C-functions was not
intended to provide an inductive method immune to Hume”s sceptical
critique, thus legitimating the adoption of Kemeny’s CA4, we shall find
ourselves in the strange situation of (all other problems with C-functions
aside) being able to determine that certain evidence strongly confirms a
certain conclusion and yet unable to assert what seems to be entailed by
this, namely that the evidence constitﬁtes grounds for reasoned confidence
in the hypothesis in question. It is surely unacceptable that our theory
of confirmation should put us in a situation where our reasoned
expectations concerning the future are held to be independent of the
levels of confirmation of our hypotheses concerning the future, but that
would be the consequence of adopting the view that the theory of
C-functions is not intended to answer Hume s inductive scepticism.
Therefore either the problem is avoided; or the question is begged.

Neither alternative is satisfactory.
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Though the first of the three issues we have listed for discussion in
relation to the theory of C-functioms raises a serious problem; it is not
the only problem, and we shall now place it to one side in order to
proceed to the remaining axioms identified as topics for discussion, first
taking up the question of symmetry, and concluding with the principles

governing the choice of L.

In Cont there were three axioms in which symmetry considerations were
set out: that ¢ should be symmetrical with respect to the individual
constants; and with respect to the Q-predicates; and that if hm

asserté that the next individual will be m and ey records how many
individuals thus far sampled were m, while eq records the

Q-predicates of each individual in the sample (thus giving an exhaustive
description rather than merely recording how many were m); then ¢

should be such that c(hmlem) = c(hm|eq)-(87) In Basic only

the first of these survives; as it is not generally assumed that the
basic attributes, corresponding to the primitive predicates from which
the Q-predicates were constructed in Cont, are symmetric. Of Nagel’s
criticisms of the symmetry axioms, therefore; only his attack on the
symmetry of individuals remains relevant. Let us examine this; Carnap’s

reply, and the development in Basic.

Nagel objected to the assumption of the symmetry of individuals in the
LFP and Basic on the ground that it settled a priori a matter which

in actual scientific practice requires experimental evidence, viz that
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geveral individuals, for example, samples of water, are similar in all
relevant respects - in the sense that an experiment using any one of them
is the evidential equal of an experiment using any of the others.(88)
Symmetry of individuals is thus seen to lay down a priori that in the
absence of information to the contrary, perfect experimental control is to
be assumed, whereas in actual scientific practice, Nagel observed, the
assumption that control has been achieved (in the standardization of
reagents, for example) is a matter for careful test, and our inductive
logic ought to reflect this rather than make an unwarranted assumption a

priori. (89)

In his Replies Carnap rejected Nagel”s criticisms, asserting-that Nagel
had committed the “fallacy of incomplete evidence”, which involves
describing a situation with one body of information; raising the
possibility that a relevant distinction is to be drawn between
individuals (or predicates - though I ignore this part of their dispute
since Carnap gave up his earlier position in Basic), and then asserting
that such distinctions ought not to be ruled out a priori even if the

information we actually possess gives us no basis for discrimination.(90)

I think Carnap failed to meet Nagel”s criticism. The assumption that
inductive logic ought to be symmetrical with respect to individuals is
objectionable in Cont, for in the languages considered in that system it
is possible for individuals to diffef in some way relevant to an
hypothesis under examination, and yet, because we have no information on

whether the individuals are relevantly similar or different; the logic
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requires us to treat them as identicals. This is an arbitrary and
unjustified assumption, as Nagel argued: why should it require evidence to
establish a difference while identity - and thus uniformity among
individuals, for it is this that the assumption of symmetry amounts to =~
is assumed unless there is evidence against it? Why place the burden of
proof on establishing difference rather than uniformity? Clearly this
distribution of the burden of proof is favourable to inductioq; and it

requires some justification.

The justification Carmnap offered, however, is completely inadequate; for

he argued that

to put it in very general terms, we require that logic should
not discriminate between the individuals but treat all of them
on a par; although we know that individuals are not alike, they
ought to be given equal rights before the tribunal of logic.
This is never questioned in deductive logic, although it is
seldom stated explicitly.(91)

Surely the analogy does not hold, however; for if a deductive inference
(with true premises) is valid then it is that fact alone which establishes
the irrelevance of all properties of the individuals concerned other than
those on which the validity of the inference depends. But the same is not
the case for a correct inductive inference (to accept that there are such
inferences for the sake of this discussion). If it is the case that all
men are mortal and that Aristotle is a man we may be sure that he is a
mortal regardless of whatever else he might be — say short or tall; but if
it is the case that some men are immortal and that Aristotle is a tallyman

then it is by no means clear, in the absence of any statistical
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information on the proportion of tall men that are mortal, that we are
nonetheless entitled to infer that Aristotle is a mortal (even 1f we would
be allowed the inference if we knew that height was not a relevant
variable in relation to mortality). Moreover; even if we do not know
whether Aristotle is short or tall, and also do not know whether this
would be relevant, still it is not clear that we would be entitled to the
inference. I am not saying that we would not be, but only that there are
problems to be resolved here which are peculiar to induction. Carnap”s
analogy between deduction and induction in relation to the symmetry of
individuals does not hold; in deduction symmetry is entailed by the

validity of the inference; in induction is it problematic.(92)

Our discussion of this problem with the axiom of the symmetry of
individuals has thus far been based upon the system of inductive logic in
Cont. In Basie the situation changes completely, for here symmetry

with respect to individuals is only taken to be axiomatic for languages
which do not have the resources to draw any distinction between
‘individuals, languages which have only a single family of predicates only
one of which attaches to any individual. Here symmetry is unavoidable;
‘apart from a difference between individuals arising from their having
different predicates from the family attached to them, they are taken to
be the same in all other respects, there being; as it were; no other
respects of which one can speak.(93) Carnap makes it plain; moreover,
that if another family of predicates were added to the 1anguage; even a
family representing spatial or temporal location, symmetry of individuals

could no longer be assumed but would have to be experimentally -
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justified.(94) So symmetry with respect to individuals in any significant

sense is given up in Basic.

A similar development occurs between Cont and Basic in relation to the
assumption of symmetry with respect to Q—predicates; or attributes; to
adopt Basic”s conception. I shall briefly review the treatment of

attribute symmetry, and asymmetry, in Basic; and this will lead us into
a discussion which bears on a problem in Basic concerning the choice of

L, thus completing our discussion of Carnap”s inductive logic.

In Basic attribute symmetry obtains only as a special case. Particular
attributes are thought of as belonging to families of related attributes
and each attribute is identified with a region of the space occupied by
the whole family. Carnmap conjectured that only the metrical and
topological properties of these attribute spaces are relevant to inductive
logic.(95) Carnap”s conjecture amounts to identifying an attribﬁte, for
the purposes of indﬁctive logic, with a certain region of the attribute
space and considering the relations of attribute size and similarity or
influence between attributes, insofar as they are relevant to induction;
to be represented by the size of the region associated with an attribute
and the distance between the centres of this region and the regions
associated with other attributes, respectively.(96) Thus each attribute
has associated with it a parameter; gamma (denoted here by ’g’);
representing the size or width of the attribute (which corresponds to
w/k in the LFP“s formalism) and another parameter, eta (denoted here

by “n”), representing the distance or dissimilarity between attributes
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(which was not considered in the LFP at all).(97)

The parameters g and m become the fundamental parameters of the

continuum of inductive methods in Basic, for once they are given for a
family of attributes then C(hle) is determined for h and e involving

only that family. The parameter n is associated with the major
philosophical development in the system of inductive logic in Basic, for
it introduces the influences of analogy into Carnap”s inductive 1ogic; and
it turns out that the parameter L of Cont can be defined in terms of
n.(98) Let us, however, first get g out of the way before we turn to

these exciting developments.

The only detailed discussion of inductive logic in Basic concerns a
language with just one family of attributes. In such a language the
determination of g for each of the attributes in the family corresponds

to the determination of the a priori probability that an individual will
have one of the attributes rather than any of the others, and thus; though
the basis of such a judgement is unclear to me, the meaning of the choice
is plain.(99) 1In a language with more than one family presumably the
relative widths of the whole families would be determined in the same way,
that is by considering the a priori probability that an individual would
have an attribute of one family, say a colour, rather than an attribute of
another, say a scent. But there is mystery enough in trying-to sort out
the basis of the choice of widths for attributes belonging to the one
family, without speculating on how the problem created by multiple families

might be resolved. All that Carnap says in relation to setting g values
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is that the matter can be dealt with subjectively - which would turn
logical probabilities into subjective probabilities - or objectively, but
the suggestion he makes here is susceptible to the criticism to be made
below in relation to the values of n within a family; namely that such
choices are theoretical and thus presuppose a developed inductive logic.
The same problem would arise for the most obvious basis for determination
of the values of g for the various attributes in a family, namely to

base our determination on the relative frequency with which each attribute
has been met in the past; such a procedure is obviously inductive, .and
thus requires a rule of inference to license our projection from past
encounters to the actual frequency with which the attribute is
instantiated in the region of space and time coﬁcerning which we wish to
be able to make inductive inferences. We shall draw out the consequences
of the problem of the obscurity of the basis for the choice of g in the

discussion of the determination of n.

Two steps are involved in determining n. The first is empirical; the
second Carnap has variously considered to be empirical; logical and
pragmatic, for it corresponds to the choice of L in Cont. I shall examine

these steps in turn.

Carnap first supposes that we might be able to directly apprehend degrees
of difference and similarity between the attributes of a family; which
would determine relative values of n for the pairs of attributes of the
family - and thus determine whether the family has equal values of n for

all attributes, or n-equality. Then, if this is not possible, he
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considers as a second possibility that psychologists might develop a
metric for similarity based upon whatever fragments of a system they can
elicit from our actual classifications.(100) But both of these proposals
are completely undercut by an earlier point which Carnap made very
forcefully: the degrees of confirmation based upon one theoretical system
or one language may be completely reordered by a change to a new
theoretical system because the new account of the nature of the phenomena
under study can easily recommend a different similarity ordering leading
to new values for n (and new conceptlions of predicate width, leading to
new values for g). The example Carnap gave was that of the family of
colours; perceptually, purple 1s closer to red than blue and between the
two; but from the theoretical point of view which identifies a colour with
its wavelength, purple is closer to blue than red, and blue comes between
red and purple.(10l) Clearly judgements about similarity within the
family of colours is theory dependent (as is our judgement of the width of
an attribute: consider how we might change our evaluation of the width of
white, perceptually identified as just.one of the hues, on adopting the
theory of colour based on wavelength). Thus there is no possibility that
a value for m (or g) could in any case be irrevocably determined by

direct perception, for we surely cannot maintain an account of the direct
perceptual determination of the relative values for n (or g) for the
attributes of any family in view of the failure of this proposal for the.
family of colours, which might have been put forward as-a paradigm case of

such a procedure.

The importance of this point is that it shows that the value of C(hle),
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for given h and e, is determined in part by the theoretical framework
adopted for the expression of our hypothesis and the experiences
constituting our evidence; more precisely, the value of C(hle) is
relative to the language chosen and the values of g and n for the
attributes involved in h and e, which attributes are determined by the
language employed. Thus the determination of the support offered h by

e is relative to a choice of theoretical framework; which must be made
prior to induction, and thus must be made on grounds other than inductive
support for the high level theory or theories generating the framework;
since to invoke inductive support for the choice of framework would
require a higher-level framework to support the determination of second
order C~functions, and so on ad infinitum. Recalling Reichenbach”s
distinction once more, Carnap”s theory of C-functions is thus shown to . be-

a secondary method of induction.

The significance of this feature of C-functions is well brought out by
Hilpinen, who claims, correctly in my view, that it shows that “direct
probabilistic comparisons between theories are in some cases in principle
impossible”, and he goes on to claim that this “vindicates the scepticism
expressed by some philosophers about the possibility of making such
comparisons”.(102) Now while I do not disagree with this assessment I
think that it is important to keep clear just what the problem is. We
ought not to conclude from this problem with Carnap”s inductive logic that
there is no useful function performed by C—functions just because .their
values are relative the theoretical frameworks; for there may be

compelling reasons, though not to do with inductive support, for the
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adoption of one framework for a particular field at a particular stage of
its development. That is to say, all other problems aside; Carnap”s
C-functions, while they cannot be taken as absolute measures of
confirmation, may still be useful as measures of confirmation within a
framework. This assessment, however, reduces the C-functions to one half
of a theory of inductive support adequate as a complete logic of
scientific inference, the other half required to be a theory of rational

eriteria for framework choice.(103)

It must be s_tressed, however, that this rehabilitation of C—functions is
contingent upon solving the other problems they presently face. Of those
discussed here the most important is that on the axiom system devfining
C(hle) the question of the reasonableness of induction is begged by the
assumption of Kemeny”s adequacy requirement CA4, while without this
requirement the function C+, which prevents learning from experience, is

admitted as a reasonable C-function.

We turn now to the final element of the theory of C-functions we have
identified for discussion, the second step in setting m wvalues, namely
the adoption of an absolute value for'm for one pair of attributes in a

family, their relative values being determined earlier on.

Setting the absolute value of n for ome pair determines all n-values for

a family, and for families with n-equality this is equivalent to setting a

value for L. To complete our discussion of Carnap’s second system of

inductive logic, therefore, we need to examine the factors governing the
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selection of an absolute value for n for some pair of attributes of a
family. We shall concentrate on a family for which n-equality holds
since we may then take advantage of Carnap”s analysis of this case, which

he discusses in terms of selecting a value for L.

In Basic Carnap moves away from the empirical and pragmatic approaches
to the selection of a value for L that he had adopted in Cont; and
discusses various adequacy requirements for C-functions which he hopes
will lead to a reduced selection from which choice is to be made; and
perhaps leave only one admissible value. He argues first that L ought
to be less than k, the number of attributes in the family with which e
and h are concerned; next that L ought to be greater than 1/2; on the
basis of the unreasonableness of values for C(hle) given by smaller
values for L, here extending the earlier arguments given for rejecting
the straight rule (L = 0); and finally, on the basis that L ought to
be chosen for general use, not for use with a particular family; Carnap
restricts L to values between 1/2 and 2 (since if L were.greater than
2 it would be greater than k for some possible family). I shall first
discuss Carnap”s reason for making L independent of k, and then turn
to his major new argument in Basic on the choice of L; namely that we

should have L < k.

As we have already noted, L is defined in terms of n. Thus for
families of different sizes (differing k values) but the same distance
between attributes, L should be the same and therefore indépendent of

k. Carnap proves another result to the same end, namely that if any
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family with n-equality and k value k > 2 is given, then we can

construct a new family based on a coarser partition of the attribute
space, and thus with k value k” between k and 2, but such that the
effective distance between attributes, and thus the value of mn, does not

change. L, then, cannot depend upon k.

Now if we can take a further step and restrict the range of possible
values of L to values less than k, we will have achieved a remarkable
reduction in the size of the continuum; and since this result alone would
rule out out C+, it is even more welcome, for it was tovrule out C+

that Kemeny s CA4 was adopted, and that caused the major problem we have
identified with Carnap”s theory of C-functions. However, things do not
turn as might be hoped: something very like CA4 is needed to yield the

result that L should be less than k.

Carnap”s proof of this result relies on the the assumption that if El
and E, are two samples of s individuals, and in E; all s

individuals in the sample have a single attribute from a given family
whereas in E, the numbers of individuals with each of the k
attributes in the family are nearly equal, then the measure of E1

ought to be greater than the measure of E, = roughly, the a priori

probability of E, ought to be greater than that of E2 - because

1

Eq represents a higher degree of order than Ej- But why should a

priori probability increase with the degree of order or uniformity of the
sample considered? Why, that is, is it reasonable to expect an event

(sample occurrence) more strongly the higher the degree of order exhibited
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by the event predicted? Carnap”s answer to this was to argue that the
proposal merely assigns equal probabilities a priori to the various
possible structures, structures with increasingly lower degrees of
uniformity being instantiated in larger numbers of distinct samples, thus
making the a priori probabilities of relatively non-uniform samples
lower. But why assign equal a priori probabilities to the structure
deseriptions rather than to the state descriptions, to go back to the

terminology of LFP wherein this proposal was first made?

I do nmot think that Carnap supplied any reasonable answer to this
questién, and thus accept the view ﬁut by Ayer, that assigning equal
probabilities a priori to structure descriptions constitutes an
unjustified assumétion of uniformity which is factual in nature and thus
requires an empirical justification.(104) Moreover, since assigning
structure descriptions equal a priori probabilities is an assumption
favourable to the success of induction, as Carnap made plain, in the
context of discussing justifications for induction it must be rejected as

question-begging.

This completes our critique of Carnap”s pure inductive logic. Laying
aside the criticisms we have made, and also ignoring for the sake of
further discussion the other criticisms made in the literature which we
did not take up, we now turn to the question whether it might be possible
to use C-functions to sanction inductive inferences according to rules of
inference which would not fall foul of Hume”s inductive scepticism. For

thus far we have only considered the problem of getting an objective
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degree of confirmation. We now pose the question whether, if we had such
a measure of empirical support, could it be put to use in justifying
inductive inferences without running into problems justifying the
inference from the degree of confirmation to the adoption of the

conclusion of the inference?
d. Carmap”s Methodology of Induction.

Carnap”s account of the structure of inductive inference is set out most
fully in his “Inductive Logic and Rational Decisions”, a revised and
expanded version of his “Aim of Inductive Logic”.(105) In these papers he
adopts the view that the aim of inductive logic is to help us make
rational decisions, and defines a decision to be ratiomal if it has the
maximum value for the actor, where the value of an act m for X at t is

given by its expected utility. The expected utility of act Am for X at

t, vx;t(Am) is defined thus:

Vo e (Ap) = Z0 [0, (0 1) P(Wy)]

where UX(Om-n) is the utility for X of outcome m in the state of
:

nature Wy, P(W,) is the probability of W,; and n is the

number of possible states.(106) The task of inductive logic, ie. the

theory of C—functions, is to provide the values of P(Wn) for the

various possible states of nature.

Now in the traditional analysis of induction, inductive inference, 1like
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deductive inference, leads from certain premises to the acceptance of the
conclusion according to some rule of inference. According to Carnap”’s
conception of inductive inference, however, inductive inferemnce does not
lead to the acceptance of the conclusion of the inference, but only to the
assignment of a degree of confirmation to the conclusion given the
premises. Carmap’s motivation for adopting this conception of inductive
inference is to avoid Hume”s problem of induction, as he makes plain in
discussing an inference from today”s weather to the possibility of rain

tonmorrow:

According to the customary view, on the basis of this evidence
the “inductive method” entitles us to accept the prediction
that it will rain tomorrow morning. But then Hume is certainly
right in protesting that we have no rational reason for the
acceptance of this prediction, since, as everyone will agree;
it is still possible that it will not rain tomorrow.(107)

Now there is a considerable body of literature on the adequacy of this
analysis of inductive inference, focusing on the question whether we can
make sense of the cognitive claims of science, both pure and applied,
without having an inducﬁive acceptance rule. I do not intend to review
that literature here.(108) Rather I wish to note just one’difficulty with

Carnap”s conception of induction, and then proceed to Kyburg”s theory.

The problem I wish to emphasize does not concern the adeduacy of the
relation Carnap suggests holds between inductive logic and rational
decision-making, nor the idea that the grand theories of science are never
proved or accepted, even tentatively, but only made more or léss probable

as the evidence favours or undermines them - both of which are open to
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challenge. For it seems to me that the greatest problem for a theory of
induction which does not include the possibility of acceptance - and such
theories are not peculiar to Carnap, belng a view common to all Bayesians
- is not the problem of making sense of the application of the
conclusions of inductive inferences in applied science, but in making
sense of their use as premises in further inductions. Now since the role
of premiss in a further enquiry is potentially played by all factual
claims of any generality at all, the problem of the acceptance of
evidence is basic to any theory of induction which does not provide for
acceptance, as Carnap recognised. In IL&RD he noted the problem, and

offered a brief comment:

for the purpose of a special investigation, an investigator will
usually accept some general assumptions... or specific assumptions,
for example about the reliability of his measuring instruments.
But T would not say that such assumptions are conclusions

obtained by “inductive inference”.(109)

But this is no solution to the problem. Réther, Carnap must either show
how the factual claims which need to be assumed for some experiment to
proceed come to be available, or provide an account of experimentation
which shows experiments to be in general free of empirical
presuppositions. The second option would surely be impossible, given the
convincing arguments by Popper and others against the idea that some
factual assertions are theory free, and Carnap clearly épts for the first.
But he leaves us completely in the dark concerning how we come by factual
assertions which are not justified by immediate experience nor justifiably

accepted on the basis of some induction. He does, however, refer the
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reader to an earlier discussion of the point, and on this previous
occasion he had suggested that we may be able to construe induction as an
inference which does not require that its premises be accepted, but only
that their probabilities be known. Here Carnap refers to Jeffrey’s
generalization of conditionalization, which was put fofward to deal with
the problem of giving a Bayesian account of learning from uncertain
experiences — which is just the problem that Carnap”s theory of induction
faces; for he requires an account of learning from representations of
experience where the empirical claims involved are not accepted, but

merely confirmed.(110)

I think it can be shown that Jeffrey”s generalization of
conditionalization cannot perform the role that Carnap assigns it, and
thus that Carnap”s methodology of induction fails for want of explaining
how it is that we can learn from experimentation. I shall clarify the
problem below in discussion of Kyburg”s theory of acceptance, but I shall
postpone further discussion of Carnap”’s preferred solution until the
following chapter where Jeffrey conditionalization (as it has come to be

called) and related ideas will be examined.

Since I take the failure of Carnap”s methodology, at least as he left it,
to be an immediate consequence of his incorrect assessment of the
suitability of Jeffrey conditionalization as a Bayesian representation of

experimentation, I shall not further discuss Carnap”s methodology,

asserting here that it fails as a reasonable formulation of induction for

lack of accounting for experimentation, a lacuna which it is later to be
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shown cannot be filled by Jeffrey’s generalization of conditionalization.

We turn now to Kyburg, who takes from Carnap the idea that probability is
a logical relationship between a body of knowledge and some hypothesis,
but who attempts to provide an account of induction closer to the

traditional view, by incorporating acceptance into his inductive logic.
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5. KYBURG™S INDUCTIVE LOGIC.

Though he was not a co-worker of Carnap”s, Kyburg has a good claim to be
counted as the intellectual heir to the leadership of the confirmation
paradigm. For although he does not work with Carnap” s logical concept of
probability, Kyburg has realized more nearly than any other author
Carnap”’s original aim of developing an analytic confi rmation measure
adequate to the practice of science.(1ll) While his programme has many
features of interest our task here is to restrict oux <comments to the
major features of the system, those which determine whether it 1s possible
for the programme to meet the aim Kyburg laid down, +wiz to develop a

system of probability

in which the notion of an empirical body of knowledge, based on
a body of experimental evidence, makes sense; and [is such
that] up to an arbitrary choice of theories of equal empirical
content, that body of knowledge is uniquely rationally
determined by that body of experimental evidence.(112)

In his attempt to provide a theory which can meet this aim Kyburg”s system
has generated a number of interesting puzzles, and while his aim cannot be
met while these remain unsolved, we shall not deal with these but
concentrate on the major elements of his theory. I believe that it can be
shown that serious philosophical difficulties are inherent in Kyburg’s
approach, and that major changes to his system would be required if the
faults were to be overcome, changes for which there is no obvious means. of

implementation.
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a. Kyburg”s Theory of Acceptance.

The first problem I wish to raise concerns Kyburg”s theory of acceptance
in relation to the last problem we identified in Carmap”’s system, namely
the problem of securing the premises of inductive inferences when the
premises consist of data gatheredAfrom scientific experiments. It seems
to me that there are problems with Kyburg”s intended solution to this
problem, inasmuch as it is not clear that it can account for the ability
of standard types of experiments to yield data suitable to play the role
of premises in intuitively cogent inductive inferences. All I shall
attempt to do here, however, is raise the problem, for the solution

requires historical as well as philosophical investigation.

The relevant feéture of Kyburg”s theory of acceptance is that he allows
statements which are probable rather than certain to be accepted by
proposing a hierarchy of levels of rational corpora, a statement being
accepted into a corpus which has a level not higher than the lower bound
of the probability interval associated with the statement. These corpora
are not deductively closed, thus if p and q are members of a corpus it
does not follow that their conjunction is a member of that corpus. Kyburg
defends this feature by noting that the force of a deductive argument
ought to depend not upon the acceptability of its individual premises but
on the acceptability of their conjunction, and that the conjunction of a
set of probable statements has a lower probability than any one of the

individual statements.(113)
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Now consider a complex experiment, which has many elements designed to
ensure that the experiment is not disturbed by any extraneous factor -~
background fields, physical shocks, changes of temperature, impurities in
reagents, fluctuations of power supplies and the like are all common
disturbances against which we require controls. Typically these controls
are set up prior to the experiment, and then inferred to be properly
working while the experiment is in progress unless an unexpected result
occurs, whereupon we try to check our controls, and if one fails at the
time of this test then we may infer that the experiment was not properly
controlled. Typically, then, our evidence for the claim that a control
functioned properly is inductive, and on Kyburg”s account of induction it
follows that it will be at best probable that the control has functioned
correctly. An immediate consequence of this is that there is some number
of controls for which the probability that all worked correctly,‘ie. the
probability of the conjunction of the claims that the separate controls
worked, will be less than any figure we care to name no matter how near
the maximum is the probability that the least reliable control functioned

correctly.

Now of course it is intuitively reasonable that the degree of coﬁfidence
we should have in the reliability of the outcome of an experiment should
fall off as the complexity of the experiment increases (other things being
equal), just as our confidence in the conclusion of an inference falls off
as the number of premises increases (other things being equal). The

question I wish to pose is whether the law of multiplication of
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probabilities gets the rate of fall off right or whether, as I suspect,
the rate of falling confidence forced on us by the probability calculus is

unreasonably rapid.

One way to approach this question is historically. We could examine a
number of interlocking experimental setups to see if the result of the
experiment which is the last in the chain - or perhaps at the apex of the
pyramid would be a better metaphor — can be held to be reliable with a
reasonable probability that this claim is correct, for realistic
assessments of the probabilities of conclusions based on experiments
earlier in the chain. For example, if 0.99 was judged to be a reasonable
probability for all of the 70 controls contributing to some final
experiment; these 70 being arranged in the structure of 10 controls in the
final experiment with each of these controls tested in an experiment which
itself has 7 controls, the first level experiments requiring no controls
that cannot be observed to be operative at the time of the experiment (an
unusual case; I would think), then the probability that the outcome of the

final experiment is a reliable result is just less than 0.5.

Is this reasonable? Consider the inductive inference to, for example; the
success of a control designed to ensure the purity of a reagent; This
inference itself would be based upon data got from a controlled experiment
- Wwe may, for example, have conducted some other experiment which it is
known fails to give a certain result unless the reagent is pure, a correct
inference from this experiment requiring‘that a number of laboratory

apparatuses be functioning correctly and that certain equipment be free of
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any contamination at the time of the trial, each of which might themselves
need to be established by prior tests. Once we start to trace out the
hierarchy of tests involved it does begin to look as though the number of
controls which are involved in a chain of experiments will creep
sufficiently high to reduce the probability that the final experiment was
successful to an unacceptably low level. But for a convincing case either
for or against Kyburg’s theory of acceptance to be made out on such
grounds would require detailed historical work, taking, for example, a
reputable series of experiments to see if, when they are examined in this
1igh; they yield a final result which must be judged unreliable. If this
{s so then that counts against Kyburg”s theory of acceptance and
presumably suggests that acceptance must be acceptance*aé-true, not
acceptance-to—the-extent—of—the—probability of the claim accepted; if not,
that corpora ought to be deductively closed (which is a stronger claim,
since it entails the first if the conception of probability involved is

not to violate the conjunction axiom).

There are, therefore, problems with the idea that a claim can be accepted
and yet remain only probable. I do not claim here to have shown that the
idea is unworkable, however, but merely that it requires some further
discussion of the problem we have identified with Kyburg”s account of

acceptance.
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b. Kyburg”s Theory of Probability.

According to Kyburg”s theory of epistemological probability, all
probabilities are interval valued; probabilities are relative to a
language L and corpus K; a statement S in L has a probability only

if relative to K it is equivalent to a statement of the form z(x)& W,
where z is a random variable defined on a set y, W is a subset of the set
of possible values of z ony, and x is a random member of y with respect
to the value of z(x) being a member of w; and the probability of 8
relative to L and K is (p,q) if K contains the statistical statement that
the measure of the subset of y on which z takes values in w is in the

interval (p,q).(114)

For our purposes this brief definition will suffice to set oﬁt Kyburg”s
theory of probability, for it is plain even from this which features of
the theory require our scrutiny, namely: what analysis does the theory
provide of the assignment of probabilities to geﬁeralizations?; how do we
come by the knowledge required for the the statistical statements on which
probabilities are based?; and what is the basis for the randomness claim
which licenses using this statistical statement as the basis of the
probability assessment? To answer these questions, and eventually to come
to some judgement on the cogency of inductive inference on Kyburg”s model,
we shall have to discuss a number of questions, beginning with Kyburg”s
account of support for generalizationms, first for those which are
universal, then for statistical generalizations, for Kyburg distinguishes

sharply between the two cases.
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c. Kyburg”s Theory of Support for Universal Generalizations.

Kyburg originally put forward an account of the acceptance of universal
generalizations which allows a universal generalization to be accepted
into a corpus of level p if it is known that the generalization holds for
at least 100.p% of members of the set covered by the generalization. Such
acceptance of a universal generalization, say that all A are B, at the
level p allows us to assert with probability (p,1) that a randomly chosen
A is B. In his [1977b], however, Kyburg informs us that he rejects this
account of how we come by universal generalizations because it “never
happens” this way, and he offers a new and novel theory to account for the

matter.(115) The old and new theories are described and contrasted thus:

The two cases [theories] may be described as follows: We
discover by enumerative induction that practically all F’'s

are G's. Other things being equal, this entitles us to
believe that a given F is a G; but counter—examples do

exist. Alternmatively, we introduce a new term F* of which

it is incorrigibly true that all F*"s are G*x”s, and which

ig such that we can be practically certain that what we think
to be an F* is in fact an F*. 0f course if we find a lot

of F's that aren’t G’s, then we will have to revise our
statistical generalization in the first case. In the second
case we have to revise our views about the probability of error
in making F* attributions. And of course if we find that

we are wrong in making such attributions a good deal of the
time, it may well be very tempting to suppose that our language
reform was misguided to start with.(116)

Now as I understand the story, Kyburg”s motivation for his change of heart
towards his intended philosophical spoof was that the received theory,
which he employed in what 1 have called his first theory of the acceptance
of universal generalizations, fails to take account of the fundamental
role played by error in measurement and genuine scientific observation

generally, though not in the armchair ornithology of phLlosophical tracts.
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For the old theory takes observations to be unproblematic, at least in the
paradigm case, and incorrigible, while generalizations are contingent and
thus liable to be proved false by observations. In real science, however,
the paradigm case of accurate observation requires mnot incorrigibility but
a well understood distribution of errors. The now seriously developed new
theory reflects this more realistic account of observation and takes
generalizations to be analytic with their former empirical comntent being
shifted into the theory of the distribution of errors of observation.(117)
(The reader might think that this is an avoidably strong reaction to the
former idealization of measurement; but we take Kyburg”s theory at its

face value, nonethelesss.)

While much of the interest in this new theory centres on the new-account
of observation introduced by the analogy with measurement, I want ‘to focus
on another aspect, namely the logic of inductive support, not now for the
universal generalization, since this is analytic, but for the linguistic
reforms which create analytic generalizations. This is of considerable
interest since, as we can see in the passage above, while the cdntingent
generalizations of the old theory required support from enumerative
inductions (or so it was held), no mention of inductive inference occurs
in the description of the new theory. We shall see what has happened to
inductive inference by paying attention to the reasons for adopting a
suggested linguistic reform which makes one generalization, rather than

some rival, analytic.

Kyburg”s account of these reasons is given in the analysis of the
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following example.(118) Let there be theories T1 and Tz: in

languages Ll and LZ’ respectively. Let S1 be the set of
statistical statements associated with Ty, such that each member of

S1 asserts of some observation statement entailed by T1 that its

frequency of erroneous application is in an interval near 1. Let Sy be

similarly defined. Now let the interval associated with the ith member of
Sy be (Pqui)’ and the interval associated with the ith member

of 32 be (ti’si)' Compare

2 2 2 2
d, =4§:(qi - py)” and dy = thi - s;)

In the old theory, dl would have been interpreted as a (natural - I

leave out Kyburg’s argument for this) measure of how well T1 fits the
data, and thus have been taken to measure the inductive support for

Tl' In the new theory, however, we would not say that one theory fité
the data better than another, but rather that it makes better sense of it,
that it involves a lower frequency of observation errors, oT that it has
“more empirical content” than a rival; and it is this, according to

Kyburg, that in his new theory “gives us inductive grounds for preferring

one convention to another”.(119)

We seem, therefore, in Kyburg's new theory, to have inductive support
without inductive inference, but of course that is not the case. The
inductive inference occurs in one of two places: either we: take the
members of Sy and S, to record the observed error frequencies of

the observation statements entailed by Ty and T, respectively, and
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thus require an induction to get from ’dl < dz’ to ’T1 is

superior to Tz’, ie. superior in general, not merely in the field of
our present experience; or each of the members of Sl and SZ

asserts not the observed error frequency of a particular observation
statement, but its theoretical error frequency, which is obtained, of

course, by an induction from the observed error frequency.

If we take the second option then the inductive support for a language
shift, which has the effect of making some hypothesis analytic, derives
from a series of inverse statistical inferences from the error frequency
in a sample of applications of an observation statement to the error
frequency in the population of applications of that kind. The logic of
that kind of inference will be examined shortly, for it is an induétive

inference to a statistical generalization.

1f we take the first option we must provide a basis for inference from

“On the set of observations made thus far, T, entails a lower frequency of
observational error than Tz’ to “In general Tl entails a lower

frequency of erfor than TZ', for it is the latter claim which can ‘be
plausibly interpreted as entailing that T1 is the superior theory, not

the former. Now if Kyburg were to take this option for explaining the
inductive support for language shifts, he might deal with the inference we
have shown to be required in any number of ways, for it is an ordinary
induction by enumeration that is wanting justification. Thus he might,
for example; seek an inductive justification for this induction, viz that

since it has thus far been the case that most theories which are related
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as are Ty and Ty have continued to be so related as more
observations accumulated, this pattern will be continued in the future.
My point is that Kyburg’s new theory for the acceptance of universal

generalizations does not avoid the problem of induction.

But might we not be able to apply the new theory to the problem at hand,
{e. take it to be an analytic second-order generalization that if the sums
of‘the squares of the diagonals associated withva first-order
generalization is less than the sums of the squares of the diagonals
associated with some other first-order generalization (to give the
relationship between 'I.‘1 and T2 defined above a comnvenient

description (120)) over a wide field of observations, then the
relationship will hold good generally, aund the superior theory is then to
be described as a “law” rather than “a well confirmed hypothesis”. We
could do this, but there would be 1ittle benefit. First, it is doubtful
that we have a characterization of the kinds of theories to which we would
want to apply the generalization, and also that we could formalize the
reference to a “wide field of observations” in a manner which kept the
frequency of mis-identifications within reasonable bounds. But the main
problem is that we are back where we began: suppose we employ the
second-order generalization for a time and find an acceptably low
frequency of misidentification of instances of the second-order
generalization, and therefore conclude that our linguilstic reform, namely
the acceptance of certain hypotheses as laws, has been desirable. We must

then ask ourselves what reason we have for expecting this low error

frequency to be continued in the future, and it is plain that any reasoned
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confidence we might have in this continuation must be based upon an
jpductive inference, and thus the proposed solution to the difficulty

presupposes a solution to the very problem to which a solution was sought.

Clearly, Kyburg’s mew theory of the relationship between observations and
generalizations, whatever its other merits, does not advance us in the

attempt to place induction upon a secure foundation in reason.

d. Support for Statistical Gemeralizations: Kyburg”s Theory of Direct

Inference.

Now let us turn to Kyburg’s account of how the evidence from a sample can
support a statistical generalization about the population (or a claim
about some other sample not identical with the observed sample). Kyburg’s
theory here is a development of Fisher”s theory of fiducial inference;
with the predicate “rationally representative” being employed to turn a
_direct inference into an inverse inference.(121) Now just how this
transformation is brought about; and under what conditions; if any; it is
a reasonable procedure for making inverse inferences; are questions of
considerable interest. However, I shall not deal with them here; for
Kyburg”s analysis of the direct inference itgelf is controversial, and we
shall concentrate on that. For it can be Shown; I shall argue; that
Kyburg”s direct inferences are mot rationally compelling. From this it
follows immediately that his inverse inferences are not rationally
compelling quite apart from any difficulties associated with the fiducial

step which converts a direct inference into an inverse inference. With
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our brief being to examine inference schemes to see how they stand with
respect to Hume”s problem of induction, we thus have no need, if my
assessment of XKyburg”s account direct inference is correct, to consider

/

the merits of his inverse inference itself.

Kyburg”s system of direct inference has been the subject of an extended
debate between Kyburg and Levi; a discussion which focused on the failure
of Kyburg's direct inference to obey; at least in some cases; a prinéiple
Levi calls “confirmational conditionalization” (hereafter denoted
“€C").(122) This debate touched upon features of Kyburg”s system of
direct inference which I shall argue prevent direct inferences from being
rationally compelling, but the controversy dealt mainly with other, more
technical, questions, and ended, I think, without the significance of the
issues debated being got clear. Thus I shall only briefly reviéw the
debate, and then go on to draw out those points which it raised which I
think to be of most interest in the context of our discussion of the

.cogency of direct inference.

In his [1974] Kyburg noted that we can think about conditional probability
in two distinet ways. In the first case, we can identify the probability
that an A is a €, given that it is a B, with the measure of the

C’s among the things which belong to the intersection of A and

B.(123) In the second case we can think of conditional probability as

an epistemic concept, as the probability that an A is a C relative to

a rational corpus that embodies the information that it is also.a

B.(124) Kyburg calls the first of these concepts “conditional nmeasure”,



p-234

while the second he does not explicitly name but it is obviously intended
to be known as “conditional probability”. The point of introducing the
distinction is that there ére occasions on which the two functions take
differing valﬁes, as Kyburg goes on to show. For conditional measure is
given by Bayes” theorem, but conditional epistemological probability can

only be got in this way when

relative to the body of knowledge constructed by including as
part of that knowledge the conditioning statement, .our original
item = is a random member of the appropriate part of the original
reference class.(125)

In his [1977] Levi challengedeyburg’s analysis of conditiomnal
probability; proposing the principle that; for a fixed rule for
determining probabilities (eg. a given é~function); the probability of an
hypothesis h conditional on evidence =, relative to a corpus K;

which is given by Bayes” theorem, ought tb be the same as the probability
of h relative to a corpus K’; where K~ is just K augmented by e.

‘This is his principle of “confirmational conditionalization’; or, as we
have decided to abbreviate it, “CC”. Thus Levi rejected Kyburg”s councept
of conditional epistemological probability; taking Kyburg’s conditional
measure to be the only legitimate concept of conditional probability. He
went on to argue that Kyburg’s rule for conducting direct infereﬁce; which
is also his rule for calculating probability statements; violates CC under
conditions which; Levi claimed; were more natural than the conditions
under which Kyburg had admitted that conditional episteﬁ@logical
probability would not be given by conditional measure.(126) 4Kyburg;

however, was unmoved by this since he found Levi”s example of a case for



p-234
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differing values, as Kyburg goes on to show. TFor conditional measure is
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however, was unmoved by this since he found Levi“s example of a case for
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which CC fails to be more “bizarre” than the cases for which he had
already admitted that CC fails; and he set out more clearly just when CC
does fall in his system of direct inference; and argued that such failures

were well motivated.(127)

Thus; so far as the faet of violation of CC was concerned, the only

point in dispute was the question whose example of a violation was the
more bizarre. As to whether violation of CC is anything to cause alarm;
Levi initially gave no argument for this view, and when challenged to give
reasons for it provided a proof that because it violates CC Kyburg~s
system allows an agent to reverse his preference ranking for a pair of
bets on reclassifying an irrelevant but serious possibility as a
non-serious possibility. He did not, however, explain why ﬁhis is a
problem for Kyburg’s system of probability.(lza) Kyburg took the view
that the real attraction of CC is that it is necessary to haﬁg on'to it if
you wish to adopt a universal betting interpretation for probability; if
CC is given up then the fair betting quotient for h conditional on e,
relative to K, may differ from the fair betting quotient on h relative

to K augmented by e.(129) If you are willing to give up a universal
betting interpretation for probabilities, Kyburg implies, you need have no
qualms ébout dispensing with CC in favour of a rule for direct inference
such as Kyburg offers. Levi“s latest paper on the subject does not offer
any reply to this, though he reiterates his view that the main ptoblem
with Kyburg”s system of probability and inductive inference is its
violation of CC, rather than the problems exposed by Seidenfeld and

others.(130)



p-236

e. Randomness and the Cogency of Direct Inference.

Much of the controversy between Kyburg and Levi centred on the conflicting
accounts they gave of an inference from the information that a man,
Peterson, is a Swedish resident of Malmo, that a certain proportion of
Swedes are Protestant, and that a less precisely specified proportion of
Swedish residents of Malmo are Protestant, to the probability that
Peterson is a Protestant. Levi suggests, if I have understood his claim,
that for the direct inference (from the religious affiliations of the
population we chose as a reference set for the inference, to the
probability that Peterson shares the dominant affiliation), to be
compelling for X, X must know that Peterson has been randomly chosen

from the population adopted as a reference set. This 1s, in any case, the
claim I wish to make out against Kyburg”s view that for the inference to
be compelling for X it suffices that he does mot know that Peterson
belongs to any class which is; according to Kyburg’s rule for choosing the
reference class for a direct inference, a more appropriate reference
class. Now the rule Kyburg gives for choosing the reference class ties
the choice of a reference class to the question whether the individual in
question (here Peterson) is a random member of the class considered, the
appropriate reference class being the class of which Peterson is a random
member, according to Kyburg”s definition of randomness. Kyburg”s

conception of randomness must therefore be the focus of our discussion.

Kyburg”s account of randommness has undergone considerable change of detail
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since he first put it forward, and recently he has accepted a change in
the status of his analysis. Initially he intended to provide a generally
applicable account of when an individual should be considered to be a
random member of some potential reference class for a direct inference.
Lately, however; he has retreated from this plan in the hope of offering
clear rules for certain common cases, and for the problematic cases thus
far thrown up by his analysis. The first point to be noted, therefore; is
that at present Kyburg does not offer an algorithm for determining
randomness claims. Now since a potential reference set stands unless an
alternative is judged superior by Kyburg’s account of randomness, the
outcome of the inference; ie. the probability assigned to the statement in
question, depends upon the alternative potential reference sets we offer
for consideration. Without an algorithm for determining randomness

claims we have no way of knowing that we have considered all the possible
reference sets and thus no way of knowing that we have picked the

appropriate set.

A problem of this kind would remain, however, even if an algorithm for
determining randomness claims could be developed, for even if we had a
procedure for checking all possible reference sets, which one the
algorithm directed us to select would depend upon what was known about
each set. The fundamental problem is that on Kyburg’s theory:. of
randomness a potential reference set stands unless displaced by some other
set; ie. a set stands as an appropriate reference set provided only that
it is a potential reference set and no other potential reference set is

judged superior to it. But this means that some inferences will go
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through simply because we are not in possession of information which is
potentially available to us and which would upset the inference by forcing
the choice of another reference set, while other inferences will go
through because they are based on the most appropriate reference set. If
direct inferences on Kyburg’s account are to be rational we must surely be
able to justify the claim that the success of any particular example is a
consequence of the appropriateness of the reference set on which the
inference is based, not the paucity of our information about other

potential reference sets.

In effect Kyburg proposes a mew and unattractive principle of rétional'
inference: proceed to assign probabilities according to what you know
regardless of how little you know. However, it will surely be agreed
that we have no basis for assigning any particular probability to a
proposition unless we have reason to be sure that the assessment is well
founded; assessments of probability are not reasonably made in ignorance

if they are intended to be legislative for ratiomal belief.(134)

In order to deal more precisely with the question of tﬁe information base
necessary for the reasonable determination of a probability, consider a
class A and a class B such that it is known that the rélative frequency of
B in A is p, and let x be known to be an A. We want to determine the

probability that x is a B.

According to Kyburg, we may infer that p(x€B) = p provided that we do

not know that x belongs to any class other than A; or if we do know
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that % belongs to some other class D then the measure of B in AN\D

is known to be an interval that includes p.(135) But this is plainly
too slim a basis of information for the probability assigned to x€B, by
direct inference from the measure of B in A, to be legislative for the

degree of rational belief in x€B. I doubt whether many would be

prepared to proceed with the inferemce on the basis of not knowing that

there is any class D such that AND might be the more appropriate
reference class before checking, say, that we have not had past
experience with a class like A, say A7, which was found to share
members with a class D” such that A"n D7 was the appropriate reference

class - that is to say without first comsidering the possibility that

p(x€ B) ought to be influenced by an argument from an analogous case.:

0f course a sophistication of Kyburg’s system might be developed to deal
with this or any other similar possibility. But no such development could
deal with the problem whiéh is at the root of the point we are discussing-
For it does nmot matter how exhaustive is the list of possible reference
classes we must check and discard before accepting some candidate, we
shall not be prepared to accept the candidate class as the appropriate
reference class, and thus not be prepared to accept the inference as
legislative for rational degree of belief, unless we can show that the
candidate is the appropriate class, and not merely ﬁhe best of those
considered, or at the very least that the tests conducted to determine the
appropriate reference class are competently conducted and could reasonably
be thought to have yielded the appropriate reference class. Ig short, our

willingness to proceed with a direct inference according to the model
g
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Kyburg gives depends, 1 suggest, on our either knowing or accepting as a
reasonable judgement that if the reference class employed was inferior to
some other possible reference class then we would have discovered this and
employed the superior class. The problem now is to find some formal

criterion to take the place of these vague and intuitive demands.

Tt is not hard to be fairly precise about the stronger requirement, that
we should know that the reference class employed was the appropriate
class. We would be prepared to accept the class A as the appropriate
reference class for a direct inference if we knew that none of the
predicates which occur in an exact and exhaustive description of x
define a subset of A in which the measure of B (the property with

which we are concerned) differs from‘the measure of B in A, and that
x~s selection from A was random with respect to x”s being a B.

These two conditions ensure that the long run relative frequency with
which the inference turns out to have a true conclusion equals the

probability the inference gives the conclusion.

I take these to be the conditions Levi lays down for a direct inference to
meet CC and also, which I have taken to be more important; for the
inference to be rationally compelling.(136) But it is very doubtful that
these conditions could ever be met, and it is not even clear what the
second of them means. Take the problem of meaning first. Levi would say
that each member of A should have an equal chance of selection at each
trial, but that throws little light on it. Hacking would resolve equal

chances into equal frequency of selection in the long run; but we would
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then have the problem of applying what is true in the long run to the
particular selection we are interested in, and would also have to admit
that few if any interesting inferences, and none where the entire
membership of the reference class is not available for selection, will
meet the criteria. Moreover, supposing that we got the idea of random
gelection clear in a way that allowed it to play the role intuitively
intended for it, there would still be the problem of ensuring that the
conditions were met for some inference under scrutiny. This alone is a
sufficiently weighty problem to sink direct inference; as both Kyburg and
Levi point out, for how are we Lo ensure that either condition is met?

Levi writes:

one cannot hope to be in a position to justify the admission of
chance statements into evidence on the basis of testimony of the
senses, the records of memory, an acceptable conceptual framework,
and my account of direct inference, without further substantive

assumptions.(137)

Levi is untroubled by this, however, claiming that it is a difficulty only
for an empiricist such as Kyburg. Kyburg responds by declaring that
levi“s pragmatism substitutes “postulating shared agreement about matters
of empirical fact” for “constructing shared agreement on the basls of
empirical data”, and rejects this approach as having the “same advantages
as theft over honest toil”, borrowing Russell”s famous phrase.(138) Now
we shall examine Levi”s theory in the next chapter; what -is to be
concluded here, however, is that either we have, following Levi, set
unnecessarily strict conditions for direct inference on Kyburg s model to

be legislative for rational belief, or that, since these conditions cannot
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be met, Kyburg”s programme for providing a rational basis for statistical,

and more particularly inductive inference, is unsuccessful.

No doubt the requirements Levi lays down for direct inference to be
rationally compelling are stringent, but what weaker set of requirements
would do the job? Above we suggested that the minimum standard would be
that it be a reasonable judgement that if there was a superior reference
class to that used in a direct inference then we would have discovered
this class. But we do not even have the formal theory of randomness that
would allow us to precisely characterize what is meant by “superiority” in
this standard, and additionally there is the problem of finding some
standard to assess the quality of the search for alternate reference
classes so that we might reasonably declare a fruitless search to be
fruitless because there is no better reference class than the one
presently considered the best available. In short this suggested weaker
standard is not an informal standard which now merely requires formal
expression; rather it is the expression of the hope that we can find some
standard for rational belief which is weaker than the standard Levi
proposes. Which is what we should expect, for Levi“s standard for
justified inference is in effect Hume~s standard of reason, viz that it is
rational to accept only those inferences known to be truth presérving,
Levi adapting this to probable inferences by insisting upon-a standard
which entails that the 1ong'run relative frequency with which an inference
proves to be truth preserving should equal the probability lent the

conclusion by the inference.



p.243

£. Kyburg on the Justification of Induction.

In a paper on the justification of inductive inference Kyburg set out his
view of what it takes for an inductive inference to be rationally

compelling, claiming that

The appropriate thing to ask about an inductive rule (or a
definition of probability) is... whether we can conceive of a
universe in which (for example) (1) all of the A”s that an
individual has seen have been B”s, (2) there is absolutely
nothing else that the individual in that universe knows, and
yet (3) it would be irratiomal for him to expect the next

A to be B.(139)

Kyburg obviously takes the answer to his implied question to be “No!”, but
I, and I imagine many others, do not share his intuition. We can conduct
a small test to see who is right, moreover, and I think that it counts
decisively against Kyburg’s view of the matter. TFor we can construct
universes for ourselves at the drop.of a hat: for example, imagine that
you have observed one sayjum and it was bojan; are you then rationally
justified in expecting the next sayjum (1f another exists) to be bojan
(or, at least, rationally jﬁstified in assigning this prediction a
determinate probability)?. Or alternatively, should you reason that since
a limited amount of bojan might have to be spread among the sayjums then
it is reasonable to expect the next ancountered sayjum not to be bojan?
Or, finally, should you refuse to opt for either alternmative and withhold
judgement until more information is available? (The kind of information on
which we would likely wait would be observations of sayjams at different

times and at different places and when in the vicinity of the different
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things and beings we might find in this universe, and not merely the

encountering of more sayjums.)

My point is that the line of argument Kyburg used to defend induction
takes us back to the major difficulty we held to exist in his theory of
direct inference; for an inductive inference to be rationally compelling
we need to know that its premises state not merely all the relevant
information we in fact have, but that the premises were arrived at by a
process of observation and experiment which it is reasonable to assume
would have yielded any further relevant evidence which was potentially

available to us.

1f we are to meet this standard, it will needvto be given a much more
definite formulation. We could do this either by specifying the kinds of
processes of observation and experiment which must be exhausted before we
hold an induction to be soundly based, or by specifying in broad terms
what the outcome of our investigations must be. The problems of the first
approach are familiar from Popper”s difficulties with the notion of a
sincere test of an hypothesis. The second approach is easier to follow,
but we have seen above that it plausibl& leads to Levi”s conditions for
inductive inference to be rationally compelling, which Levi admitted could

not be met without abandoning an empiricist epistemology.

We conclude at this point, then, that Kyburg”s account of direct inference
fails to provide a system of inductive inference which would compel the

rational agent to accept that, via direct inference, our “body of
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empirical knowledge” 1s ‘uniquely rationally determined” by our “body of

experimental evidence”, and thus that Kyburg’s system does not achleve the

aim he set for it.
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CHAPTER 7 'THE BAYESIAN PARADIGM

1. INTRODUCTION.

In this chapter we shall discuss the last of the‘three paradigms in
inductive and statistical inference, the Bayesian paradigm. Our intention
in this discussion is to determine whether the Bayesian paradigm has
spawned a system of induction which is not susceptible to arguments for
inductive scepticism akin to that given by Hume; In line with our policy
hitherto we shall accept that Hume”s inductive scepticism has been
defeated only if a form of inductive inference is presented which does not
allow the critic, who accepts the prémises of an inductive inference, to
reject the conclusion of the inference or to refuse to attach a specified
probability to the conclusion of the inference, without transgressing
against a principle or principles of ratiomality to which the critic can
be committed. We shall be led to the conclusion that the arguments of the

Bayesians do not defeat inductive scepticism.

As indicated in our initial analysis of statistical inference, there are a
number of divergent models of inference within the Bayesian camp. The

first task of this Chapter is to give a brief account of the divisions




p.247

between these variants of the Bayesian paradigm. Four versions of
Bayesianism will be distinguished: the objective theory (Jeffreys, with a
distinctive contribution by Jaynes); the subjective theory (Ramsey, de
Finetti, Savage and Jeffrey); Levi”s theory of inductive inference; and
finally the recently developed neo-Bayesian theories proliferated by a
aumber of authors who have been influenced by Jaynes” work on the
objective Bayesian theory and his rule of maximum entropy, which is the
basis for the new account of induction. Having separated these versions
of the Bayesian paradigm we shall then consider the analysis of induction
given by each group and consider its adequacy as an attempt to defeat
inductive scepticism, dealing first with the objective theory, then with

the subjective theory, next Levi, and finally with the neo~Bayesiéns.

Placing the neo-Bayesians to one side for'the moment, we may say that
while the remainder of the group is divided in many respects, they do form
a single if internally fissured school, unitedvby the central place given
to Bayes” theorem in inductive inference. For all but Levi, inductive
inference is the calculation of posterior probabilities from prior
probabilities and 1ikelihoods via Bayes” theorem or some generalization of
it. (Levi allows that an agent might arrive at a posterior distribution
not sanctioned by Bayes” theorem, given the agent”s prior, if the agent
changes his ~confirmational commitment”. He insists, however, that unless
such a change takes place Bayes” theorem provides the only allowable rule
of inductive inference —~ indeed, this is just his principle of
Confirmational Conditionalizationm, which we discussed in the previous

Chapter.) The neo-Bayesians take a further step away from the traditional
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Bayesian account, for they adopt a new basis for inductive inference, a
principle of maximum entropy or Qinimum information; but nonetheless their
work is still in the spirit of the Bayesian paradigm, identifying
induction with the determination of posterior probability distributions on
the basis of prior distributions. Moreover the new inference principles
offered can be construed as generalizations of Bayes” theorem, for under
certain conditions Bayes” theorem, and Jeffreys” rule of
conditionalization, can be given as special cases of the neo—Bayesian rule
of inductive inference — though there are problems with this construal, as

we shall see.

But leaving discussion of Levi and the neo—Bayesians till later in‘the
Chapter, we are left with the traditional Bayesian theories, which divide
neatly into two groups. This division is effected by the divergence of
opinion among Bayesians concerning the nature of probability. According
to the objectivists, who place Jeffreys at the head of their school,
probabilities are objective, and thus the inductive inferences conducted
by application of Bayes” theorem are, when correctly carried through,
rationally compelling for all. The subjectivists, on the other hand,
followers of Ramsey and de Finetti, opt for a subjective analysis of
probability, aptly titled “personal probability” by Savage. They concede,
therefore, that an inductive inference, that is, the calculation of a
posterior distribution from some prior distribution, is only compelling
for those who share the prior distribution; for there are no objectively
correct probabilities (except in extreme cases where values are derivable

from the axioms alone), and thus no inductive inferences to which all are
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logically required to assent. Let us consider these two Bayesian models
in turn, returning to Levi and the neo-Bayesians after spelling out the

more traditional Bayesian theories and considering their many problems.
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9. INDUCTION ON THE OBJECTIVE BAYESIAN MODEL.

While it can reasonably lay claim to older roots I shall take the origin
of the objective Bayesian theory to be Jeffreys” work, for in his Therory
of Probability the theory was for the first time presented at thevlevel
of rigour and clarity introduced into philosophy by the successes of
formal logic in the early part of this century. That is particularly
significant for the objective Bayesian theory, for the major sticking
point for all Bayesian accounts of induction has been the question of just
what factual assumptions must be accepted if the theory is to be applied,
and the axiomatic method Jeffreys adopted under the inspiratibn of the
Principia had the potential for making that question as easy to answer

as it could possibly be. I shall briefly outline Jeffreys” theory, and
then discuss those aspects of the theory which seem to me to be of most
interest in connection with the attempt to find an answer to Hume’s

problem of induction.
a. An Outline of Jeffreys” Theory of Induction.

First let us note that Jeffreys certainly took his theory of scientific
inference to supply an answer to Hume”s problem, not by providing any
proof of the reasonableness of induction a priori, but by stating a set
of rules for conducting inductions which were intended to be justified by

their fruitfulness. Thus he begins with the presumption that
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there is a valid primitive idea expressing the degree of

confidence that we may reasonably have in a proposition,

even though we may mot be able to give either a deductive
proof or disproof of it

and takes his task to be to “express its [the primitive idea”s-MR]
rules” . (1) We shall examine this notion of justification later, in
connection with the justification Jeffreys gave his rules and postulates.
Tor the moment, however, it is important to set out the main features of

Jeffreys™ rules.

Jeffreys aims to provide a formal theory of probability, where
probabilities are interpreted as rational and objective degrees of belief,
or “reasonable degree[s] of confidence”.(2) However, he does not offer
any formal definition of his “reasonable degrees of confidence”, remarking

that

it is intended to express a kind of relation between data and
consequence that habitually arises in science and in everyday life,
and the reader should be able to recognize the relation from
examples of the circumstances when it arises.(3)

Jeffreys thus throws down the gauntlet to those who, like Ramsey in his
review of Keynes” theory of degrees of confirmation, profess themselves
unable to discern the primitive relation the theory is intended to
formalize. In so doing he weakens his system, however, for there is a real
problem here which cannot be dismissed so lightly; the presumption that
there is ome logic underlying the weighing of evidence in the sciences

requires some defence against the view that there is no unitary method
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responsible for the success of scientific practice. Borrowing Carnap’s
terminology, we mnote, therefore;“that Jeffreys does not provide an
analysis of his explicandum sufficient to convince the reader that there
is any genuine concept of “reasonable degree of confidence” suitable f;r
explication. But since it is not our intention here to question the
presumption that there is a coherent inductive logic implicit in

scientific practice, we shall not pursue this line of criticism.

Presuming that there is a coherent inductive logic underlying the
evaluation of theories in science, and proposing to comstrue these
evaluations as assessments of probabilities (defined as rational degrees
of belief), Jeffreys” task is to provide rules for these evaluations such
that the evaluations will turn out to obey the probability calculus as
well as having other features he desires rational degrees of confidence to
possess. To this end he proposes a number of axioms and conventions which
are provided with varying depths of justification - the thinness of the
justifications beilng a consequence of the lack of initial clarification of
the explicandum as well as his idea that fundamental axioms, be they for
induction or deduction, cannot themselves be proved; rather their
suitability is measured by the usefulness of the system which they found.
Indeed, the seven axioms which constrain reasonable degrees of confidence
to be probabilities are not defended at all. Clearly Jeffreys took it to
be uncontroversial that degrees of confidence should be probabilities,

citing with approval Maxwell”s statement that

the actual science of logic 1s conversant at present only
with things certain, impossible, or entirely doubtful,
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none of which (fortunately) we have to reasom omn.
Therefore the true logic for this world is the
calculus of Probabilities..(4)

That this statement contains such an obvious non-sequitur shows how far it
was from Jeffreys” mind that a justification needs to be provided for the
assumption that reasonable degrees of confidence are probabilities. We,
however, having seen the rejection of that assumption by Cohen; being
mindful of the problems with acceptance arising from degrees of belief
being probabilities which are exposed by Kyburg”s lottery paradox; and
noting the arguments against having point-valued degrees of belief
conforming to the the calculus such as that given by Kyburg; can now see
that these axioms do not lead to wholly uncontroversial results.(3) Any
justification based on the fruitfulness of the axioms is therefore
problematic, since there is reasoned disagreement concerning, as it were,
the quality of the fruit. Some direct justification is thus required for

these axioms, but none is provided.

I1f we waive this objection and pursue the development of the theory, its
main rule is not far to seek: given that our assessment of support for a
theory consists in our evaluating the degree of confidence rationally
warranted by the evidence at hand, and that these degrees of confidence
are probabilities, it follows immediately that theories are assessed by
calculating their probabilities given the evidence, where such
calculations are possible. And since probabilities given evidence are
determined by Bayes” theorem, the “principle of inverse probability”,

Jeffreys asserts this to be the “chief rule involved in the process of




p.254

learning by experience”, without which “a general theory of induction is

impossible” . (6)

Note that in accepting Bayes” theorem as a rule of inductive inference
Jeffreys identifies the probability of an hypothesis on certain evidence
and conditional upon some further proposition with the probability of the
hypothesis on the original body of evidence augmented by the further
proposition, ie. he assumes Pm(hle) = Pm+e(h) (call this (*)). This
equation, however, may be open to challenge — as indeed we have already
seen in the debate between Kyburg and Levi over the principle ;f
confirmational conditionalization. That debate, however,\concerned the
status of the principle in a theory of probability (Kyburg”s) for which
there is not a unique probability associated with every pair of
propositions, there being the possibility that adding e to our body of
knowledge m might lead to our adopting a reference class for the
calculation of ?m+e(h) different from that which served for the
calculation of Pm(hle)- Jeffreys” theory, however, as Haéking points

out in his discussion of the distinction between the two probability
functions in question, does associate a unique probability with each pair
of propositions (h,e), and thus (*) is a tautology in Jeffreys” theory

of probability - as it is for Carnap, in whose theory the necessity of (%)
is apparent, since in his theory, and also in Jeffreys” though there not
so clearly spelt out, the probability of a pair of propositions is given

immediately by their content.(7)

For (*) to be a tautology, however, places heavy demands on Jeffreys”




p.255

theory, for it requires that the probability of all pairs of propositions
be given analytically, and thus tha£ prior probabilities, legislative

for all, be given analytically. Just how heavy a demand that is will be
considered in the next section. What is relevant here is that it avoids
the cost of (*)7s not being a tautology, namely the requirement of finding
a proof for it. For as Hacking points out, (*) is a dynamic assumption
not entailed by the static assumption that rationality requires that
degrees of belief held at any one time conform to the probability
caleulus. This leads to considerable dificulties for personalist

Bayesianism, for which (*) is not a tautology, as we shall see.
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b. The Determination of Prior Probabilities.
i. Jeffreys” theory.

Finding a rationally compelling rule for the determination of prior
probabilities has been the major problem of the objective Bayesian theory.
Jeffreys, like most modern authors, rejects the solution put forward by
Bayes, which was employed extensively by Laplace, but considers the
problem soluble. He offers his reasons for rejecting the Bayes/Laplace
solution, and provides his own, after a brief discussion of the meaning of

a prior distribution.

Noting that the problem is to find a rule for assigning prior probabilities
when we know mnothing about the true value of the parameter for which a
prior distribution is sought, Jeffreys claims that the answer is clear if
we recall that the probability is “merely a number associated with a
degree of confidence”, whose purpose is to glve one”s degrees of

confidence ~formal expression”. From this he takes it to follow that

If we have no information relevant to the actual wvalue of a
parameter, the probability must be chosen so as Lo express
the fact that we have none. It must say nothing about the
value of the parameter, except the bare fact that it may
possibly, by its very nature, be restricted to lie within
certain definite limits.(8)

Now this line of thought leads naturally, via the notion that if we have

no good reason to draw a distinction between any two values of the
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parameter then we ought to assign the same prior probability to these two
values, to the Bayes/Laplace ide‘é that ignorance concerning the true value
of a parameter is properly represented by attaching the same prior
probability to every possible value of the parameter. We thus arrive at
the view that unless we have a reason to prefer some possible values of a
parameter to others, a uniform prior density ought be adopted by setting
P(dx) = c.dx, where dx represents the size of the interval containing

the value of the parameter and ¢ is a normalizing constant. But the
uniform prior is beset with difficulties, two in particular. First, for
parameters which can take an infinite set of values, and thus for all
which are continuously valued, normalization cannot be achieved and thus
the distribution is improper, ie. the integral of the density function is
unbounded, for otherwise the probability of the parameter taking any given
possible value would be zero. Second, the uniform prior leads to well
known paradox, for a prior which is uniform over values of the parameter

P will not in general be uniform over values of functions of P.

Rejecting the Laplacian uniform prior as a general solution to the
problem of determining prior distributions Jeffreys thus faces two
problems; first, to supply alternative priors for problems where the
rejected distribution had been adopted; and second, to provide a principle
to defend his choice of priors as the principle of insufficient reason

defended the Laplacian uniform prior.

While Jeffreys makes considerable headway in relation to the ‘technical

problem of finding mathematically well behaved priors, so far as a
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non-mathematician is able to judge, he is less successful in finding a
plausible philosophical rationaié to defend the priors he recommends in
the various cases for which he offers solutions. Jeffreys” innovation
consists in finding a general rule for determining priors which will be
invariant under various transformations of the parameter which we are
trying to estimate, or which is the subject of an hypothesis we wish to
test. The rule is not entirely successful, however, yielding
“inappropriate” priors for some cases, and thus requiring ad hoc
amendments. Further work by Huzurbazar provided more comprehensively
adequate rules, but to a philosopher fundamental problems remain,
particularly the fact that while a prior on Jeffreys” theory of
probability constitutes a supposedly uniquely rational distribution of
belief, the basis for choice of a prior is mathematical convenience .

(invariance) plus agreement with common sense values.(9)

Defending his rules Huzurbazar argues that “it is not logically necessary
to produce a single invariance rule which will be satisfactorily
applicable to all distributions”, and that it is no more likely that we
should find such a single rule than that we should find a single
scientific law to explain satisfactorily all physical phenomena.(10) But
this argument ignores what is the vital point about prior probabilities,
namely that they must be legislative for rational belief, and that failure
to find a single rule to generate such priors may: justly legd one to
conclude that the single phenomenon the rule would elucidate, the rational
basis for determining prior probabilities, does not exist. At the very

least we require that a single theory be given to explain why different
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priors are appropriate, and not merely convenient, in different
situations, otherwise we may be elucidating not one phenomenon but many,
contrary to Jeffreys” supposition that there is one logic underlying the

weighing of evidence in the sciences.

On the basis of a similar argument, and also because the recommended
priors are typically improper and thus lead to values for some
probabilities that are infinitely large, values which must somehow be
meaningfully combined with probabilities on the normal scale, Hacking

re jects Jeffreys” rule for assigning prior probabilities.(1ll) 1 agree
with Hacking; in Jeffreys” system a probabiliﬁy function represents the
rational distribution of belief, but I do not see that the critic is
rationally compelled to adopt Jeffreys” prior in any of the cases he
examines, particularly in the absence of a proof that some such prior
must be selected, for if not forced to make such a choice the critic can
convincingly argue that there is no determinate or unique representation
of his ignorance concerning the value of some parameter. The critic could
of fer the maximally indeterminate interval valued probability [0,1] as his
prior probability for every possible value of an unknown parameter. If I
have read him correctly, Jeffreys” reply to this could only be that such
an imprecisely specified prior prevents employing Bayes” theorem to give a
posterior distribution, but to take that as a reason for adopting a more
determinate prior would obviously be to beg the question at issue here,

viz the reasonableness of induction on the Bayesian account.

Finally, there is a powerful criticism of Jeffreys” theory given by
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Seidenfeld, who argues that when our posterior probability depends upon
information from more than one e%periment, the posterior probability
depends upon which experiment is considered first, since on Jeffreys”
account the one experiment may nmot lead to the same prior as the other.
The point is put most forcefully by an example he gives. Suppose we wish
to determine the unknown volume of a hollow cube, and have at our disposal
two means of gathering relevant data (which we intend to feed into Bayes”
theorem to yield a distribution over the various possible values ot the
volume). First, we may £ill the cube with liquid of known density, say 1
unit weight/unit volume, and then weigh this quantity of liquid, repeating
the experiment a number of times, and then using the information gathered
to estimate the true value of the parameter v, the volume of the cube.
This estimate ought, according to Jeffreys” theory, be based on a prior
which is uniform over all possible values of v. Second, we may lay a

rod of known density, say 1l unit weight/unit length, against the cube and
cut off a section the length of a side of the cube, weighing this section
to determine its length, giving us a set of data which we can use to
estimate the volume of the cube, the estimate being based, if Jeffreys”
rule is followed, on a prior which is uniform over the various possible

1/3. But this prior is

values for the length of the segment, ie over (v)
not the same as that which we would adopt for the first experiment, so
which experiment we begin with will determine which of the two possible,
and inconsistent posteriors we will arrive at. Jeffreys” theory,
therefore, is bedevilled with the possibility of inconsistency arising

from the order in which information is assimilated, which is mo less

obnoxious than the possibility of inconsistencies in the Bayes/Laplace
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theory arising from adopting different priors for the same experiment.
Seidenfeld urges that the root of the trouble is the notion, central to
Jeffreys” theory, that there is some precise, unique prior which best

represents our ignorance in a given situation.(12)

Tn the face of such criticisms, we have to conclude, I think, that
Jeffreys did not solve the sharply focused problem of finding objective
prior probabilities set for him by his conception of probability as a
logically determined and thus objective constraint on rational belief. But

others have taken up the task, most notably Jaynes.
ii. Jaynes” theory.

Seidenfeld also discusses Jaynes” account of the determination of
objective prior distributions, which is an extension of Jeffreys” theory
of invariants and is based on the proposition that a prior need not be
invariant under just any transformation of the parameters involved, but
must be invariant under any transformation which yields an equivalent
problem. The theory is that if we can identify a set of transformations
of a problem which do not change the problem in any significant way, then
we must adopt a prior which remains invariant if the parameters for which
the prior is defined are transformed in any or all of the ways yielding
equivalent problems. Jaynes gives a clear account of his theory in a
discussion of the Bertrand problem, which, as Jaynes gives it, is the
problem of determining an objective prior for the distribution of sticks

randomly dropped into a circle such that the sticks form chords of the
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circle. Jaynes argues that the problem is unchanged if we do any or all
of rotating the circle, changing its size, or slightly shifting its
centre, and thus that the prior ought to be invariant under
transformations representing any or all of these changes, but not for

other transformations.(13)

Now it may be that this extension of Jeffreys” theory will yield more
satisfactory priors than did Jeffreys” own theory, but it is plain that it
will be subject to the difficulty Seidenfeld raised against Jeffreys”
theory, for the posterior distribution we arrive at after a series of
experiments will generally depend upon the choice of a first experiment.
Thus Seidenfeld argues that Jaynes provides no adequate solution to the

problem of determining objective prior probabilities.

Seidenfeld has shown, I think, that the whole theory of objective prior
probabilities is caught in a dilemma. If the prior is chosen;on the basis
of general considerations which are arbitrary with respect to any
particular problem, there is the possibility that the general rule will be
applicable in more than one way allowing incompatible priors to be
generated, while if rules are given such that each problem defines a
unique prior then the posterior distribution supported by a set of
experiments will in general depend upon which of the set was the first
considered, since this will set the prior or “informationless
distribution”. Neither horn of this dilemma is a comfortable seat for a
theory which takes objective probabilities to be rationally enforceable as

degrees of belief, for it is deeply held both that posterior degrees of
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belief ought not be affected by the way the relevant problem is described,

nor by the order in which information is processed.
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3. THE SUBJECTIVE BAYESIAN THEORY.

In this section we shall discuss the subjectivists” characterization of
their relationship to Hume’s problem of induction and the justifications
given for the axioms of subjective probability. The other main topic
which needs to be considered in relation to the subjective Bayesian theory
of induction is the adequacy of their methodology for science, ie. the
adequacy of their analysis of inductive inference, which will be left
until (4) below where the Bayesian theory can be dealt with as a

whole, there being many ilssues common to both the subjective and objective

accounts of the methodology of induction.

a. Subjectivism and Scepticism.

One feature of the subjective Bayesian tradition which réquires immediate
clarification is the aim of the theory. Jeffreys, as we have seen, sets
out to refute inductive scepticism by providing rules for the rational
evaluation of our degrees of confidence in hypotheses when our evidence
for them falls short of deductive proof or disproof. The leading members
of the subjectivist school, de Finetti and Savage, however, profess
agreement with Hume. Savage notes that “The riddle of induction can be
put thus; What rational basis is there for any of our beliefs about the

unobserved?”, and comments that as far as his theory of personal

probability is concerned
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The theory as such is silent, but I am lead by study of it

to doubt that there is a rational basis for what we believe about
the unobserved. In fact, Hume's arguments... appeal to me as
correct and realistic.(l4)

But despite this passage, and others like it, Savage is not an inductive
sceptic in the sense philosophers have generally used that term. There
are two important non-sceptical parts to Savage’s view of induction.
First, while induction cannot provide a rational foundation for any
particular belief or strength of belief, there are rational and
jrrational changes of belief; for Savage claims that while one may have
no rational foundation for ome”s belief, it can be rationally got from
one”s previous beliefs, and would be rationally got from one’s previous
beliefs by, and only by, use of Bayes” theorem in connection with some new
evidence. (Just prior to the passage quoted above Savage describes this
as a “partial answer” to Hume”s problem; we shall evaluate that claim
below.) Second, Savage reads Hume as a naturalist rather than a sceptic,
as asserting that it is not reason but psychology which is the foundation
of induction. This claim is made out most clearly by de Finetti, who
takes “Hume”s dictum” as “forerunning the present subjectivistic views
about probability and induction”, rather than finding in Hume “s argument

“only its negative aspects”.(l5) He claims that

In connexion with induction, the tendency to overestimate

reason- often in an exclusive spirit— is particularly harmful.
Reason, to my mind, is invaluable as a supplement to the other
psycho-intuitive faculties, but is never a substitute for them.(16)

Neither of these claims concerning the foundations of induction clear the
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matter up, however, for as is plain from the subjectivists writings they
are not proposing a psychology of induction, but a philosophy of
induction; the theory is normative, not descriptive. In fact their
inductive scepticism amounts to the twin claims that there is less to
induction than is ordinarily supposed — induction is the influencing of
opinion by evidence via Bayes” theorem, not the establishment of truths
concerning the unobserved; and that there is correspondingly less to
inductive logic than is ordinarily supposed - inductive logic consisting
only of the weak constraints on rational changes of belief needed to
ensure consistency of changes of belief with the probability calculus and

with Bayes” theorem. Jeffrey makes the matter plain:

The radical claim that de Finetti makes, and characterizes as a
translation of Hume’s ideas into logico-mathematical terms, is that
this subjectivistic concept of probability is all we need for
science, for statistics, and for decision making under
uncertainty.(17)

It is this claim which we shall attribute to Savage and de Finetti, and
also to subjectivists such as Ramsey and Jeffrey, and it is this claim we
shall subject to scrutiny in this section. That scrutiny must obviously
be directed to two questions: whether the subjectivists provide adequate
arguments for the consistency constraints they seek to place on all
changes of belief to be admitted as rational; and whether these
constraints, defining induction on the subjectivist model, in fact suffice
for the practice of science. We shall take up the first of these

questions immediately, the other in (4) below.
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b. Justificarion of the Axioms for Subjective Probability.

There are two approaches to the justification of the axioms of the
probability calculus when probabilities are interpreted subjectively, as
degrees of belief or personal probabilities: the axioms are derived from
axioms governing preference between options of some kind (prizes, acts, or
even propositions - the details need not concern us); or the axioms are
derived from considerations about reasonable betting. The first of these
needs to be supplemented with a rationale connecting belief (or whatever
is taken as the basis of the interpretation of probability) and
preference, the second with a connection between belief and betting. Both
of these approaches were identified by the two fathers of the subjective
school, Ramsey and de Finetti, and both have been developed by others.

We shall review the various proposals.

i . Ramsey s theory

Ramsey noted the “old—established” connection between measuring a person’s
beliefs and observing their willingness to bet, and observed that if a
person’s degrees of belief violated the probability calculus then (given a
definition of degree of belief in terms of willingness to bet at certain
odds) “He could have a book made against him by a cunning bettor and would
then stand to lose in any event”.(18) But he did not make this connection
with betting the foundation of the probability calculus as others have
done, preferring to “work out a system with as few assumptions as

possible”. His new system was based upon a set of axioms for coherent




p.268

preferences between various options, but the connection between the axioms
for preference and his definition of degree of belief is far from clear -
at least to me. For after listing his axioms for preference, Ramsey

merely informs the reader that

If the option of a for certain is indifferent with that of

b if p is true and g if p is false, we can define the
subject”s degree of belief in p as the ratio of the difference
between a and g to that between b and g... This amounts
roughly to defining the degree of belief in p by the odds at
which the subject would bet on p, the bet being conducted in
terms of differences of value as defined.(l9) ’

Before we consider any further the grounding Ramsey gives this definition
let us clear up just what it means, for it does not seem to make any sense
as Ramsey gives it. Though Ramsey does not give a mathematical expression

of his definition its literal interpretation is given by
(a - g):(b -g)=(a-g)(at+hb—-2g)

which T can make no sense of as betting odds. Perhaps Ramsey meant to

write “quotient” instead of “ratio”, for

(a - g)/(b - g)

is equivalent to the ratio

(a - g):(b - a)
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which does make sense, the agent being willing to pay a to get b if

p and g if not, thus risking the price of the bet (a) minus the

payoff if motp (g) for the possible gain of the payoff if p (b)

minus the price of the bet (a) -~ which is a bet at the odds
suggested.(20) But while this amendment to Ramsey”s definition gives a
rationale for it in betting terms, it is of no help in establishing a
connection between his logic of preference and the definition of degree of

belief. For I think Ramsey intended the connection to be as follows.

He takes the axioms for preference as basic, defining what it means to
prefer one option to another. Then he assumes that one”s degree of belief
in p is given by the proportion of g, where g is one”s gain ‘if p

is true, which one takes as one”s expectatiom of the yield of following a
course of action whose success is dependent upon the truth of p. It

then follows from Ramsey’s axioms for choice, or valuation, that one”s
degrees of belief abide by the probability calculus if one”s choices abide

by the axioms for valuation.(21)

This does not, however, provide an adequate justificafion for taking the
axioms of the probability calculus to govern reasonable degrees of belief,
for Ramsey’s definition of “degree of belief” is itself in need of
backing. For it is not obvious that degrees of belief ought to be defined
in the way Ramsey proposes, since, L0 take just one problem, an agent
might pay a price for a lottery ticket which is above the expected value
he assigns to it, in order to have.a chance of becoming very rich. In

order to eliminate this and similar deviations from the agent”s behaviour,
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we need the constraints on valuation which come in train of being able to
force the agent to make a prescribed set of choices, such as is given by
adopting the notion of choice in a forced betting system, employed in the

Dutch book argument.

So far as I am able to penetrate it, therefore, Ramsey”s theory provides
no basis for the axioms of the probability calculus, for while those
axioms follow from his definition of degree of belief, that definition
itself is wanting support. And thus, while Ramsey proves that if we
accept his definition of degree of belief tﬁen degrees of belief which
violated the probability calculus would also violate the “laws of
preference between options”, he gives no argument which would prevent a
eritic from rejecting the axioms of the probability caleculus as a
constraint upon degrees of belief, without thereby violating Ramsey” s
axioms for coherent choice between options, for the critic can refuse to

accept Ramsey”s definition of “degree of belief”.

0f course it might be that we have missed some part of Ramsey”s argument,
and to check this we ought obviously to seek help in understanding
Ramsey s analysis from those who have developed his approach to
probability and preference, among whom Jeffrey’s work is acknowledged as
both clear and authoritative. But little light is thrown on Ramsey”s
argument by Jeffrey’s discussion, for he generates Ramsey”s definition of
degree of bellef by considering how we might measure probabilities in
connection with the agent”s calculations of the expected desirabilities of

certain gambles. For example, if we offer the agent a gamble with
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payoffs e 1f M and £ if not, which the agent assesses as having

desirability d, then (writing p for the probability of M)
d=pe+ (1 -pE (¥

from which it follows that
p=(d - £f)/(e - £)

which is the definition of degree of belief we attributed to Ramsey.“

But this is certainly no good as a basis for proving the axioms of the
probability calculus, for the axiom of total probability is assumed in the
derivation of (*). 1In fact Jeffrey later provides a proof of this axionm,
but it is defended by a variant of the Dutch book argument, and the other
axioms are simply assumed. Despite its other virtues, therefore, there is
no proof of the axioms of the probability calculus in Jeffrey~s |
interpretation and extension of Ramsey”s theory of preference.(22) Nor
have I been able to find any better exposition in the literature, and thus
I turn to other arguments for the axioms of the probability calculus as

constraints upon reasonable belief.

ii. De Finetti”s theory.

Now let us consider the foundation for the axioms of the probability

calculus to be found in the work of the other (and independent) founder of
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the subjective Bayesian theory, de Finetti. In his early essay
“Foresight: Its Logical Laws, its Subjective Sources”, de Finetti, like
Ramsey, notes that the axioms might be got from considerations on rational
betting or more directly. His more direct way is to state a set of
informal rules for probability, such as that one event can only appear as
more, less, or equally probable than another, and then show that the usual
axioms can be derived from these informal rules. However, his informal
rules are stated in terms of probability, not degree of belief.(23)

This is significant, for while hisinformal rules have strong intuitive
backing as principles of probability, they lose much of this support when
stated as rules governing degrees of belief. Certainly it cannot simply
be assumed that one belief is as weak, as strong, or stronger than
another, as some beliefs seem to be unsuited to such comparisons - indeed
Keynes among others has argued that non-comparability is a pervasive
feature of belief. Therefore while this first route to the axioms is
certainly direct, it works only for the axioms of the calculus when
“probability” is taken as a primitive term, rather than when probabilities
are taken to be the measures of an agent’s degrees of belief, and thus the
argument provides no basis to assert that a subject”s degrees of belief

ought to obey the axioms of the calculus.

De Finetti”s second proof of the axioms suffers from something of the same
problem. In this case he proves that a subject”s betting quotients ought
to obey the probability calculus, but does not provide any discussion of
the legitimacy of taking betting quotients as normatively equivalent to

degrees of belief, ie. for the assumption that one”s degrees of belief
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ought to be the same as one”s betting quotients. Nor does he justify
taking betting quotients rather éhan degrees of belief as the foundation
of a theory of inductive support for hypotheses, which would be his other
alternative. Thus he fails to secure the axioms of the probability

calculus as a constraint on rational sets of degrees of belief.(24)

Those who followed Ramsey and de Finetti sought to provide clearer
arguments for taking degrees of belief to be probabilities. In particular,
the logicians who developed the Dutch book theorem, as the defence of the
axioms of the probability calculus in terms of rational betting behaviour
has come to be called, argued that betting behaviour is an appropriate
basis for assigning degrees of belief to rational agents; while Savage
sought to replace degrees of belief with preferences between acts as the
basis of the theory of subjective probability. We shall examine these

remaining defences of the axioms in turn.

iii. The Dutch book theorem.

Although suggested by Ramsey, and sketched by de Finetti, the reliance on
an analysis of rational betting strategies as a basis for the axioms of
the probability calculus, under the interpretation that probabilities are
degrees of belief, is relatively recent, and has been the concern of
philosophers rather than statisticians. The great merit of the approach
{s its brevity and apparent simplicity, seemingly requiring only - that it
be accepted from the outset that it is irrational to follow a course of

action that will lose one money (or goods of some kind), come what may;
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for it to follow that one must base one”s actions on degrees of belief
conforming to the probability calculus. As has become apparent from the
philosophical scrutiny the argument has received, however, it is not

convincing — at least that is my assessment of the matter.

That assessment is based principally on the paper by Kennedy and Chihara,
replying to Jackson and Pargetter, which I shall briefly summarize. In
their presentation of the Dutch book argument, intended to avoid the
criticisms of Baillie, Jackson and Pargetter identified what they called
the “universalizability principle” as a major presumption of the Dutch
book argument. Kennedy and Chihara accept that the universalizability
principle is indeed a presuppoéition of the Dutch book argument, as one
must, the need for this principle being made plain by Jackson and
Pargetter”s careful analysis. But Kennedy and Chihara argue convincingly
that that principle cannot be satisfied jointly with another
presupposition of the argument, which they call principle “R”, thus
showing that the argument requires premises which cannot all be granted,
and thus the argument does not go through.(25) Even if that were the only
argument against the Dutch book argument, and Kennedy and Chihara present
quite a few more, it should, I think, be given up. But it is of some
interest, in any case, to consider further argument against it, for there
are two further important problems with the argument which have so far, to

my knowledge, goune unnoticed.

Consider first the knowledge which an agent must possess if he is to be

able to ensure the coherence of his beliefs. We can illuminate this as
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follows. Let X be considering laying a series of bets on the propositions
p, q and r, each of which he considers to be just as probable as the
other two. Suppose also that he considers that only one of the three can
be true, and that at least one must be true. According to the Dutch book
theorem X should therefore be willing to bet agaiust each of the three at
odds of 2 to 1, ie. his degree of belief in each should be 1/3. But
before laying his bets X recalls the importance of avoiding laying himself
open to having a book made against him, and also notes that he will have
laid himself open to such a book if he has a non-zero degree of belief in
any 8§ which is such that exactly one of p, q, r and s is true.

Now X has a non-zero degree of belief in many propositions, and thus is in
the position, should he go ahead with his initial three bets as planned,
of laying himself open to a Dutch book if any of these other propositions
are, unknown to X, bound to be true if all of p, q and r are

false. TFor example, if X bets on all of p, q, r, and s, and one

of p, q, and r is true, X will break even on the bets on p, ¢

and v, since these are all at 2:1, but will lose his bet on s;

while if s is true, X will lose all of his bets on p, q, and r,

and the bookie can set the stakes on s so as to pay out less than he has

won on p, q and r. Thus X loses, come what may.

To avoid such a book, X must be in possession of certain knowledge,
namely, knowledge of what is possible. It is important to note that
this knowledge is factual, not logical, for what determines, for
example, whether it is true that the coin must land heads or tails is

whether it can land on its edge, or disintegrate on impact, or do any
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other such thing; and if the coin cannot do anything but land heads or
tails, that is plainly a matter of fact. Thus we cannot avoid the problem
by investing the agent with infallible logical judgement, for an unerring
sense of logical possibility will not suffice to delimit what is possible
in the relevant sense. Nor will it avoid the problem for X's
misconceptions concerning what is possible to be shared by his bookie, for
while the bookie would then fail to take advantage of X”s mistaken belief
that his betting quotients conform to the probability calculus, it would
then not be true that X can only avoid a Dutch book by ensuring that his
beliefs conform to the probability calculus; it will suffice that he find
a bookie that fails to take advantage of his lapses from coherence. And
once we admit this possibility, why not assume that Nature is such an
incompetent, or benevolent, bookie? Clearly, for the Dutch book argument
to have force we must assume that we will always have a book made against
us if we lay ourselves open to that possibility, and we make that possible
whenever, in consequence of a mistaken belief concerning what is seriously
possible (to borrow Levi’s apt term), we would be willing to accept bets

which violate the axiom of total probability.

The problem now, however, is to account for X“s having the knowledge which
we have shown to be a precondition of his avoiding a Dutch book. The
problem is significant, for the Dutch book argument is of use primarily to
Bayesian theories of induction, for they require that an agent’s degrees
of belief be constrained by the probability calculus. But Bayesian
theories do not provide for the acceptance of hypotheses, even though the

Dutch book argument presumes that the agent has accepted statements
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concerning what is possible.

More particularly, it is a problem for subjective Bayesianism, since
frequency and logical theories of probability do not rely on the Dutch
book theorem for securing the axioms of the probability calculus as
constraints on admissible degrees of belief. Moreover, the problem is
particularly acute for a subjective theory of probability, for the
statement which the agent accepts as defining what 1is possible must be
true, if his beliefs are to be coherent, and the subjective theory of
probability provides the agent with no way of testing whether his beliefs
are true. Thus setting coherence as the standard of rationality, and
holding to the subjective theory of probability, entail that the agent
cannot know whether his degrees of belief are rational. The requirement
of coherence, so far as the subjective theory of probability is concerned,
is therefore a norm which cannot be applied, and as such provides no
rational foundation for induction, not even on the subjectivists” minimal

conception of rationality.

This problem takes away some of the attraction of subjective probability.
But, to digress from our discussion of the Dutch book theorem for a
moment, that does not recommend either the logical or frequency theories
of probability, for an analogous problem arises for each. According to
the logical theory of probability, probabilities are analytic, and thus it
is not required of the agent that he determine whether the probabili;y of
heads plus the probability of tails should equal unity. But, plainly, the

problem of the agent’s determining what is possible is avoided by the
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logical theory of probability at the cost of incorporating factual
assumptions into the language and thus posing a real problem of language
choice. Finally, for objective, but non-logical, theories of
probability, that is to say for frequency theories of probability, the
problem we are discussing is familiar, for it is equivalent to the problem
of determining the set of possible outcomes of the stochastic system in
relation to which the probabilities in question are defined. In our
discussion of the reliability paradigm we have already seen that the need
for specifying these various possible outcomes causes trouble, requiring
Neyman-Pearson hypotheses tests to admit a factual assumption. A similar
difficulty arises for objectivist Bayesian theories, for the determination
of the objective probabilities characterizing some set of possible °
outcomes of an experiment would require the assumption of a statement of
factual possibility which could not, without launching an infinite
regress, be justified by a prior induction. Clearly, therefore,
objective Bayesianism will have to be supplemented by an attack on

foundationism (which we discussed in connection with Giere’s work in the

reliability paradigm).

Returning now to the Dutch book theorem as a basis for requiring that
degrees of belief be probabilities, consider the implausibly
individualistic model of science on which the Dutch book argument is
based. If there is good reason for the individual to avoid a Dutch book,
so too is there good reason for a collective of individuals to ensure that
they do not collectively have a book made against them, for that would

entail certain diminution of the collective”s fortune. But science is
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very clearly a collective enterprise; what one researcher can achieve
depends very directly and obviously on the work of another. Suppose for
example that you are trying to culture some newly discovered
micro-organism, and I am responsible for ensuring the sterility of the
laboratory equipment; that your degree of belief in the proposition that
the experiment will fail if the equipment is not sterile is high, while
mine is low; that I do my job badly, while you, knowing me to be committed
to the team, assume I do it well; and that I assume that you share my low
opinion of the importance of sterility in the laboratory. The divergence
between our degrees of belief in the proposition that the tray in which
the culture is supposed to grow is sterile will lead us into trouble;
indeed, if we have left our University positions to get rich quick in the
genetic engineering boom they will cost us dearly. This cost could only
be avoided if we shared degrees of belief on any matter where divergence
would lead us to different conclusions concerning our experimental work.
That we should be collectively coheremt is no less important than that

we should be individually coherent, and collective coherence requires

shared degrees of belief.

Clearly the more apt analogy for science is not the individual laying bets
according to his own beliefs, but the firm of commodity traders where the
different employees must all buy and sell at the same price, lest a rival
buy from the broker in the firm accepting the lowest price and sell to the
one offering the highest price, guaranteeing himself a profit on every
tansaction. This analogy shows the importance of collective coherence in

the same way as the desire to avoid certain loss in a Dutch book gives us
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a reason for individual coherence, and presumably, therefore, if
individual conherence is a reasonable constraint then so too is collective
coherence. But the subjective theory of probability provides no basis for
us to resolve our differences over the degrees of belief we ought to share
-~ other than, of course, by conditioning on our evidence and hoping to be
forced to agree before our differences force us to the wall; and this is
irrelevant in the present discussion, since coherence is supposed to be
maintained at all times to ensure that one must always obey the

probability calculus to be rational.

In sum, then, I claim that the Dutch book argument fails due to the faults
catalogued by Kennedy and Chihara, while if we set these aside, then, for
two reasons, the argument in fact undermines the subjective theory of
probability as an analysis of rationality which hopes to throw some light
on scientific method. First, because the condition upon rational belief
on which the argument is based cannot be knowingly met be any agent unless
he has knowledge for which the subjective theory of probability cannot
account. Second, because the image of individual rationality on which it
is based is a fiction so far as science is concerned, while to make it
more realistic we must go beyond the conception of rationality as no more
than coherence, to provide a mechanism for adjudicating between various
proposals concerning the degree of belief in some proposition which ought

to be common among those involved in a joint enterprise.
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iv. Savage”s theory.

In his [1954] Savage provides a rigorous analysis of the concept of
preference between acts and shows that provided that a set of preferences
meets a few plausible requirements they are related to each other as are
probabilities. Thus Savage secures the axioms of the probability calculus
for the subjective theory of preference, provided only that preferences

must meet his counstraints.

Only one of his requirements could, in my view, be directly challenged

as a realistic and reasonable constraint on rational preference, and that
is his first and fundamental principle, that preferences should be capable
of being simply ordered: ie, if x and y are two acts possible for a
subject then either x is not preferred to y or y is not preferred to

x; and if a third possible act is z and x is not preferred to y

and y is not preferred to z, then x is not preferred to z. But it

may well be that preferences cannot generally be ordered in such a manner
~ they may not always be able to be compared, as Keynes held degrees of
belief not to be in some common cases. But this would weaken Savage’s
system only by restricting its scope. Whether that is significant for our
analysis of induction depends upon whether preferences of the kind
involved in induction are among those that can be ordered, or those that
cannot. 1 shall suppose that they can be ordered as required, and thus

not press any objections to Savage’s defence of his axioms for preference.
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There are, however, problems in Savage”s approach akin to the problems we
raised against the Dutch book argument. First, as Savage himself points
out, the agent cannot be in a position to apply his (Savage’s) principles
to bring coherence into his preferences unless he has available particular
information, for example, unless the agent knows what acts are open to
him.(26) But the subjective theory of probability does not account for the
agent”s having such information, as I have already asserted, and will
discuss further in the next section. Second, Savage constructs his theory
of preference on an individualistic basis. But, as I argued above,
science (indeed all knowing) is a collectiveventerprise. Now Savage

does recognise the problem of providing a basis for collective decisions,
and suggests that a collective could apply a version of the minimax
decision strategy to reach a mutually acceptable decision.(27) This does
not seem to me to resolve the problem, however, for each member of a
collective who individually, or as a member of the collectlve, would have
done better had their advice been followed, will always know this to be
the case and no doubt draw it to the attention of the others. Clearly the
advice to a group to forget their differences and find the decision which
best fits their divergent views is to suggest to them that they pursue a

decision-making policy which will build up in the group tensions liable to

blow it apart.

This is fair criticism of Savage”s system, for he offers it as a normative
theory, as an aid to decision-making. But so far as group decisions go,
it is a bad policy, introducing instability into the group; it is bad

methodology. Clearly a group would be advised to seek a joint preference
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ranking meeting Savage”s criterion rather than allow the point to be

reached where a decision needs to be made while the members of the group
still disagree concerning which course of action is to be preferred.
Indeed, considering the weakness of Savage”s argument for the normative
force of his principles, namely that to violate them by adopting an
unsanctioned set of preferences makes one feel “uncomfortable” in much the
same way as when some of one’s beliefs are ’1ogicélly contradictory”, it
would seem that there is a stronger argument for a collective to adopt a
single preference ranking than there is for an individual to ensure that
his preferences abide by the principles.(28) The problem, of course, is
that there is no basis in the subjective theory of probability for a group
to argue out its differences on a rational basis other than by collecting
evidence in the hope of coming to agreement after conditionalizing upon

the information gathered, which as we said above is irrelevant to this

case

In the light of these objections it is at least problematic that Savage”’s
proof of axioms requiring that rational preferences between acts should
obey the probability calculus covers rational preference between the
propositions of science. Despite the value of his work in clarifying the
foundations of preference in practial decision making, therefore, it
remains an open question whether the scientist ought to ensure that his

degrees of belief conform to the probability calculus.
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4. ON THE ADEQUACY OF THE BAYESIAN METHODOLOGY.

In this section we shall discuss problems with the methodology promoted by
Bayesians of all varieties thus far identified, ie. with the claim that
all there is to induction is the calculation of degrees of probability via
Bayes” theorem. I shall consider, in turn, what justification there is
for the Bayesians” claim that all learning from experience proceeds by way
of Bayes” theorem; whether Bayes theorem has the formal properties we
expect of a logic of confirmation and disconfirmation; whether scientific
induction requires that the conclusions of inductive inferences be
accepted; and finally, relevant to subjective theories of probability
alone, whether science can make do with subjective judgements of
evidential support. In these discussions I accept, though in view of our
analysis above and the criticisms of the Dutch book argument given by
Kennedy and Chihara we are certainly not bound to do so, that degrees of

belief ought to conform to the probability calculus.

a. Justifications of Temporal Credal Conditionalizatiom.

The main topic remaining to be discussed in our analysis of the
traditional Bayesian analysis of induction is the adequacy of Bayes”
theorem as a rule for inductive inference. Before taking this up, however,
we must consider the possibility that Bayes” theorem just is induction,
and if we thought induction to have characteristics other than those of
Bayes” theorem, then we were just wrong- For this would be the situation

if it were proved that rational changes of belief abide by Bayes”
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theorem, ie. that rational changes of belief proceed by way of
conditionalization upon our present beliefs, or, to use the current
jargon, that changes in our beliefs over time obey temporal credal

conditionalization. Are there any such proofs?

As Hacking pointed out in his attempt to make personal probability
slightly more realistic, that we should change our beliefs in accordance
with Bayes” theorem does not follow from the Dutch book argument as
discussed above, all criticisms of that argument aside.(29) For when
one”s total knowledge is K and one is asked to bet on h on the
hypothesis that e, the Dutch book argument asks that you ensure that

this bet is coherent with the set of other bets made when K is your
knowledge; however, when one comes to know that e is true, and one’s
knowledge then becomes K™ = Kte, one 1s at liberty to camcel all former
bets and begin anew, again being prompted by the Dutch book argument to
ensure coherence. There is nothing in the Dutch book argument, so far as
we have dealt with it above, to say that you should follow any particular
rule when substituting your new set of bets for your 0ld set. The Dutch
book argument, that is, does not entail that learning from experience

should go by way of Bayes” theoren.

Since Hacking pointed this out, there has been some effort to give a
justification for requiring obedience to Bayes” theorem in the situation
described, ie. for adopting temporal credal conditionalization. Teller
considers various options open to the Bayesian, and I shall briefly review

them here, following analysis of Hacking”s own suggestion.



i. Hacking”s argument.

Hacking s paper on the matter was prompted at least in part by a paper by
Savage discussing various problems in the theory of personal probability,
among which was the problem that an agent desiring to bet on the value of
a remote digit of pi would be required to calculate a betting quotient
consistent with his degrees of belief in the relevant mathematical
propositions, even if the possible reward arising from the bet was much
less than the cost involved in calculating his coherent betting
quotient.(30) Hacking proposed to avoid the problem by restricting the
range of propositions over which one must post coherent odds to the set of
propositions one explicitly accepts by direct evidence or actually
conducted inference therefrom, rather than the deductive closure of the
set of propositions one explicitly accepts. On this “examiner”s sense” of
knowledge there would be no incoherence in posting odds on a remote digit
of pi at variance with the odds one would post if one had deduced from
what one knew just what the digit must be, for if the deduction has not

been made the agent is not said to be committed to its result.

Hacking”s amendment to the theory of personal probability requires that
the axioms of the theory be varied to conform to the new concept of
knowledge; for example, the probability of h will be set at unity only
if the agent has determined that —h is not possible.(31l) It also
entails, he claims, the dynamic assumption that Pm(hle) = Pm+e(h)
(granted, of course, the static assumption that degrees of belief should

conform to the probability calculus). But since he does not explain how
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this comes about we are forced to guess at his reasoning. I take his
argument to be that because we are not identifying knowledge with the
deductive closure of the set of accepted propositions, we augment our
knowledge by e alone on accepting e into our set of known

propositions, and thus on the examiner s definition of knowledge there is
essentially no difference between holding the set m and the proposition
e as our knowledge and holding as knowledge only m but considering e

as an hypothesis, at least as far as calculating the (relative)

probability of h is concerned.

Does Hacking”s proposal secure conditionalization? Not if I have
correctly guessed at the reason Hacking thought it did, for while
conditionalization will be obeyed when the agent accepts e into his
knowledge, still, at later times, as he becomes aware of hitherto
unnoticed consequences of e in conjunction with various of his previous
beliefs, he may well change his beliefs in ways that are not sanctioned by
conditionalization. Indeed, it is plain that Hacking”s slightly more
realistic personal probability cannot secure conditionalization, since
slightly more realistic personal probability for the very unrealistic
standard agent of Bayesian theory, who is possessed of unlimited logical
abilities, is just the standard kind of probability so far as this ideal
agent is concerned. Thus there remains, for such an agent, a problem with

the justification of conditionalization.

Now clearly the justification of an epistemic principle cannot rest on

what is contingently true about ourselves as agents, namely that at the
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time we accept some new propositions we do not generally see that certain
consequences follow from those propositions. For there would doubtless be
occasions when an agent would see that he was committed to some further
proposition whose acceptance would force him to abandon the principle of
temporal credal conditionalization on that occasion. The proposal for
restricting conditionalization to additions to bodies of knowledge meeting
the examiner”s definition does not work. But note again that this is a
criticism not of an arguwent Hacking actually gives, but of one that we
have attributed to him. That it succumbs so easily to criticism indicates
that he had some other argument in mind, but I am at a loss to suggest an

alternative.

ii. Teller”s argument.

Teller presents two arguments to support temporal credal
conditionalization, the first an extension of the Dutch book theorem to
conditional bets, devised by Lewis, the gecond an argument of his own,
based on analysis of the conditioms in which an intuitively plausible
constraint on confirmation is justified. I shall not discuss the first
argument since it deals only with the Dutch book theorem, leaving the
problems of the Dutch book argument, ie. the identification of

reasonable degrees of belief with betting quotients, unsolved.(32) The
second argument, however, merits close scrutiny, for it is imaginative and

rigorously presented, though ultimately, I shall argue, unsuccessful in

the form given.
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Teller”s argument is given in two stages, the first requiring the
assumption, common to all standard Bayesian accounts of
conditionalization, that the evidence upon which we conditionalize is
known with certainty, ie. has probability one, the second supporting the
generalization of conditionalization due to Jeffrey, which is applicable
to conditionalization on uncertain evidence. (We have already noted this
rule for generalized conditionalization above, in discussing Carnap”s
methodology of induction.) T shall only discuss Teller”s second stage
argument since, for reasons to be given below, I hold certain evidence to
be a fiction, referring to the first stage only as necessary to understand
the second. Also, I shall use the term “conditionalization” to refer to
both conditionalization proper and generalized conditionalization,

distinguishing between the two only where it is necessary to do so.

Before turning to the detail of Teller’s argument it should be noted that
it rests upon the principle of coherence, ie. that reasonable degrees of
belief conform to the probability calculus. Thus it rests upon an
unsecured and controversial foundation. But his original argument for
conditionalization has nothing in common with the arguments for the
principle of coherence and thus does not share their difficulties. It
would, therefore, be in no trouble on this account should a sound argument
for the principle of coherence be found, and thus deserves discussion even
though it is, since we lack a proof of the principle of coherence, at the

moment unsuccessful as an argument for conditionalization.

It should also be noted that Teller”s argument is intended to apply only



to circumstances where the “set of propositions for which the agent
entertains beliefs is assumed to be fixed”, thus ruling out of court
objections to conditionalization such as that given by Suppes.(33) In so
doing Teller prevents hisg theory from dealing with any induction which
involves the introduction of a new idea or explanation, being concerned
only with the re-apportioning of probability among old beliefs. This
restricted case is still important, however, for while no actual
scientific induction proceeds under any such ban on new ideas, it is
certainly the case that in assessing evidence on many occasions no new
idea is in fact brought into play. Teller’s object of analysis is thus

sufficiently general to be of considerable interest.

In outline Teller”s argument i1s this. He identifies an (essentially
qualitative) intuitively acceptable constralnt on any acceptable
confirmation function, and then proves that this principle of confirmation
is equivalent to the principle of conditionalization, granted that the
agent”s belief function meets certain mathematical conditions. His proof
is long and detailed, and 1 do not propose to set it out here. {(Nor do T
have the mathematical background to comment authoritatively on the
plausibility of the formal assumptions concernlng helief which 1t

To do justice fo his paper, however, we should quote his

employs.)

condition on confirmation, for the power of his argument ig a direct

consequence of the simplicity of this principle. The condition on
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generalized confirmation is as follows:

(B, 1) =gp (VDB (E) = 0> P (E) = 0) &
(VA)(VB){(A=>E; & B> E; &

P_(A) = P (B)) =P (A) = P .(B)}]  (34)

where the set {Ei} is a set of mutually exclusive and jointly exhaustive

propositions, ie. a partition of the possible outcomes of some observation.

The constraint on confirmation given by GC is essentially that, if the
prior probability of an element of the partition is zero then so is its
posterior probability, while 1f its prior probability is non-zero, and if
hypotheses A and B are equally probable prior to the observation and
both entail this element, then they should be equally probable following

confirmation by that element of the partition.

That it follows from GC that confirmation ought to proceed by
conditionalization is an exciting result, for the relative simplicity of GC
makes it possible to test at an intuitive level for the conditions under
which G is an acceptable constraint upon confirmation functions. That is
how Teller uses GC, as a tool for testing for conditions under which
confirmation must obey conditionalization, and it leads him to defend the
following “principle of inductive logic” which sets out the conditions
under which GC, and thus the principle of conditionalization, ought to be
met ({Ei} being a partition of the possible evidence as before). The

principle offered as determining when changes of belief ought to obey
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temporal credal conditionalization, for that is what is at issue, is this:

PG (a) The agent”s initial degrees of belief are all reasonable.

(b) For any E;, if the agent is certain that E; is false
before the change, then he is certain that Ei is false after
the change.

(¢) The agent”s strength of belief in at least one of the
propositions E, changes, and after the change the agent”s
beliefs in E, Is reasonable for each 1i.

and (d) After the ch%nge of belief, any reasons the agent might have
which in fact make reasonable or justify changes in belief

in any proposition Aé§ {E.} are beliefs whose objects are
propositions in {E.} or d%sjunctions of these
propositions; or else such reasons rest indirectly on his
beliefs in the Ei’ or their disjunctions. (35)

Should this set of conditions be accepted as governing the conditions
under which observations are incorporated into the body of scientific
knowledge, then, Teller argues, C should be met and therefore
conditionalization should be the rule of inductive inference employed.
But it is controversial, T think, that science follows, or ought to
follow, a methodology meeting PG (a) to (d) - even if we lay aside the
objection that there is as yet no sound argument for (a), the coherence
requirement (and a similar comment applies to (c)). For condition (d)
embodies an anti—theoretical model of science which is widely rejected.
Our criticism of Teller”s argument will be restricted to arguing that (d)

ought to be rejected as a serious misanalysis of the relation between

theory and observation.

Teller makes it plain that the acceptability of PG (c¢) and (d) rests upon
the acceptance of a certain account of observation, whose relevant

features are essentially these conditions (36):



p-293

(i) The set of possible observation statements {E;} is such that
the Ei are logically exhaustive and mutually exclusive, and in
the cOurse of the event observed the agent’s strength of belief
in at least one of the E, changes.

(ii) If the agent’s strength of belief in E, changes then that change
is caused by the environment”s effects on the agent”s sense organs.

(iii) Such changes in strength of belief take place without any conscious
reasoning of any kind.

(iv) For any A which is not one of the E, nor a disjunction of any of
them, if the agent”s degree of belief in A changes then that
change in belief in A is not both caused by the environment”s
effect on the agent”s sense organs and also not the result of
conscious reasoning of any kind (ie., the conditions of (ii)
and (iii) do not both hold for A).

(v) Conditions are such that following the observation the agent’s

beliefs in the members of {Ei} are all reasonable.

Observations meeting these five criteria Teller calls “G-observations”,
and he argues first that many observations count as G-observations, and
then that for such observations the principle PG above holds (in
particular, that (c) and (d) of PG hold), and thus that learning from such
observations ought to take place by way of (generalized)
conditionalization upon them. I shall examine his argument connecting
G-observations with the satisfaction of the principle PG first, to get
clear the nature of G-observations, and then argue that no observation of

any interest to science counts as a G-observation.

According to Teller, it can be shown that belief ought to be amended in
the light of observation as determined by (generalized) conditionalization
provided that the agent’s beliefs prior to the observation were stable,

and the observation counts as a G-observation. The agent”s beliefs are

said to be stable if
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none of his beliefs constitute reasons which would make
reasonable or justify changes in the degree to which he
believes other propositions.(37)

I take this to entail that an agent’s beliefs are stable if a change in
the probability of one does not affect the probability of any other,
except, of course, for changes in the probability of a theory after
conditionalizing on new evidence relevant to the theory. If this
interpretation is correct then we can show either that beliefs are not in
general stable, or that “evidence” must be interpreted in a liberal manner
to include theories among the propositions which might count as evidence
and thus prompt changes in the probabilities of further theories via

conditionalization.

Suppose we restrict the concept of evidence to propositions which do not
depend upon other propositions for the probability they enjoy, ie. to
propositions which are directly known or at least to which a probability
can be directly assigned. Consider now an inductive inference which led,
via conditionalization, to the adoption of a new theory, as must surely be
allowed if conditionalization is to be a credible rule of inductive
inference. Stability of belief could only be maintained if the adoption
of the new theory left all other beliefs unaffected, apart from such
changes as were the effect of calculating the probabilities of the other
theories via conditionalization upon the evidence which prompted the
adoption of the new theory. Indeed, this would have to hold true not only
for the relative rarity of the adoption of a new theory, which will

regularly also entail the rejection of an old theory, but also for the
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presumably common occurrence of a change in the agent”’s relative strengths

of belief in competing theories.

Now this will be no problem for theories whose probabilities depend only
upon evidence restrictively defined as above. But it makes a mystery of
how to account for the case where a theory, A, which has the probability
it enjoys because of the probability of another theory, B, changes
probability when B suffers a fall in probability due to the observation
of e, even though e is not directly, but only through B, relevant to

A. Take a very simple case, the situation where T1 names the

painter Smith as the originator of a certain style, identified by the
distinctive use of colour, Tz asserts that Smith used a certain

pigment to get the original effect for which his works are famous, Tg
has it that the pigment was first manufactured in a certain year, which
happens to be, though this is not part of the content of the theory, the
time of Smith”s early works, and e is the discovery of a record of the
first production of the pigment, some time after Smith”s death.
Conditionalizing on e lowers the probability of T3, and the lowered
probability of T3 lowers the probability of Ty or Ty:»

depending on further evidence, even though e by itself is irrelevant to

T, and Ty and thus conditionalizing on e would leave the

probability of these two unchanged.

To handle this situation we will have to either admit theories into the
category of evidence, or admit that conditionalization upon evidence

narrowly defined can introduce instability into a set of formerly stable
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beliefs. The first option is a problem for Teller”s theory because the
theory rests in a way we shall soon investigate on a very narrow concept
of evidence, while to take the second option is to admit that change of
belief is not generally given by conditionalization, even under the

restrictions Teller proposes.

I am not here arguing that the shaking out of a system of beliefs
following some observation relevant to one theory only through another or
through a chain of other theories can never be handled by
conditionalization, where each theory in turn is the evidence
conditionalized upon. Rather I am arguing that some process of shaking
out will typify bodies of knowledge or systems of belief which are
anything like sciences. The relevance of this is that stability of belief
requires that theories be irrelevant to each other”s probabilities, while
the example above shows that to be a rare special case. Thus Teller”s
argument for changes of belief normally following the principle PG is off
to a bad start, building on the atypical case. And that appeal to fhe
special case continues with Teller”s citing G-observations as the kind of
observations upon which conditionalization is singularly appropriate as a
rule of inductive inference — or so I shall shortly argue. First,
however, we must return to tracing out the argument which connects the

definition of G-observations with the holding of PG.

Teller argues that if an observation is a G-observations then conditions
(c¢) and (d) of PG will be met. First, (i) and (v) of the definition of

G-observations entail that (¢) is met, but this is no more than
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definitional convenience, for the term “reasonable” is given no analysis
sufficient to allow us to identify reasonable beliefs. We are told only
that coherence is a condition of reasonableness, and that certain kinds of
environmental impact on one’s senses do not lead to reasonable belief, an
example being that while suffering a blow to thé head might lead omne to
believe that money grows on trees such a belief would not be
reasonable.(38) With this we will not doubt agree, but the matter cannot
be settled in so simplistic a manner, for we will want to say, or rather,
to maintain his a-theoretical analysis of observation, Teller will need us
to be able to say, that an agent might arrive at the reasonable belief
that a rock emits invisible rays which burn but are not hot, after
receiving burns while handling a radio-active material - and this is not
obviously reasonable, especially if asserted by (say) a twelth century
alchemist. Teller s concept of observation will clearly have trouble
supporting the distinction between reasonable and unreasonable beliefs,
for it is plain that the reasonableness of a belief cannot be a product of
the causal antecedents of belief alone, the epistemic context also having

a role to play.

Just how thoroughly a-theoretical is his account of observation, and the
reasons for his adopting this implausible view, can best be made clear if
we quickly set out the reasoning by which Teller asserts that an
observation”s meeting (iv) of the criteria for G-observations entails,
provided the set of beliefs is stable, that clause (d) of PG will be

satisfied.(39) The argument proceeds as follows.
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First, define the relation “stems from ~ as follows: proposition X stems
from the set Y if X is a member of Y or a disjunction of members of Y.
Now recast (d) of PG to say that after the observation causing a change of

belief in E,, any reasons an agent might have which make reasonable a

i’
change of belief in a proposition A which is not a member of {Ej_} either
stem from {Ei} or are beliefs at which the agent has arrived by a chain

of reasoning whose original premises are propositions which stem from
{Ei}' Now since the agent”s beliefs are assumed to be stable, any

reason for changing the degree of belief in A must be a new reason.
Teller”s case that an observation”s meeting (iv) of the definition of
G-observations justifies (d) of PG thus rests upon proving that if (iv)
holds then if the agent”s reason for changing belief in A does not stem
from {Ei} then it is a belief which is supported by reasons which
ultimately stem from {Ei}' That is quickly done. Let R be the agent”s
reason for changing belief in A. R is either caused or reasoned, for if
it is neither caused nor reasoned it is unreasonable. Say R is caused and
not reasoned. Then it follows from (iv) that R stems from {Ei} after

all, for (iv) says that belief in all propositions which are not members
of {Ei} is not purely caused, so R must be a member of {Ei}'

Now let R be reasoned, and let R” be the reason the agent has for R.

We can repeat the analysis just conducted, and therefore conclude that the
chain of reasons must either be infinite (which would presumably be
unreasonable) or lead back to {Ei}- Thus it is shown that (d) of PG

is secured by (iv) of the definition of G-observations, and thus, all
other conditions being met, conditionalization must be obeyed for

observations which are G-observations. But are there any such
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observations? That is the question we must now address.

Note first that if an observation is to count as a G-observation it must
be completely free of any theoretical presupposition. This is made clear
by the argument we have just rehearsed, if it is not plain from the
definition of G-observations itself. But all observations are
theory~laden, as Popper showed long ago.(40) And speaking of the causes
of belief rather than the reasons for belief does not evade the point at
all. Take, for example, the observation Teller offers as a clear case of
being caused to know a proposition, namely seeing that the sun is shining
(in this following Jeffrey).(41l) This involves reasoning, and that
reasoning depends upon theory. For one does not see that the sun is
shining, one sees a bright light above and feels a sensation as though the
light source were hot, and one infers from background theory that there is
no likely cause of such sensations other than that the sun is shining.

Of course there are other possible causes of such sensations, eg. having
in one”s sleepy state rubbed liniment on one”s face rather than
moisturizing cream, accounting for the heat, and a nearby sportsfield
turning on their lighting towers, accounting for the bright light. Or, to
take another example, one is certainly not caused to see that the evening
star is shining, as this author is well aware, having been brought up
short when the evening star which he had just seen, or so he thought, and

was now waxing lyrical about, rapidly sank towards the horizon and then

landed at a distant airport.

An observation which one can get wrong is not purely caused, for the
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effect of a cause cannot be anything other than the effect of that cause;
if you saw something, it was there, thus if you were caused to see
something, it was there. It makes no sense to say that one was caused to
see something that was not there; rather one came to think one saw
something which was not there, because one was caused to have sensations
which one associated with the thing being there and one did not consider
any further explanations of one”s sensatioms. Thus one is not caused to
see the stick bend in the water, for it does not bend in the water; rather
one is caused to have sensations which one wouldlnormally associate with
the stick having bent, but one has learned not to allow the association by
coming to kmow that it rests upon the theoretical assumption that light

travels in straight lines, which here does not hold true.

But all observations can be got wrong; the sensation caused by liniment
can be mistaken for that caused by a heat source, and consequently one is
not caused to observe a heat source, one reasons that one observed a heat
source after discounting other possible explanations of one”s sensation.
It matters not at all that one does not often actually consider
explanations of one”s sensations other than that which one unreflectingly
accepts, for while one does not consciously reason in this case that is
only because one accepts without argument a claim which requires the
support of argument if it is to be justified, a truism which can become
apparent in embarrassing ways such as when the object of one”s display of
astronomical knowledge for the benefit of a new love lands safely and on

time not long after sunset.
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Rejecting Teller”s causal account of observation leads us to reject the
claim that some observations count as G-observations. But if there are no
G-observations then the conditions under which Teller provides a
convincing defence of his principle PG are never met. Thus
conditionalization is not secured as a reasonable rule of induction even
in the restricted case Teller examines (requiring stability of belief,
reasonableness of initial and final beliefs; and a fixed set of
propositions for belief to be divided among); for while conditionalization
is proved equal to the weaker Gc; the defence of C itself comes unstuck,
due to the impossibility of any observation meeting the criteria for

showing that PG is justified as a principle governing inductive inference.

Perhaps Teller would object to my criticism by pointing out that if we
insist that all observations are based upon reasoning from caused
sensations then the set of propositions among which belief is shared will
not be fixed, for the reasoning from sensations might and indeéd commonly
will, when such reasoning is consciously and deliberately conducte&;
include the consideration and discounting of hitherto unconsidered
propositions. But this would not weaken my criticism, for the point then
applies to this earlier restriction; Teller argues his case for
conditionalization under restrictions which exclude all cases of

scientific induction; since all observation statements are theory-laden.

Nor is it likely that Teller”s argument could be repaired; for once we
allow the possibility that a new concept or theory will be introduced,

either as an hypothesis for evaluation as an explanatory theory or as a
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low level piece of background knowledge in the justification of an
observation statement, we allow the possibility that the agent will
completely review his theoretical commitments and be led to changes of
belief more comprehensive than would be occasioned by conditionalization
and unable to be generated by that rule of inference. Such changes
provide “cogent arguments against conditionalization” as Teller admitted
had been shown by Suppes.(42) At most Teller”s argument could be used as
an after the event check on the reasonableness of the manner in which we
had conducted an inductive inference, for if in fact our observation had
involved us in considering no new hypotheses, nor prompted such
consideration, then for that case the conditions of G-observations (doubts
over‘the meaning of ’réasonable belief” aside) would have been met; and
there would be a basis for urging that C should also have been met. But
even this would be problematic; since it could always be argued that while
we did not in fact consider new hypotheses in representing our caused
sensations by a reasoned observation statement; we ought to have done so
(perhaps on the grounds of simplicity), and thus that our inductive

inference was not, after all, reasonable.

Despite these criticisms, however; Teller”s paper does provide a useful
backing for conditionalization just by proving (under restrictions that
have not been challenged here) that conditionalization is equivalent to
the weaker principle of confirmation GC; for GC has considerable intuitive
appeal. (43) Should we find, however; as we shall, that taking
conditionalization as a rule of scientific induction leads to grave

difficulties in the typical case, then the intuitions which defend GC will
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be countered by those which defend any features of current scientific
practice found to be incompatible with conditionalization, and in this

contest, it should surely be G that gives way.(44)

iii. Skyrms” argument

Another argument for conditionalization can be constructed from material
in a number of recent papers discussing the relationships between
conditionalization, Jeffrey s modified rule of conditioning, and the
maximum entropy rule of inference taken from Jaynes”™ work on prior
probability distributions. The fullest account of the matter, so far as
the justification of the priﬁciples of inference involved 1s concerned, is
given by Skyrms. His argument is based upon the idea of levels of
probability — where level one contains the agent”s probabilities for
various events and level two contains level one plus probabilities of
these level one probabilities = and it purports to show that if we define
levels of probability in a certain way then conditionalization at level
one is equivalent to applying Jeffrey”s probability kinematics at level
two; and that this, subject to some restrictions; is a special case of
applying the maximum entropy rule of inference. Thus; if there were some
justification for the maximum entropy rule; or for Jeffrey’s rule; this
would be passed on to conditionalization in the specified circumstances.
His argument, however, is in fact designed to run the other way; for he
also shows that conditionalization at level two is equivalent to
probability kinematics at level one, and he does this in order for the

justification he believes to be given to conditionalization from Lewis”
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Dutch book argument to be passed on to probability kinematics.(45).

Perhaps some might, however, find the principle of maximum entropy as a
basis for inductive inference to be so intuitively appealing that they
will take the connections Skyrms traces out to provide a rationale for
conditionalization. That would be, I think, an error; for while the
informal notions of maximizing entropy, or minimizing information, are
intuitively appealing bases for inference, the actual rules of inference
are a formal treatment which, while based on a clear argument, are not
obviously unobjectionable. Indeed, as we shall see in the discussion of

the neo—Bayesians below, there are objections to these rules of inference,

in particular that - contrary to what Skyrms claims to have shown - they

are inconsistent with conditionalization.

iv. Shafer”s analysis of conditionalization and subjective probability.

The final argument for conditionalization to be considered arises from a
version of one of Bayes” arguments, applied by Shafer to subjective
probability. Shafer claims that Bayes” argument for his proposition 3;
which Shafer translates into modern notation as the standard definition of
conditional probability, can in fact be reconstructed as a justification

of conditionalization under certain circumstances. Shafer”s case proceeds

by proving, along the lines of Bayes” proof; the proposition

(*) PP(B) = P (ANB)/ P_(4)
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the right hand side of which we know as the standard definition of
conditional probability, while the left hand side is the probability we
are to assign B at time p immediately after coming to know A, Bayes
effectively proving, therefore, that the probability assigned B by
conditioning on A at time n is the one we ought to assign it at p

after learning A as expected.(46)

The proof requires, however, that a certain kind of relation exist between
the events A and B, and the main purpose of Shafer”s exposition is to
make clear just what relationship this is, to which end he provides a
mathematical formalism for charting out the various paths which lead from
one event to other events. From this it is clear that for the probability
of B to be given by conditioning on A it must be the case both that

A lies above B (thus preceding it in time) and that from the time at
which we calculate the probability of B if A happens (by conditioning

on A) there is only one path to A. Finally, by P(B|A), we must mean the

probability of B immediately after A happens. As Shafer puts it:

what we need to assume in order to assure uniqueness for

the probability of B immediately after A has happened is that
there is only one way A can happen - ie. only one possibility

for what other events have happened at the point where A has just
happened. (47)

Conditionalization will be justified; therefore; only when this assumption
is justified. When will this be? Before we consider Shafer”s answer let

us reflect on the nature of the coundition.
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In fact the condition for the applicability of conditionalization which

Shafer specifies, though he does not use this term, is that we have a

(stochastic) model for the phenomena under study such that it follows

from the model that the probability of B, given the addition of the

event A to the model, is given by the probability of B conditional on

A.

For only on the basis of such a model can we rule out the

possibility that something other than A which is relevant to the

probability of B will occur prior to A, making the probability of B

at the moment immediately after A”s occurrence not given by P(BlA).

Thus Shafer”s condition on the applicability of conditionalization is that

it can only be applied when we are sure we have been able to

Now

the

the

say

guard not only against the possibility not only that B itself may
or may not have happened by the time A happens but also against
the possibility that other events affecting the probability of B
may or may not have happened by then.(48)

this, I think, is very interesting in the light of the development of
analysis of conditionalization since the time that Hacking pointed out
difficulty with it for subjective probability. For, while he did not

so, there is no difficulty with conditionalization for frequency

theories of probability, for these theories define probabilities always

relative to a stochastic model, say random sampling from an urn containing

various coloured balls, and in the terms of the model the probability that

a ball B will be drawn second given the fact that ball A is drawn

first cannot be anything other than the conditional probability P(BJA). To

adopt any other probability abandons the model.
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With this in mind we can recast Suppes” point that conditionalization only
applies where there is no conceptual change as saying that we can only use
conditionalization when we stick by our model. Abandoning the model
requires us to abandon conditiomalization. To this Shafer adds that for
the determination of subjective probabilities to be bound by
conditionalization it would be required not only that we stick by our
model, but that the model must also work, for otherwise an event can

occur between the first and second drawing - say some balls escaping
through a hole in the urn - which will affect the probability of B
immediately after A”s occurrence so that its probability at that time is

not given by conditionalizing on A.

This last requirement applies to subjective probability; bu£ not to
frequency theories of probability; because subjective probabilities have
an existence independent of the model — they are our degrees of belief -
and thus they will respond to events which occur even if they are not
provided for by the model; whereas probabilities on the freduency theory
are, strictly speaking; merely ratios of classes defined by the model; and
have no existence apart from the model. But of course agents use
probabilities derived from frequency accounts as bases for their degrees
of belief, and when they do so they must make the same assumption that is
required, as Shafer shows, for the subjectivists to justify using
conditionalization; namely that the model is accurate, or as he puts it,
that events should be “determined” as expected; or that the possibility

for the occurrence of events should be as we believe it to be.
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But on what basis can we be assured that events will follow the model we
have adopted, and thus that we can be justified in using
conditionalization? Shafer suggests first that we would be so assured if
the model, or the “step by step determination of events’; was “entirely
objective”, it being “nature that moves down the rooted tree” which
represents the temporal pattern of possible occurrences. Or it might be
that our knowledge keeps pace with nature, and thus that the order of
events is the order of our learning imposed upon us by the order of actual

occurrences. Or, finally,

A third approach is to interpret the step-by-step determination

of events in an entirely subjective way. This means requiring

that the events represented by our rooted tree all be events

that we learn some given fact. And it means that the tree

itself must be part of our knowledge: at the initial node we assign
probabilities not just to future possibilities as to what facts

we might learn, but also to the various orders in which we might
learn these facts. In this context, conditioning on an exact event
means conditioning on all we have learned. And the justification
for this conditioning is based on our assigning probabilities
beforehand to the possibilities for how our knowledge might
develop.(49)

To clarify this, note that if we asked an agent who based his degrees of
belief on a frequency model for probabilities why he intended to adopt

the conditional probability P(B|A) as his probability for B after
learning A ie, why he would change his degrees of belief in accordance
with conditionalization, he would (presumably) reply that according to his
frequency model there was, other than A; no possible event occurring
prior to B which was relevant to his probability for B. An agent
following Shafer”s advice would reply to the same question by noting that

according to his model for the probabilities of learning various facts at




p.309

various times there was now a zero probability of learning anything
relevant to the probability of B prior to its occurrence, other than

A. If the frequentist”s model breaks down, ie. if an event relevant to
the probability of B but not provided for in the model occurs,
conditionalization is abandoned. Similarly if the subjectivist”s model
breaks down, ie. if he learns something relevant to the probability of B
other than A prior to the occurrence of B, then conditionalization is

abandoned.

There are two things to note about this analysis of conditionalization.
First, it provides; under the restrictions given, not a justification for
abiding by conditionalization, but rather a specification of the
conditions under which it is justifiable. From all that has been said so
far, the agent is free not to abide by conditionalization even if learning
proceeds as planned. It is obvious, however, that all plausible problems
with conditionalizing have been cleared away; and that for an agent not to
abide by conditionalization when the conditions are met 1s to act in a way
which is at the very least unmotivated. Indeed in later work Shafer goes
further and argues, I think convincingly, that an agent meeting the given
requirements for learning who did not change his beliefs by
conditionalization would be incoherent in the sense that he would be

violating his own expectations.(50)

The second thing to note about what thus becomes Shafer’s justification of
conditionalization is that we are only going to be committed to

conditionalization by a good model for our future beliefs - or, to use
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terminology more appropriate to the subjectivist version, by a good
anticipated history of our learning — ie. 1f our learning proceeds
according to a step-by-step plan undisturbed by any unexpected
information. I suspect that this restriction would lead to
conditionalization being mandated as a procedure for learning from
experience only in very artificial situations and very rarely indeed in
actual scientific practice. Certainly the problems with the likelihood
principle, discussed below, lead us to conclude that it is not generally
the case that conditionalization is an adequate inductive logic. But we
ought at least to grant Shafer that he has shown that if our learning has
proceeded according to our anticipated history, then we ought to abide by
conditionalization. If we accept the probability calculus as a
constraint upon rational belief, therefore, we need to provide é reason
for any case in which we reject conditionalization as a constraint on

rational learning from experience.
b. Formal Problems with Bayes” Theorem as a Logic of Confirmation.

Criticism of Bayes” theorem as a logic of confirmation has focused on two
questions: whether the evidential import of an experiment is exhausted by
the likelihood function, which must be the case if Bayes” theorem is to be
a complete logic of confirmation; and the problems of taking account of
conceptual innovation or theory change within a Bayesian framework. 1

shall discuss these in turn.




p-311

i. The Likelihood principle.

If we suppose that conditionalization by application of Bayes” theorem to
the results of experiments constitutes a complete and adequate inductive
logic, and Bayesians such as de Finetti, Savage, and also Jeffreys do
claim this, as we have already noted, it follows immediately that the
entire evidential import of our experiments is given by the likelihood
function p(elh), where h is the hypothesis and e is the outcome of

the experiment under consideration. For Bayes” theorem states that the
posterior probability of h given e is given by the likelihood function

and the prior probabilities of h and e, ie.

p(hle) = p(elh).p(h)/p(e)

Thus that the input of the experiment is given entirely by p(elh); the
likelihood function, is entailed by the assertion that Bayes” theorem is a
complete inductive logic. One possible line of criticism against the
Bayesian theory of induction, therefore;_is that the evidential import of
an experiment is not generally given entirely by the likelihood function,
for it would follow immediately from this that Bayes” theorem is not a
complete inductive logic. Let us call the identification of the
evidential content of an experiment with the likelihood function
associated with it the “likelihood principle”. Our immediate task is thus
to consider what arguments have been offered for the likelihood principle;
and to offer our own arguments on the matter. I shall argue that the

principle is by no means obviously acceptable, and that in certain cases
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it is dubious indeed.

Let us first get clear just what the likelihood principle states. This,
and the fundamental importance of the likelihood principle to the Bayesian

account of induction, was made plain by Savage, who wrote!

One of the most obvious, ubiquitous, and valuable comsequences
of the Bayesian position I know is what I call the likelihood
principle.

and

The likelihood principle says this: ... given the likelihood
function in which an experiment has resulted, everything else
about the experiment - what its plan was, what different data
might have resulted from it, the conditional distributions of
statistics under given parameter values, and so on —

is irrelevant.(51)

Among Bayesians the likelihood principle is generally accepted as a
consequence of Bayes” theorem being a complete inductive 1ogic; rather
than given independent backing. 1 can find no defence of the pfinciple in
Jeffreys, nor in de Finetti; nor in Jeffrey; while Savage defends some of
its consequences for the way we must evaluate statistical data.‘ Indeed,
the only purported proof of the principle I have found mentioned in the
literature is Birnbaum”s attempt to derive it from his sufficiency and
conditionality principles, but that has been found to be deficient because
it assumes a version of the sufficiency principle no less in need of
support than the likelihood principle which it is supposed to support; as

Hacking pointed out.(52) And in a later paper Birnbaum goes on to
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argue that the likelihood principle is incompatible with other and more
secure concepts of statistical evidence, so Birnbaum provides no stout
defence of the principle.(53) FEdwards wrote a book recommending it, but
this defence was conducted largely by example rather than analysis and
thus is susceptible to critique by counter—example such as Hacking
provided in his review.(54) Finally Fisher from time to time commented
favourably on the likelihood principle, and Barnard showed that measuring
support by likelihood has some appealing features, but none of this work

constitutes a proof of the principle.(553)

This dearth of attempts to prove the likelihood principle cannot be
accounted for by its not being controversial, for it entails the rejection
of familiar principles of statistical practice which set out rules to
follow in collecting evidence for statistical inference, eg. that the
experimental set-up should include randomization to prevent unconsidered
bias affecting the data; or that experimenters must decide before
collecting the data how much data is to be collectéd; and certainly cannot
stop collecting data just when they think they have enough; lest this
assessment be consciously or unconsciously based upon how the data are
looking at that point in the planned sample. But these rules cannot be
supported on the likelihood principle; for such facts about the data do
not influence the likelihood function. However, there are arguments
against such rules which do not proceed from the assumption of the
likelihood principle; such as that there surely cannot be any difference
between the evidential import of two identical samples if one was got from

an experiment planned to yield that quantity of data while the other was
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intended to give a larger sample but could not due to a cut in funding; or
that if a sample was derived from an experimental arrangement obviously
liable to give misleading results, say because all the plants treated with
one fertilizer were on the northern slope while all those treated with
another were on the southern, it will not change our reasoned assessment
of the evidential value of the sample to learn that the experimental

arrangement was randomly chosen.

Such arguments may have been taken to be adequate to prevent the
likelihood principle being undermined by these controversial consequences.
But I think that some of the points of this kind must have had an impact,
since Savage, for example, implicitly accepts that the likelihood function
cannot express the full evidentiary significance of a body of data in
agreeing that scientists should publish as much detail as possible about
their experiments. In taking this view Savage does mnot admit that
conditionalization does not constitute a complete and adequate inductive
logic, but in urging scientists to publish their data, as well as the
inferences they have drawn therefrom, he opens the door to the other
scientists employing whatever rules of confirmation they find attractive.
This proposal, which Savage surely did not intend to endorse, obviously
endangers the whole project of laying down criteria for reasonable
inductive inference, and threatens to legitimate the subjectivism inherent
in trusting the scientist”s good sense to draw appropriate conclusions
from the data, a proposal which some authors in the field have

advocated.(56)
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We conclude that while the likelihood principle is not proved, it is
plausible, and thus attacks on the principle are not likely to refute the
suggestion that conditionalization is a complete logic of induction.
However our discussion should make us wary of holding to
conditionalization as a complete logic of induction if we are tempted to
bolster that position with ad hoc supplementary rules of confirmation
whose promulgation is fostered by lingering doubts about the acceptability

of the likelihood principle.

ii. Conditionalization and theoretical innovation.

There is one possible interpretation of the likelihood principle under
which it is surely false, namely the notion that the likelihood function
published by one scientist contains all of the information which another
might find in the evidence which the function is intended to represent.
The reason for this is that the likelihood function as published by one
scientist will not cover all possible hypotheses — for, as Hacking notes,
that would be impossible — but will only cover the set of hypotheses
thought relevant by the scientist publishing the likelihood function.(57)
It is always possible, therefore, that another scientist might find in the
complete evidence support for an hypothesis not covered by the published
likelihood function, and thus in this sense the likelihood function is
plainly not the evidential equal of the evidence itself. The likelihood
function at best, therefore, can be taken as the equal of the evidence in
the context of the examination of a given set of hypotheses,

conditionalization upon the evidence leading to a new probability
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distribution over these hypotheses. But how does conditionalization,
that is to say the Bayesian theory of induction; deal with the problem of
assessing support for hypotheses which are not members of this privileged
set, say hypotheses which only occur to the scientists once the evidence
starts to come in and it is seen that some initial assumption is dubious

given the data now to hand?

Hacking follows a line on this problem which was raised by Bartlett in the
discussion at the conference on Bayesian statistics recorded in Savage
(ed) [1962]. Bartlett pointed out that an unexpected hypothesis cannot
ever get a non—zero probability via conditionalization if its initial
probability was zero, while zero initial probabilities will surely be
common since, as Barnard had been insisting, it i1s not possible to
enumerate all of the hypotheses which might possibly explain some set of
data. To save conditionalization in such circumstances Savage suggested
that one”s prior distribution should not allocate the total probability to
the set of hypotheses actually considered, but should leave a little bit
of prior probability for “something else’; ie. the unexpected
hypothesis.(58) But this ad hoec strategy will not work; for at least

three reasons.

First, as Hacking insisted, it is just not plausible that if you ever come
to attribute a non-zero probability to some hypothesis then you always

attributed a non—zero probability to it; indeed, this must be false, since
it is possible that we might come to believe an hypothesis of which we had

formerly thought it not logically possible that it should be true, for
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example when we initially take it to be logically necessary that every
state should have a cause, and then come to accept a physical theory which
allows that some events are not caused. TFor such changes of belief, which
are clearly in need of inductive support, conditionalization does not

provide a reasonable analysis.

Second, the set of hypotheses which have to be incorporated under the
umbrella of “something else” will be infinite in number, and since the
prior of each cannot be infinitesimal if significant confirmation of any
of these hypotheses is not to take an infinity of favourable observationms,

the prior distribution will be improper, which is at least undesirable.

Thirdly, and this is the main point Barnard was making in the discussion
of Savage”s paper, you cannot compute the likelihood function on the
hypothesis “something else”, but only on some definite hypothesis. It
will not do, therefore, to add “something else” to the list of hypotheses
over which the likelihood function is defined; since it will go
indeterminate for the argument “something else” (from which Barnard
inferred that probabilities got from Bayes” theorem may not be directly
comparable one with another, normalization being destroyed by
discontinuity of the likelihood function; and that therefore the major
advantage of assessing evidential support by posterior probabilities

rather than likelihoods was chimerical).

One possible response to this set of difficulties for conditionalization

is to suppose that Bayesian learning can proceed without hypotheses; by
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adopting a prior distribution over the set of possible outcomes and
allowing conditionalization to determine a posterior distribution as the
evidence comes in. For example, if the task concerns learning the grammar
of a simple language, we would begin not by considering various hypotheses
about the grammar, lest some new hypotheses be suggested by the data, but
rather by enumerating the possible sentence structures, both grammatical
and ungrammatical, then we could group these together in all possible
subsets, and use conditionalization to infer, from data concerning the
admissibility of various sentences; a posterior distribution over the
various sets of sentences. Since each set of sentences could be
identified with a possible grammar for the language; a posterior
distribution for the sets would be a posterior distribution for the

various possible grammars.

As Suppes shows, however, humans simply do not have the computing power to
tackle the enormous combinatorial problems presented by such a simple
learning strategy;(59) Rather we must reduce the number of altermatives
we have to consider by introducing some structure into-the field of
possible grammars, which we do by employing various concepts to group the
possible grammars together. Once this is allowed, however, we run the
risk of adopting a conceptual framework which 1s not conducive to
effective learning, and which may even mislead us; by failing to separate,
for example, two possible patterns of words which; when we review the
data, ought evidently to be distinguished. The concepts which structure
the field of possibilities, that is, incorporate hypotheses about relevant

differences, as they must if any structure is to be given to the field.
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The consequence of this is that while different sets of concepts will
generally lead us, via conditionalization, to distinct posterior
distributions, there is no way that conditionalization can get us from one

set of concepts to another.

Putting together the argument of Suppes with those of Bartlett and
Barnard, we conclude that conditionalization cannot generally provide an
adequate account of induction since, if induction in any ordinary case is
to be humanly possible, the set of possible outcomes of an observed state
must be restricted or structured in some way. This is done by adopting
some particular set of conceptualizations of the possible outcomes — or
set of hypotheses describing what might be the possible outcomes - but
having adopted some such structure there is no way that we can, without
abandoning temporal credal conditionalization, allow observations to

modify the structure.

We conclude, therefore, that conditionalization, because it entails the
likelihood principle, defines a methodology for induction which is far
from problem free. We shall come back to this problem in relation to
Levi“s theory of induction to see if he has been able to solve it. . We
shall not need to consider it in relation to the neo—Bayesians since they
offer no new methodological proposals apart from the new rules of

inference offered in place of Bayes™ theorenm.
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¢. Acceptance ws. Partial Belief as a Basis for Inductiom.

The Bayesian theory of induction does not provide for a proposition to be
accepted on the basis of an inductive inference, rather the outcome of the
inference is merely a change to the proposition”s probability. Now there
are a number of objections to the notion that science does not require
inductive inference to justify acceptance, but I do not intend to review
that debate here.(60) I shall take up just one problem, the problem of
the acceptance of evidence, which seems to me to be fundamental and has

not received sufficient attention in the literature.

In the previous Chapter, in the course of discussing Carnap”s Bayesian
methodology of induction, we noted a problem concerning the premises of
inductive inferences, namely that for conditiomalization to apply it must
be the case that the probability of the evidence is one. HNow on any
conception of science which recognises the complex structure of experiment
it is implausible that the evidence upon which inductive inferences are
based can generally (if indeed ever) be assigned a probability of ome (if
we accept, as is traditional, that a proposition”s having maximal
probability entails its incorrigibility). Some solution to this problem
must therefore be found if the Bayesian theory of induction is mot to be
jettisoned along with naive empiricism, and not surprisingly, therefore,
Bayesians have given the matter considerable attention, Carnap placing his
trust in Jeffrey’s generalization of conditionalization which allows for
conditioning upon uncertain evidence. Having noted this in the previous
Chapter, I went on to claim that Jeffrey’s generalized conditionalization
rule avoided the problem but at the cost of creating a new one, since in

typical cases the probability of the evidence would be so low that the
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probability being derived from (ggperalized) conditionalization would also
be low, and the hypothesis seeking support would not be well confirmed by
the evidence. Later in the Chapter I argued that Kyburg’s theory of
induction faces a similar problem due to its allowing accepted claims to
remain less than maximally probable. I must now make good my claim

concerning Jeffrey conditionalization.
Jeffrey”s rule for conditioning on uncertain evidence is
Jc. PROB(A) = prob(A|B) PROB(B) + prob(A/-B) PROB(-B) (61)

where “prob” is the agent”s initial probability function and “PROB” his

final probability function.

Suppose that A is the (test) hypothesis that a certain wire is

surrounded by a magnetic field, E is the event that a compass needle
brought near the wire moves, BKl is the background knowledge, or

better, experimental hypothesis, that the compass needle moves if and only
if it is placed in a magnetic field (ie is moved across lines of

magnetic flux) and BK, is the experimental hypothesis that there is no
background field near the wire. Can we use JC to determine the
probability of A? That depends upon how we interpret it, but on what is

plainly the interpretation it ought to be given, the answer is no.

One interpretation of JC would allow us to write
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(1) PROBye(A) = probpy(A|E).PROByy (E) + probpy(A|-E).Ppy (-E)

where BK denotes the conjunction of BKl and BKZ' This would give a
value for PROB(A), but it illegitimately assumes that BK is certain,
whereas the elements of BK, themselves being hypotheses confirmed by

earlier experiments, are, on the Bayesian account of scientific induction,

only probable. Thus what is wanted instead of (1) is
(2) PROBBK(A) = prob(A]E.BK).PROB(E.BK) + prob(A|~(E.BK)).PROB(-(E.BK))

But (2) cannot be computed, for prob(Al-(E.BK)) is noﬁ well defined, being
the probability that there is a magnetic field around the wire given that
either the compass needle did not move, or that it might move or fail tov
move whether a field is present or not, or that there is a background field

around the wire.

Since, however; probabilities cannot be negative, from (2) we can infer

that PROBBK(A) lies in the interval bounded above by 1, and below by

(3) PROB, . ; (A) = prob(A|E.BK).PROB(E.BK)

and we might hope that JC in this form will provide a means by which A
can come to have a high posterior probability on the basis of uncertain
evidence. In typical cases of evidence gained from sclentific

experiments, however, that will not be the case; as the following shows.
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Suppose, as is typical in non-statistical contexts, that the conjunction
of E , the evidence, and BK, the set of hypotheses stating the
conditions under which the experiment can be considered reliable, entails

A, the hypothesis. Then we have

(4) PROBpy 1 (A) = PROB(E.BK)

Should the typical case not obtain, (4) will overestimate PROBBK-L(A).
b

Thus assuming (4) will lead to no loss of generality for our argument.

Now in the case considered above BK is the conjunction of two hypotheses
concerning experimental controls; which are independent of each other and

E, and thus

(5) PROBBK’L(A) = PROB(E) PROB(BK,) PROB(BK,)
From the form of (5) it is apparent that 1f an experiment relies on a
great number of independent experimental controls each of which has a high
but not maximal probability of obtaining at the time of the experiment;
then PROBBK,L(A) will be too low to account for us having great
confidence in the hypotheses confirmed by such complex experiments. The
same would be true of an experiment which required a relatively small
number of controls, each of which, however, could only be tested by a
further controlled experiment. And the same point would apply to even a

simple experiment which took place against a background of knowledge

assumed to be unproblematic; for if we accept the Bayesian analysis of
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induction then we must accept that many; if not most; of the elements of
this background field are themselves only probable; and thus the
probability that the field as a whole does not contain a falsehood which
would prejudice the experiment in question, if this probability can be

defined, is surely very low indeed.

Our conclusion here need be no more, however; than that the Bayesian
account of induction, whether based on standard or Jeffrey
conditionalization, stands or falls with an account of science which
assumes that observations are relatively theory free. Our next task must
be to counsider whether some other of the recent sophistications of the
Bayesian programme avoids that criticism. In thié regard we shall need to
consider only Levi”s theory of induction, most recently set out in his
[1980], since the other recent development within the Bayeéian paradigm,
the neo~Bayesian theories inspired by Jaynes” theory of maximum entropy as
a basis for determining prior probability distributions; treats constraints
on probability distributions simply as the given. In this respect these
recent theories constitute, therefore, no amendment to the traditional
theory, save by allowing constraints to include probability distributions
for relevant parameters, as Jeffrey does, and we have already seen that

this will not solve the problem.
d. Science and Subjectivism.

One of the controversial features of the Bayesian programme has been the

adoption by some of its members, those I have identified as the .
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subjectivists, of a subjective theory of probability. Before leaving the
discussion of the traditional Bayesian accounts of induction we should
briefly consider whether scientific induction could be reasonably

identified with subjective judgement.

It must first be admitted that so called objective statistics are not free
of subjective elements in the sense that in applying objective methods one
is forced to make decisions or accept principles of inference which are
not objectively justified, as we have been at pains to argue. In&eed,
particularly in relation to Neyman-Pearson statistics; Savage was fond of
arguing that his subjective theory of statistical inference was in fact
more objectivé since it brought the subjective decisions out into the open
for public consideration.(62) One can grant Savage’s point; however, and
yvet conclude that subjeétive statistics; while not inferior to so called
objective statistics, is still inadequate, since what is wanted is a
thoroughly objective statistics; or theory of induction. The point
requiring analysis, then, is whether we do require; for our science to be

rationally based, an objective basis for inductive inference.

The main plank in the subjectivists” rejection of the supposed need for
objective probabilities is the claim that typically differences of opinion
will be overwhelmed by the evidence; and thus observers with different
subjective prior probabilities will commonly be brought by the evidence to
agree.(63) Even when carefully stated, however; the ¢laim is false. - For
in the typical case two observers will surely différ in their background

knowledge if they differ appreciably in the degree of belief they
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allocate to the occurrence of somenevent; and in that case they will not
necessarily draw the same conclusion from whatever evidence they come to
share. The subjectivists” point; that is, assumes that the evidence is
given, but it is not; rather it is constructed on the foundation of a
field of background knowledge; as I have briefly sketched above. Thus the
evidence gathered by two observers of the same experiment will only propel
them towards agreement if they share some background knowledge which
requires them to draw certain similar inferences from the observations.
Again we see that Bayesianism rests upon a naive empiricist account of
observation, for although the subjectivists” argument can be applied to
elements of the background knowledge as well; the day of convergence
receds unhopefully into the future once we realize what a complex set of
beliefs may be held by one observer and not shared with another; and how
evidence can only get to bear on any one of these beliefs through the

mediation of others.

It is not enough, therefore, to found rational scientific practice, for
one scientist to be able to say to another, “If you disagree with me let”s
get some more evidence”, as Savage suggested; for the two may agree no
more closely when the new evidence is in, drawing divergent conclusions
from it, and this pattern can be repeated again and again. In order that
the agreement between scientists which is both required and observed might
be obtained; it is necessary for one sclentist to be able to prove to
another that there are good grounds for giving up his former beliefs in
favour of some alternative account of the matter under investigation. That

will require two fundamental shifts away from the subjective Bayesian
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account of scientific inference, for it entails that some changes of
pelief do not abide by conditionalization, but rather proceed by extensive
revision of one”s present set of probabilities; and it also entails that
there is the possibility of an objective basis for changing one”s
probabilities, since to prove to the satisfaction of an opponent who does
not share some relevant beliefs that they have been making an error which
they ought now repudiate, we require an objective foundation for argument.
Insisting upon such changes leads us to Levi”s theory, for among his other
innovations are fundamental departures from the traditional Bayesian

account of induction in relation to the points we have just raised.

e. Concluding Comments on the Standard Bayesianm Theories.

Before leaving the standard Bayesian accounts of induction; howev;r; let
us sum up the criticisms we have‘made. First, neither the subjective nor
the objective theory provides a sound case for requiring that a rational
agent’s degrees of belief should conform to the probability calculus.
Given that there are prices to be paid for accepting the axioms of the
calculus as a constraint upon belief; particularly in regard to the
possibility of having the results of complex experiments given a
sufficiently high probability to allow the experimental evidence to confer
significant degrees of confirmation upon the hypotheses tested; this
failure is a significant defect. In addition to this the objective theory
has yet to solve the problem of finding an adequate basis on which to

specify prior probabilities which are legislative for rational belief,
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while the subjective theory has nqt given a satisfactory defence of its
requirement that induction proceed by the rule of conditionalization,
both Teller”s and Shafer”s proofs not applying to typical scientific
situations. Moreover there are arguments applicable to the objective and
subjective theories alike which cast doubt upon the likelihood principle
upon which the whole Bayesian theory of induction rests. Finally; the
subjective theory is unable to provide a basis for rational scientific
practice, this requiring; so 1 have argued, an objective basis for

settling disputes.

Our procedure now will be to consider the fresh approaches to a Bayesian
account of induction given by Levi and the neo—Bayesians; and détermine;
should they be free of other problems, whether they make any impression on
the list just set out, where those problems are relevant to the new
theories. We shall find, however, that neither of the new theories is
free of problems of their own; and thus conciude that neither is capable
of supplying a rational foundation for a version of induction in the

Bayesian tradition.
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5. LEVI”S THEORY OF INDUCTION.

I shall examine Levi”s theory of inductive inference as developed in his
(1980]. This work extended the approach to learning put forward in his
[1967] ~ with changes of varying degrees of importance, none of which will
be discussed here — building in particular on the attempt to construe
scientific inference as a process of decision-making in the Bayesian
mould, governed by distinctively epistemic utilities. Our task here is to
give an outline of the major elements of Levi“s decision-theoretic account
of scientific inference, and then review the critical literature to which
Levi“s theory has given rise, selecting what I take to be the most
important of the criticisms levelled at the theory for discussion and

elaboration.
a. An Outline of Levi“s Epistemology of Scientific Inference.

Standard Bayesian theory provides an account of how an ideally rational
agent ought to make decisions concerning various courses of action open to
him; he should consider the utility of each act under each of the various
states of nature that might obtain, and pick the act which has the highest
expected utility, where the expected utility of an act is calculated by
multiplying the utility of the act in each state of nature by the
probability of that state and summing over all states. Now scientific
inference in this scheme of things can be no more than a process by which
one comes to fix one”s probabilities for the various states of nature, or

one”s credal probability function, as we shall call it. What would
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happen, however, if we classed among the possible acts open to an agent
that he should accept a certain hypothesis? This would seem to open the
way for a Bayesian account of how we come to accept, and not merely
allocate degrees of belief to, hypotheses concerning the states of the

world.

Now to a strict Bayesian; this is a confusion; what need have we of
acceptance when we already have degree of belief, and degree of belief is
all we require for practical deliberation - indeed; what does “acceptance”
mean in this context?(64) We have seen, however, that there is a good
reason to want to provide for the acceptance of hypotheses; for only then,
so we have argued, will we be able to account for the reliability
accorded the results of complex experiments. Taking up this option will
require, however, a clearer sense to be given to the notion of acceptance,
as well as the development of a theory of epistemic utilities - the
utilities relevant to the decision to accept or reject an hypothesis - and
the specification of a rule of acceptance; if the rule of maximizing
expected utility is not appropriate. Levi“s responses to all of these

challenges, plus his theory of credal probability; are sketched below.
i. Acceptance into K, infallibility and corrigibility.

According to Levi to accept some claim h is to adopt h as part of
one”s standard for serious possibility; or, more precisely, to incorporate
it into one”s (deductively closed) corpus K which functions as one’s

standard for assessing serious possibility. The notion of serious
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possibility Levi takes as primitiye, giving nothing that “amounts to an
explication of serious possibility” nor “a definition in other terms”. He
insists only that serious possibility is relative to an agent at a
particular time, or relative to a certain corpus; that a proposition
cannot have a positive credal probability unless it is a serious
possibility — although a proposition can be a serious possibility and yet
have zero credal probability; and finally; and most definitively, that

‘h is a serious possibility according to X at t if and only if h

is consistent with his corpus of knowledge at t.”(65) More revealing

than these elements of a definition; however; is the example of serious
possibility given just before the more formal presentation: suppose we are
about to toss a coin and wish to consider the various possible outcomes of
the toss; we shall surely not consider the possibility that the coin will
fly to Alpha Centauri, nor that the Earth will explode on impact with the
coin; for while both of these outcomes are logically possible they are not
seriously possible; if one “takes for granted even the crudest folklore of
modern physics” - presumably because they are not consistent with accepted
laws of physics. Rather, the seriously possible outcomes are heads,
tails, and perhaps that the coin will come to rest on its edge, for it is
only such outcomes which are consistent with the hypotheses forming the
corpus. Thus what is involved in accepting a statement is explained by
noting that those statements we accept are used to rule out of contention
logically possible states of affairs whose occurrence would entail the

falsity of an accepted claim.

Note, for later reference, that a corpus which does not already contain
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universal laws, such as the laws of physics alluded to in the coin
example, will function as only a very ineffectual standard of serious
possibility, for many implausible propositions will be comsistent with
such a restricted corpus. Hence, should a strong corpus prove to have a
role in legitimating induction, Levi’s theory will face a serious problem
in showing how this precondition of reasonable induction can be met. This
will prove to be of particular concern in the light of Levi“s commitment
to statements of objective chance as the mecessary basis for direct

inference.

Further light is thrown on acceptance by noting that since X“s corpus is
his standard for serious ‘possibility; if h is a member of K then —h

is inconsistent with K and thus if h is a member of K its falsity ié

not a serious possibility; it implies, therefore, if X accepts a claim
into his corpus, that he takes the accepted claim to be true, and
infallibly so, since its mnegation is not a serious possibility. Thus Levi
embraces an unfashionable infallibilism, on the strength of the argument
that to accept fallibilism entails rejecting his account of how “knowledge
functions as a resource for enquiry and deliberation”, viz, as a standard

for serious possibility.(66)

Additional support for his infallibilism is sought in a criticism of
Peirce’s “categorical fallibilism”™ -~ the thesis that all logical
possibilities should be considered serious possibilities at all times -
Levi pointing out that this doctrine is consistent with his infallibilism

if one”s corpus 18 restricted to logical truths; but that the two jointly
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entail, therefore, the incorrigibility of knowledge.(67) Now the

history of science cannot be understood if we hold to incorrigibility, at
least for contingent claims, and Levi implies that we can only avoid
incorrigibilism by adopting infallibilism, thus allowing contingent claims
into the corpus and consquently holding them to be infallibly true even
though conceding that they might one day be removed. But the reader here
is hard pressed to avoid great confusion; since one is entitled to infer,
it would seem, from holding that h is infallibly true, that h will

never turn out to bhe false, ie. never be rejected from the corjpus; and
thus that the corpus is incorrigible after all. However, while we may
reasonably suspect that Levi“s theory will have trouble accounting for the
rejection of h once it 1is declared infallibly true; one should decline

the easy knock—-down argument suggested; it simply puts too much weight on
the concepts of fallibility and corrigibility, while the incongruities
Levi is led to defend show that the informal concepts are not well suited
to the role they are called upon to play. Serious criticism of Levi”s

epistemology, therefore; must and will be delayed until we can deal with

his formal proposals.
ii. Epistemic utility.

Levi asserts uncontroversially that the aim of enquiry is error free
information, from which it plausibly follows that the epistemic value of a
possible addition to one”s corpus ought to a be a function of its content
and probability. Levi supplies such a function after formalizing the idea

of information.
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The set of possible answers to some question, relative to K, the agent
X“s corpus at time t, is represented by the ultimate partition U, a set
of hypotheses hy such that K entails that at least and at most one

of the hi is true and each of the hi is consistent with K. A

possible answer is represented by the re jection of some or all of the
hi’ X suspending judgement between all the unre jected hi’ or,
equivalently, accepting the disjunction of the unrejected hy- Now if
one potential answer involves the re jection of a proper subset of the
hy rejected by another answer, then the former is less informative
than the latter.(68) Suppose that we then assign each of the hi an
information measure such that the sum of the information in all of the

hi is 1, and stipulate that the information given by a potential

answer g is the sum of the information of the hy rejected by that

answer. The assignment of informational values to the elements of U is
then given by a probability function, M(g), defined on the possible
answers, where if M(hi) is the informational value of hi’ M(g)

is the informational value of rejectinmg g, ie. of accepting the
disjunction of the hi which are not disjuncts of g (together with

their deductive consequences).(69)

Using this definition of informational value, and other considerations
given in his [1969], Levi suggests representing the epistemic utility of
rejecting all the hi which are elements of g, ie. of accepting all

hy which are not elements of g, by (1 - a)M(g) when g is true

and it is rejected erroneously, and by a + (1 - a)M(g) when g is false
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and rejecting it avoids error.(?O)‘ Thus the expected epistemic utility of

rejecting g would be given by

EU(-g) = Q(-g)[a + (1 - adM(g)] + Q(g) (1l - a)M(g)

where Q{g) is the agent”s credal probability for g, and a takes values
from .5 to 1, larger values representing increased desire to avoid error.

We shall return to the role of this shortly.

iii. Credal probability and inductive logic.

Let B be an agent”s set of permissible degrees of belief such that each
member of B is a degree of belief in some hypothesis in the agent”s

corpus K relative to some evidence in K. If Q(hje) is a member of B

Levi stipulates that Q(h;e) is a normalized probability measure; thus
adopting, without argument, the principle of credal coherence which has
the effect of constraining degrees of belief to abide by the probability
calculus.(71) That this principle is not defended is of course a problem
for Levi”s theory, since; as we have seen, its proof is far from a trivial

matter. However, we shall mot labour that point any further here.

Levi adopts credal coherence as a principle of inductive 1ogic; that is to
say, as a principle which specifies membership conditions for B, the set
of permissible degrees of belief or; to use his term, credal functions
Q(h;e) for h and e in X . He adds to this first principle two of

a different kind, which do not specify membership conditions for B but
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concern the number of the members of B, and set down relationships
between them, namely credal consi;tency, which specifies that B is
non—empty if and only if X is consistent; and credal conyexity; which
specifies that the convex combination of any two members of B is also a
member of B.(72) Credal convexity is a distinctive feature of Levi’s
system, for he offers it in place of the stronger standard requirement
that B contain a single Q-function, ie. that the agent have a unique
(though perhaps interval valued) degree of belief for given pairs (h;e)
in K. Levi“s reasons for opting for credal convexity can best be

brought out by pursuing the next part of his system.

Given a corpus K at some specified time an agent will have a set of
credal commitments B which can be thought to be determined by a function
defined on X and taking values in B, ie. the agent has a funection C
which represents his confirmational commitment at a given time. That
C is defined on K, ie. that C(K) = B, constitutes a total knowledge
requirement; since each Q-function in B is required to be informed by

K, the whole of the agent’s knowledge.

Now define B~ as the conditionalization of B with respect to K and
K-, where K~ is K augmented by e, if and only if for every Q in

B there is a Q° in B, and vice versa; such that if £ is

consistent with K then Q7(h;£) = Q(h;£8e). Levi can now define the
principle of confirmational conditionalization as specifying that if
K~ is a consistent expansion of K, C(K7) is the conditionalization

of C(K) with respect to K and K. (73)
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While we hold a single C-function, that is a single confirmational
commitment, holding to confirmational conditionalization will require us
to abide by temporal credal conditionalization; ie. to changing our
Q-functions in accordance with Bayes” theorem, but adopting the principle
of confirmational conditionalization does not require us to hold to a
single C-function and Levi does not recommend this approach, which he dubs
“confirmational tenacity”. But what reasons could one have for changing
one”s confirmational commitment? Levi”s answer to this question brings us

to the heart of his conception of inductive logic.

According to strict Bayesians such as de Finetti and Savage, inductive
logic is just the requirement of credal coherenée. Levi calls those who
share this view “coherentists”. Levi himself believes that the |
requirement of coherence must be supplemented by a principle of direct
inference, which specifies how one is to arrive at credal probabilities
given knowledge of chances, calling those who share his view
“objectivists™.(74) Now the principles of inductive 1ogic; so far as the
coherentists recognise them, leave the agent free to choose his
Q-functions subject only to the requirement of coherence, and for
particular h and e this does not rule out any particular Q-function
provided appropriate choices are made elsewhere; and while adopting an
objectivist inductive logle narrows the range of choice of Q-functions
open to the agent it still leaves a wide field of choice. Levi -opines
that some authors, and he aims his point particularly at those in the

strict Bayesian tradition; would have an agent arbitrarily choose a
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Q-function from among those permissible for him, calling such theorists
“intemperate personalists”. Levi, however; objects to choice when there
is no rational or objective basis for choice, and as there is no such
basis for choice between coherent sets of Q-functions on the coherentist”s
model of inductive logic, he rejects the intemperate personalist”s
position and requires that if the agent has no rational basis for choice
between Q-functions then the agent should suspend judgement between the
Q-functions permissible for him.(75) That is the basis for his adoption

of credal convexity in place of credal uniqueness.

1f we adopt (a) the view that the principles of inductive logic are the
sole rational basis fbr declaring some Q-functions to be impermissible for
an agent (with a certain corpus and at a certain time), and (b) the
principle that one should not rule out a Q-function without a rational
basis for so doing, we seem to be forced to accept a great degree of
latitude in specifying permissible Q-functions. One group who hoped that
this would not be so were the “necessitarians”, as Levi calls them, led by
Jeffreys and Carnap, who hoped to find principles of inductive logic
sufficiently strong to make only one Q-function permissible for the agent
given h and e. But Levi argues (in later chapters) that this pro ject

has failed, and therefore, since he rejects the intemperate personalists”
suggestion for narrowing the range of permissible Q-functions, which
involves rejecting (b), and yet wishes to narrow the range to emsure that
Q-functions place significant constraints upon the set of degree of belief
permissible for an agent; Levi proposes that we should reject (a). This

involves letting non—-formal, or non—-logical, or contextual factors;
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influence permissible confirmational commitments. (76)

Now, that contextual factors can be allowed to influence choice of
confirmational commitment i1s controversial; and Levi”s theory of what
factors can be allowed to influence the choice and how their influence 1is
to be exercised has been found by his reviewers to be unclear. We shall
therefore list the theory of contextualism, as we shall call it, for later
discussion in our critique of Levi’s epistemology and proceed with our

description of its main features.
iv. Expansion of the corpus: observation and induction.

An agent in expanding his corpus risks importing error, but will do so in
order to gain more information. The balancing of the desire for
information against the desire to avoid error is the essence of Levi’s
account of inductive inference, as is already plain in his definition of
epistemic utility. Since we can expand our corpus. in two ways, by routine
and inferential expansion, we shall have to examine how that balance is
struck in the two cases. We shall deal first with Levi”s account of

routine expansion.

The idea of routine expansion is that the agent settles on a programme for
gaining information, and then executes this programme regardless of the
results obtained. The important point, and the point which distinguishes
routine from inferential expansion; is that each addition to the corpus is

not subject to any test, rather the programme as a whole was subjected to
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evaluation before being adopted — presumably by inferential expansion of
the methodological commitments of one”s corpus, though Levi does not make
this clear - and thus the warrant of each routine addition 1is the decision
to follow the programme rather than any feature of the actual element
added.(77) Levi makes this plain by comparing routine expansion with the
statistical tests promoted by the Neyman-Pearson school, which are
distinguished by the requirement that prior to conducting the test it
should be decided what outcomes of the experiment involved will lead to
the rejection of the null hypothesis; and this policy is then carried
through no matter what experimental result is actually achieved; a feature
of the tests which drew criticism from Hacking since the actual result
could fall in the rejection regilon and yet strongly indicate that the
alternative hypothesis is false or even be inconsistent with it. Routine
expansion shares this feature, for it can lead to the adoption of a claim
which is inconsistent with the agent”s corpus at that time. Now according
to the agent such a claim is certginly false; yet it is accepted because
the expansion strategy was adopted; and this in itself constitutes a
warrant for the acceptance of the outcomes of the routine process.(78)

It follows from this that Levi”s account of routine expansion must be
supplemented with an account of how we can contract the corpus to regain

consistency, but we shall leave that question for the moment.

Levi“s account of inferential expansion 1is based upon the idea that the
agent should decide to add some hypothesis to his corpus only if certain
conditions are met, these conditions being designed to ensure that

expansion leads neither to the passing up of an option that would, for
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some permissible Q-function and utility function, maximize epistemic
utility, nor requires the agent to chose arbitrarily between admissible

options. The main elements of Levi”s proposal are these.

Consider a partition U of hypotheses hi such that the disjunction of

all the hi is logically true and the conjunction of any two is

logically false; suppose that the agent has determined that at least one
of the hi is true, and the problem is to decide which one to accept

into K as the true hypothesis. The agent has various options open to
him, namely to accept any one of the hi or to accept the disjunction

of the members of some subset of the hi' The agent therefore

requires some principle for selecting between these alternativé expansion

strategies or cognitive options.

Levi begins with the Bayesian declsion rule that one should chose that
option which maximizes expected utility. Bﬁt if, as is generally the case
according to Levi”s theory, the agent does not have a unique Q—function,
nor a unique utility, or U-, function, then the rule of maximizing expected
utility will not usually suffice to determine the optimal strategy for the
agent to pursue, since different options for expanding one”s corpus will
yield maximum expected utility on different Q-functions. Call any any
option which has maximum expected epistemic utility, relative to given

Q & U—functions, “E-admissible”. Levi”s first step away from the Bayesian
decision theory is to replace the rule of chosing to maximize expected

epistemic utility with chosing between E-admissible options.(79)
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To provide a basis for choice between E-admissible options Levi turns to
comparing the relative strength of the various options for expansion open
to the agent. Define an option as accepting the disjunction of all of the
h:ﬁ. unrejected by the decision rule adopted; one option is said to be
weaker than another if the hy rejected by the former are a proper

subset of the hi rejected by the latter. The stronger option rejects

all of the hi rejected by the weaker; and at least one more besides;

or; equivalently, the disjunction accepted on the stronger strategy
entails that accepted on the weaker strategy. Levi now proposes;
following the rule for ties of his earlier work; that if there is a unique
weakest F-admissible option then this shoula be adopted ask the app‘ropriate
expansion of the corpus; departing from the principle of maximizing

expected utility; since this generalized rule for ties entails that the

Bayesian principle is not sufficient to yield a decision. (Note that

adopting the weakest E-~admissible strategy leaves the way open for

further expansions of the corpus with the elimination of hi belonging ]
to the weakest disjunction; while adopting a stromger disjunction would

rule out some ’hi without reason.)(80)

Having argued that an option”s maximizing expected epistemic utility is
not a sufficlent basis on which to select it; Levi now considers whether
it is necessary that an option meet this criterion for it to be selected
as the optimal exi)an31011 strategy. He concludes that it is not, since as
he shows with an example, the agent may have Q-functions such that the
strongest option which expresses suspension of belief between the optlons

which yield maximum expected utility on his various Q—functions, ie.
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suspension of belief between all E-~admissible options; may itself not be
E~admissible. This option ought to be admissible, but none weaker can
reasonably be. (Note that adopting a disjunction of the hy which is
weaker than the strongest which expresses suspension of judgement between

the F—admissible options would be to accept some hi which is rejected

by all the E-admissible optioms.)(81)

While the rule of choice based upon Levi”s generalization of maximizing
apistemic utility; namely that one should choose an E-~admissible opti‘on',
turns out to be neither necessary nor sufficient to determine the optimal
expansion strategy; the BayeAsian's motivation for choice remains the basis
of Levi“s proposal. For the strongest disjunction of the hy which are
unrejected by at least ome of the E-admissible strategies - which is the
option recommended by the new rule for ties - will be E-undominated, ie.
there will be no other option which has higher epistemic utility for all Q
& U~functions; and E—admissibility is still fundamental since it is

violated only to suspend cholce between E~admissible optlons.(82)

This development of Levi”s theory leads to a simple rule of rejection for

the h,:
i

Reject h, in U if and only if for every Q-function in B,
Q(hy) < %.M(hj)-

Levi does not rest content with this for a moment, however, noting that

the agent may have differing values of q; the index of caution (a

function of the parameter; a; introduced above), and have no unique



p.344

M~function, which requires that the simple rule be complicated to provide
for the rejection of all hj rejected by the simple rule for all
permissible Q & M-functions when the greatest lower bound upon the agent”s

index of caution; q; is employed. As Levi sums up this development;

The idea behind this procedure is that an element of the
ultimate partition U is to be rejected if and only if

it is rejected according to all permissible rankings of
cognitive options with respect to epistemic utility...(83)

These developments of Levi”s theory lead to great latitude in the choice
of expansion strategies. LéVi tries to specify more clearly the range of
options open to the agent by describing the conditions just set out as
restricting choice to the set of P-admissible options; where an option is
P-admissible if and only if it is (a) no stronger than the weakest
F-admisslible option; (b) no weaker than any other option meeting condition

(a}; and (¢) E-undominated.

Now thle P-admissibility is a more restrictive criterion for acceptance
than E-admissibility it will not necessarily leave us‘with any usefully
definite expansion strategy. First; because if we have any significant
latitude in our choice of Q or M~functions; while there may be a uniquely
P-admissible option this option will be very weak; that is to say it will
entail the rejection of only a few of the hypotheses in U under
consideration; restricting the permissible Q & M~functions is thus a
serious problem for Levi”s theory. Second; because if the options are not
comparable for strength; which will be the case if no ultimate partition

can be given to encompass them all or if certain other deviations from
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Levi”s account of induction are permitted, or if the problem at hand is
not ome of inductive expansion, then all E-admissible options will be
P-admissible.(84) In these cases we will require a further basis for

gselection of options.

We shall not consider this new difficulty in any detail; however; since
such cases do not arise in inductive expansion; at least if we grant
Levi”s account of inductive expansion as the selection of an option from
among several defined by the rejection of some subset of members of an
altimate partition. Thus we shall not detail Levi”s proposal to
discriminate betWeeﬁ P-admissible options; merely noting that the further
principle of selection; called S—-admissibility; is selected from a number
of models of decision making under uncertainty proposed in the literature;
Levi favouring maximin; though he is also prepared to endorse the leximin
strategy.(85) Should we reject Lévi’s account of induction; therefore;
his theory would reduce to using maximin to select between all those

options which maximize expected utility for some Q & M—function.

Before we leave Levi’s theory of discrimination between options for
inductive expansion; let us pause to reflect upon the status of the
theory. For the theory wWe have just summarized is; as the Areader no doubt
appreciates; a complex and sophisticated account of expansion; so far
removed from simple accounts of induction that we must deliberately step
back from the detail of the theory from time to time in order to maintain
our bearings on the problem with which we, and Levi, are concerned;

namely, finding an account of induction which enables us to found
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scientific inference in reason. 1t is important; therefore; not to become
bogged down in the detail of Levi’s theory and miss the significance of
what he is proposing. For though he does not hide it; it is worth
highlighting the fact that in trying to find criteria to conmstrain the
field of options for expansion open to the agent we are in fact giving a
model of the factors which we think ought to influence scientific
investigators in their choice of an inductive logic. There may be good
reason for the model Levi has incorporated in his definitions, for example
for his insistence that where several options are E-admissible we ought to
suspend judgement between th’_em; but such reasons must be given; there is
nothing inevitable about the model Levi proposes. Now Levi himself notes
the problem; and after admitting that he “has no proof” of the superidrity
or adequacy of the model of induction he proposes; asserts that “the best
that can be done” is to explore the further development of his theory to
see if its consequences are “acceptable in an account of good scientific
theory”.(86) Given the originality and complexity of Levi“s account; we
ought at this stage to list its adequacy as a rational reconstruction of
geientific practice as an open question; for which Levi’s comparisions of
his theory with certain rivals provides useful material. And we should
also note; of course; that since the theory aims to be normative we will
be unable to justify it in purely descriptive or, in the absence of some
proof that some system of induction is adequate; comparative terms.

Levi“s theory, therefore, at least at present; stands in need of
justification and thus cannot itself be taken to provide an adequate

justification for gelentific inference.
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Notwithstanding this problem; however; Levi“s theory has the considerable
virtues of broad scope; detailed construction and rigour. If we Wish;
therefore, to criticize it, it is incumbent upon us to find problems with
it rather than rest content with pointing out weaknesses in its
justification thus far. We shall turnm to that task after considering the
most controversial aspect of: Levi“s theory; his account 6f the process by
which we can come to replace a theory held in our corpus by a rival
presently considered certainly false, after finding evidence inconsistent

with our old theory.
v. Rejection and replacement of items in the corpus.

On the face of it Levi”s theory will have grave problems attempting to
account for the rejection of an element of the agent”s corpus; and for the
replacement of one element by some other claim which is a rival to the one
now accepted. Levi puts the view of the critic in this matter very

clearly:

For X to contract his corpus is for him to surrender error—free
information. Replacement involves not only the abandenment of
errvor—free information, but also the substitution of information
that, from X“s point of view at t, is certainly and infallibly
false. If X does take all items in his corpus to be infallibly
true and seeks error-free information, it appears to be counter-
productive for him to comtract or to replace certainties with

_hypotheses he is certain are false. Counter to what I have
claimed, infallibilism presupposes incorrigibilism.(87)

The solutions he offers to these related difficulties are as follows.
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In respect of contraction; Levi points out that while an agent; in
surrendering an element of his corpus, is giving up what is to him is
error~free-information; he will have sufficient reason so to do in the
circumstances which prompt contraction. There are two cases:! the
discovery by the agent that his corpus is inconsistent; and the desire of
the agent to set some accepted hypothesis aside in order to allow the
consideration of some hypothesis inconsistent with it. Lf the agent; via
routine expansion or error of computation; imports into his corpus a claim
inconeistent with some element of the corpus (recall that the corpus is
deducpively closed; so all conjunctions of elemenfs are elements); he will
have a sufficiently good reason to contract the corpus to remove the
inconsistency; for an inconsistent corpus cannot serve as a standard for
serious possibility; and to be able to use one’s corpus as such a standard
outweighs the desire to hold onto information.(88) In the second case; if
the agent becomes aware that there is a rival to some element of his
corpﬁs; say h” inconsistent with h in K; then the agent may be

prepared to surrender h in order to give h™ a heéring; if on grounds

of informational content h” is preferable to h. Contraction,

therefore; could and would be motivated either by the desire to retain a
consistent corpus or by the desire to increase the informational content
of the corpus; and in neither case would the agent”s view of his corpus as
incorrigible mandate against contraction —~ por so Levi argues; we shall

consider the adequacy of his argument below.

But suppose the agent decided to contract his corpus for one of the two

reasons discussed. How would he arrive at a strategy for so dolng?; for
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there would ordinarily; if not always; be a great number of ways of
removing the contradictioﬁ or preventing contradiction arising from the
adoption of the rival hypothesis h”. Levi suggests that the agent

should be guided by the desire to avoid unnecessary loss of information;
and thus should opt for that contraction strategy which minimizes
information loss, grading the members of the corpus with respect to their
corrigibility — even though all are incorrigible - according to their
informational value. But this has problems; for example; it would seem to
follow that we should reject whatever logical principle we hold that bans
accepting contradictions; since presumably‘logical principles have no

content. Such criticisms will be taken up below.

We come now to the final aspect of Levi“s theory listed for discussion;
his theory of replacement. Replacement occurs when the agent shifts ffom
a corpus K to K~ inconsistent with K; which events Levi identifies

with scientific “revolutions”. Here he has particular trouble to account
for the agent”s willingness tolreplace his present corpus with another,
for to do so seems ~utterly counterproductive from his point of view”.
RBut Levi suggests the following rationale: suppose the agent; rather than
substituting X° for K in one step, which would be inexplicable on

Levi’s theory; first contrééts K to form a corpus consistent with K';
and then applies the rules for evaluating alternative expansion strategies
to determine whether to move pback to K or to adopt K’; quite likely
expanding the neutral contracted K first with additional evidence
relevant to the selection of an option for expansion; While replacement

could not be justified in one step on Levi’s theory; for the agent would



p.350

see that the substitution would lead to the adoption of beliefs which are
certainly false by his présent lights; there is some hope for the two
stage process; for the agent should be myopic with respect to the

further consequences which might follow from contraction; but this too
will require further analysis in our critical discussion of Levi“s theory

below.

This completes our summary of Levi’s theory; and we turn now to the major

criticisms which have been raised against it in the literature.
b. Criticisms of Levi”s Theory.

Levi“s [1980] has been reviewed at length by many of the leading writers
on induction and the foundations of statistics; and his reviewers; while
respectful of the scope and rigour of Levi“s account of learning from
experience; have typically subjected to the book to searching
criticisms.(89) I do not intend here to review this critical literature
in detail; but rather to pick out, for discussion and development; what
seem to me to be the points which go to the heart of Levi“s theory. I
shall also concentrate on philosophical rather than technical features of
Levi”s theory. For criticisms of Levi”s formél system the reader is

referred to the reviews of Harper and Spielman particularly.

I shall take up four issues: Levi”s attempt to square infallibilism and
corrigibilism; which 1s basic to his theory of contraction and

replacement; the rejection of pedigree eplstemology; the possibility of
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his theory s explaining how we can come by a corpus sufficiently rich to
justify inductive inferences; and Levi’s rejection of the traditional ban
upon allowing contextual factors to enter into the logic of theory

appraisal.

i. Corrigibilism and contraction.

One of Cohen”s criticisms of Levi”s theory attempts to show that its
account of contraction is unsatisfactory, and that to improve itwe would
have to surrender the idea that the corpus is the agent”s basis for
determining serious possibility.(90) Cohen notes t‘nét Levi bases the
relative assessment of the informational content of hypotheses upon how
many elements of the relevant ultimate par;ition they conflict with.

Thus; for example, how many facts two rival hypotheses explain is not
relevant to measuring the content of the rivals - and he argues further
that Levi could not incorporate such a factor into his assessment of the
content of rival hypotheses, for while one is in the corpus the other is
taken to be certainly false and thus any evidence for it — such as that it
explains certain facts — must be discounted. But suppose that T which

is in the corpus does explain more facts than T”; then, Cohen claims,

T does not merit a hearing, regardless of its informational content.
While if T” explains no fewer facts than T, it surely ought to be
considered a serious possiﬁility. Thus, Cohen claims, we must give up the
idea that the corpus is a standard for serious possibility in the sense

that any claim inconsistent with a member of the corpus is surely false.
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1 do not think that Cohen”s criticism is successful. (But when we see why
it fails we see that a related and more serious criticism can be sustained
against Levi”s theory.) For since T and T° are members of the same
wltimate partition, any virtues of fhe rivals relevant to their truth or
probability, such as their relative abilities to explain the relevant
facts, would have been incorporated into our assessment of their relative
merits at the time of the original expansion (errors of computation aside;
as always). Thus even if we had a case where T was a member of the

corpus and some rival, T7, which is inconsistent with T, was therefore
considered not to be seriously possible, the fact that T explained more
facts than T would not upsét this determination since this factor would

have been taken account of in the decision to accept T rather than T7.

While this explanation deals with Cohen”s point, it is not clear; hOWever;
that it is available to Levi, since he rejects the notion of pedigree
epistemology, and if this entails his accepting the thesis that a corpus
has no history, then there will be no memory in the corpus of having
rejected T7 to accept T and thus T~ will be able to insist upon a
hearing despite being formerly rejected.(91) Then the difficulty Cohen
raises will bite, because either T~ will explain more than T and thus
deserve to be considered seriously possible, or it will explain less and
thus not deserve a hearing, regardless of its informational content as
measured by Levi. And worse, if the corpus has no history; T can
insist upon a hearing no matter how many times it has been considered and
rejected in favour of T, Clearly, we must allow the cﬁrpus a memory or

the agent will be sentenced to endlessly considering the same choice
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between T and T7, and Levi”s epistemology will have no relevance to

real problems.

Now Levi did wish, I think, to deny the corpus a memory, in line with his
idea that it does not matter how a claim came to be admitted to the
corpus, rather what matters is whether the claim can hang onto its place
in the face of challengers. But it does matter how the claim got in if
the challengers now faced are the very ones just defeated. Thus it is

false that

In general, neither the origins of X”s having h in his

corpus nor the grounds on which he justified adding h to his
corpus in the first place will be relevant to deciding whether
to remove h unless consideratiomns of origin can be shown to
have a bearing on whether elimination of h will improve

X“s corpus.(92)

No great change to Levi“s outlook is required to avoid the proble we have
raised, however; indeed, it might be thought to be already covered by the
rather vague caveat Levi attaches to his rejection of pedigree
epistemology in the passage quoted. It will suffice that the corpus
contain a record of the circumstances in which T was admitted, and that
this record be used to determine not whether T may be relied upon at

some future time, for that has already been settled in the affirmative
when T was adopted and the decision will stand while T remains a part

of the corpus, but rather be used to determine whether a rival T7 is

sufficiently movel to be accepted as a challenger to T.

But the problem we have been discussing is not the most serious of the
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difficulties Levi”s epistemology faces in this area. For as the reply to
Cohen I have sketched out makes plain; once T is ensconced in K; it is
possible that facts could come to be accepted which; had they been known
when T was accepted; would have led to T7s acceptance; and yet their
acceptance does mnot provide grounds for rejecting T to give T a

further hearing, for they bear not omn the informationmal content of the
rivals; but rather on their probabilities, and once T is accepted its
probability is frozenm at 1 and its rivals” frozen at 0. For example,
say T asserts that a certain coin is biased towards heads such that the
chance of heads on a single-poss is greater than 0.6; while T~ has it
that the chanée of tails is greater than 0.6; and we originall& conduct a
trial of 100 tosses; leading to T being accepted; but our research
assistant continues testing; unknown to us; and later reports that a
further trial of 100 tosses so heavily favoured tails that on the whole
set of 200 tosses T~ would be accepted. Having already accepted T

there appears little we can do; since the further result is not
iﬁconsistent with T; nor does T~ have any informatiomal virtue

which could prompt contraction by rejecting T to give T” a hearing.

Though the evidence now goes against it; we are stuck with T.

Short of accepting some fact inconsistent with T; then; T will keep

its place in the corpus no matter how far its probability would sink if
floated free to be judged by the evidence at hand”at the time; and thus no
matter that if the contest that T won to get its place in K were

re~held, T would now be unsuccessful. Levi”s epistemology is thus shown

to recommend an unacceptable dogmatism.
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There is a further line of criticism advanced agalnst Levi”s theory of
contraction by a number of authors, most forcefully by Kaplan. Kaplan
argues that an agent who has T in his corpus would never contract K by
surrendering T in order to give T7 a hearing; for he_wauld see that

one possible outcome of surrendering T is eventual acceptance of T';

and from the agent’s present point of view; T~ is certainly false.
Anxious to avoid importing error into his corpus; the agent will refuse to
give up T so as not to allow the situation to arise where he could be

led to accept a false hypothesis; like the member of Alcoholics Anonymous
who willbnot accept a first drink in order avoid the situation where he
will be led on to a thorough binge. Thus; Kaplan argues; despite Levi’s
construing replacement as a two stage process; infallibilism does entail

incorrigibilism.(93)

Now Levi had anticipated the kind of response Kaplan makes; and had put up

a proposal to deal with it; namely that the agent should be myopic in
relation to the possibility that one of the consequences of contraction
will be the importation of error into X. Levi claimed that when
surrendering T to give T” a hearing the agent should look no further
than the first stage and not consider the further consequences; for this
would, as Kaplan claims, give the agent sufficient reason to hang on to

T.(94) But this ploy will not Work; for it is completely ad hoc; and

thus it gives us no reason for being myopic with respect to the future
possibilities of importing error while still looking forward to the

possibility of gaining further information; which 1s needed to give us a
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pasis for contraction, as Spielman rightly points out.(95). Levi; that
is, needs the agent to be forward looking with respect to the possibility
of gaining information as a consequence of contraction - for only then
does the agent have a reason for contraction - but myopic when it comes
to considering the possibility. that contraction will have have the
eventual consequence of importing error into the corpus - to avoid the
agent having a reason against contraction. But he cannot have it both

ways; and thus his theory of replacement is in serious trouble.
ji. Levi“s rejection of pedigree epistemology.

We have already seen that Levi“s rejectlon of pedigree epistemology must
be modified in a small respect to allow the corpus to retain the memory of
the circumstances under which every element was admitted. A more drastic
revision of the thesis is necessary; however; for Levi“s attack on
epistemological pedigrees in fact undermines his attempt to circumscribe

the ways in which an agent can reasonably amend his corpus.

Suppose agent X with corpus K at t” meets agent Y with corpus K* at

y have both got for wvarious

t", and after comparision of the results the

problems of mutual interest; X is disposed to conclude that K™ is

superior to KL; say because while X cannot answer various problems which

have been bothering his discipline for some years, ¥7s corpus supplies

what seem to be adequate answers. X would simply like to throw up K for

: : 1
K", but he is a follower of Levi, and can find 1o way of getting from

i h
K to X~ while abiding by Levi”s strictures on admissible ¢ angeé Fe
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E. Now X notes that he could have got to K~ if only his corpus at

£, some time past; had been Ky rather than Kx; and he muses that

since Levi rejects pedigree epistemology he would not objeét to ¥7s having
begun his systematic expansion of his knowledge with Ky rather than

Kz, there beilng ~ as Levi wittily puts it - “no immaculate
preconceptions’; all our beliefs having “dark origins’; all “born on the
wrong side of the blanket”.(96) But now X will surely become agitated;
for a choice made unthinkingly some time ago; which according to his
mentor was of no consequence so far as the ratiomality of his future
beliefs were concerned; is now preventing him‘from adopting the corpus he
thinks tb be superior to his own. Should X be compelled to endlessly
suffer the consequences of some youthful folly? He will surely find this
requirement too much to take, and simply throw up K for K~ on the

basis that; having now seen the consequences of having had as his corpus
at © Xx rather than Ky; he has changed his mind about what ought to
have been his beliefs before he began his systematic expansion of his
knowledge. But if X can do this once he can do it as often and whenever
he likes; by suitable choice of antecedents; po such choice requiring
justification according to the anti-pedigree epistemulogist; X can attain
whatever corpus he desires at the time without contravening any of Levi~s

constraints on rational change of corpus.

Levi’s epistemology; that is; is susceptible to the same criticism as is
commonly levelled at subjective Bayesians; the agent is simply not
constrained by Bayes” theorem at all; since there is nothing to prevent him

working backwards to provide himself with whatever initial beliefs are
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required to lead to whatever it is he wants to believe at the present
time. Now the reason this criticism is successful against the subjective
Bayesian is that his theory of induction is anti-pedigree; our criticism
of Levi works for the same reason.(97) We conclude that Levi’s
epistemology must elther take account of pedigrees, or, less pejoritavely
put, require that initial knowledge states, and not just changes of state,
be rationally justified, on pain of complete collapse of rational

constraints upon final knowledge states.
1ii. Chance and inductive inference.

As we noted in passing in our brief exposition of Levi“s epistemology,
statements of chance form the basis of his theory of direct inference.
They are required in particular to generate the inferences to the
likelihoods required for conditionalization. My interest, following
Kyburg”s suggestion, is to get clear just what is entailed by a chance
statement and then to determine whether Levi has or can provide an account
of inference to chance statements. Lf he cannot, then even if we should
agree to put aside our other criticisms, his epistemology would be in deep
trouble since it would be unable to account for the satisfaction of a main
precondition of its application, viz the adoption of statements concerning

chances.

In fact Levi“s account of chance is not completely clear, at least to me,
but it is possible to determine to what an agent is committed upon

accepting a chance statement, and that will suffice for our analysis.
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Suppose X accepts that the chance of coin a landing heads when tossed in

a certain manner at time t; which defines a trial of type S; equals

the chance of it landing tails; equals 0.5. X is then committed to its
being seriously possible that the coin should land heads; and also that it
should land tails; and X is committed to the direct inference that if

the particular toss in question is also known to be a trial of kind T;

and it is known that this extra information is stochastically irrelevant
to the events in the sample space; then all Q-functions in K at t

ought to assign equal credal probabilities to the two possible outcomes of
the toss. Most importantly;‘then; via direct inferenée; knowledge of
chances is the foundation for the agent”s credal probability distribution.
Note that for the direct inference to go through we must have in K that
all information about a trial; other than that which defines it as a trial
of the kind for which a chance distribution is known;_does not define a

new kind of trial with a different chance distribution.(98)

Chances; then; are the foundation for direct inference. And direct
inference is a necessary pre-requisite for conditionalization; for the
likelihoods employed in Bayes” theorem; and the priors as well in some
cases, are derived from direct inference. Thus securing knowledge of
chances 1is fundamental to Levi;s epistemology. But it is also
problematic; for direct inference cannot go through unless we have the
knowledge in K to enable us to make the necessary judgements of
stochastic irrelevance; and that requires considerable prior knowedge of

chances. Levi faces the difficulty head on:
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one cannot justify knowledge of chances by deriving it from the
testimony of the senses and the records of memory without a
background of theoretical assumptions. (99)

However, this does not lead Levi to amend his approach; for he declares
epistemologies which try to get by without presuming significant
background knowledge ’bankrupt’; declares Hume”s problem to be
’insoluble’; and styles himself as getting on with “positive efforts to
construct an account of the revision of knowledge’; a task in which it is
“in keeping with what we already know that in order to test statistical

hypotheses; we mneed to have :some prior knowledge of chances”.

But despite Levi“s strong words on the matter; his epistemology is surely in
trouble on the point of justifying knowledge of chances. As Kyburg

observes:

It seems to follow from Levi”s view that we cannot [obtain
knowledge of chances — MR]... rationally: there is no rational
procedure for revising a body of knowledge that contains no
knowledge of chances so as to arrive at a corpus of knowledge
that does contain knowledge of chances. (100)

This surely spells disaster for Levi’s epistemology; unless we severely
restrict its domain of application. For Levi”s theory is rather like an
investment guide directed to helping agents make their second million
which provides no guidaﬁce on how to get to the point where the problem
arises. Of course there is no reason to dismiss Levi”s theory just for
this reason; any more than there is to declare useless a money makiﬁg

guide for the very rich. But just as a strategy for getting richer does
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not aild the pocr; so Levi”s epistemology does not help those who have

not yet been able to justify adopting claims concerning chances. Rather
Levi s epistemology applies only after we have solved the problem of
getting knowledge of chances; rather than solving Hume”s problem;
therefore, it presupposes that it has been solved; or; as Levi would
doubtless prefer to put it;_it puts Hume s problem to one side in order to
get on with some interesting problems we face once some basic knowledge of

chances is assured.

iv. Levi and the “curse of Frege”.

There are several points in Levi“s logic of learning from experience where
the context of the enquiry plays a part in determining the appropriate
decigion, most significantly in the choice of questions to-be considered;
the specification of a set of possible answers to the question selected;
which is choice of an ultimate partition; and the choice of value for q;
representing the relative importance of a gain in information over
avoiding acceptance of false propositions. It is possible to argue that
allowing the context of enquiry to influence such decisions allows
elements which are beyond rational control to undermine the effort at
rational control of the growth of knowledge; but I accept Levi”s
contention that one cannot simply accept that this is so. The case
against contextualism must be made out; it cannot be simply assumed.

Rut have we not assumed that contextualism is not a permissible approach

to induction; and thus begged the question against Levi; in our discussion

of the acceptance of chance statements? I do not believe so.
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In our discussion of Levi”s analysis of chance statements we have only
posed the problem of how we are to account for our possessing such
statements; we have not challenged the view that having got them they
may then be relied upon in further enquiries or; along with other elements
of our corpus, be employed as elements of the‘background knowledge
influencing formal factors in our logic of enquiry. To use the more
familiar terminology of Levi’s [1967]; we have not challenged the project
of constructing a logic of local rather than global induction; we have
merely insisted; as we surely have a right to do; that the logic of local

induction be able to account for the existence of the background

knowledge. We have concluded that it cannot.

0f course it might be sald that the background‘which is needed to get a
local enquiry off to a sound start 1s the result of a prior local enquiry;
but on pain of infinite regress we shall have to think of some other
answer in the end. Perhaps it will then be said that the background
required for a local investigation is in part merely hypothesis rather
than part of the agent”s corpus of knowledge. And that might be the case,
but to opt for that line of argument is to supplant Levi”s carefully
developed epistemology by an element foreign to it; an element perhaps of
Popper”s epistemology; which would be a strange addition indeed to Levi’s

infallibilism.

The problem which; following Kyburg; we have identified with the knowledge

conditions requiring to be met before one’s corpus can support inductive
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inference according to Levi’s theory, is not; therefore; to be sidestepped

by reference to the unwarranted rejection of the propriety of the
influence of epistemic and practical contexts upon inductive logic; that

is by the embracing of contextualism; or the local approach to induction.

Thus the problem with the inference to chances, together with the other
criticisms we have discussed, lead us to reject as an adequate basis for
induction Levi”s attempt to provide a Bayesian analysis of induction as

decision-making controlled by distinctively epistemlc values. We turn now

to the final theory of induction to be considered, the neo-Bayesians.
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6. NEO-BAYESYAN THEORIES OF INDUCTION.

The most recent theory of induction to be defended in the literature is
the neo—Bayesian theory, a theory which first arose from Jaynes” work .on
objective prior probabilities aﬁd then, on the basis of his employment of
the concept of entropy as a measure of information in this work, led to a
new rule of inferemce. Others have now refined the rule of inductive
inference suggested by Jaynes” work, and a burst of very recent papers is
investigating the relationships between the new rule and the established
Bayesian rules of inference given by conditionalization and Jeffrey’s
probability kinematics. 1 argue, however, that this recent work, although
promising, so far as the mathematically unsophisticated reader is able to
grasp where it promises to lead us, has failed to deal with earlier claims
of incompatibility between classical and neo- Bayesian inference, and in
consequence it is not possible to predict that the new school will be able
to make good its present promise of providing an intuitively acceptable

basis for inductive inference.

a. Jaynes” Theory of Haximum Entropy Inference.

The most important recent defender of the objective Bayesian theory is the
physicist E T Jaynes, who employs the concept of entropy as a measure of
information to give a basis for induction. We shall briefly describe and

eriticize his proposals, following Seidenfeld”s critique.(101)

The central and appealing proposition underlying Jaynes” theory ig that
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we can find an objective basis for induction if; for a given problem; we
can identify a probability distribution which incorporates all of the
information we have on the problem but apart from those constraints leaves
our expectations, and thus the distribution; maximally indeterminate. We
can formalize this proposition if we can find a formal measure of
informational content for probability distributions such that
informatiomal content is determined by the degree of uncertainty of the
distribution. Such a measure was given by Shannon”s definition of entropy
as a measure of information content. For discrete distributions; the

measure of H; the entropy of_the distribution; is given by
(%) = -2, P log P, (102)

where Pm is the probability of the mth possible outcome of the
experiment involved in the problem at hand - eg- the prediction of the
results of a set of drawings of balls from an urn. Thus the objective
basis of inductive; or statistical; inference; as Jaynes sees it; is the
maximization of H subject to whatever constraints are given by the

knowledge we have of the problem.

Now Jaynes” original proposal was to use (*); or a generalization of it~
for continuous parameters; to find objective prior distributions. But (%)
itself incorporates no requirement that the probabilities involved be
prior rather than posterior probabilities; and while the generalization of
(*) does require a prior it also; like (*); can be used with any amount of

information. Thus (*) provides a means of conducting inductive inferences
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in its own right, quite apart from any use it has in finding priors for
feeding into Bayes” theorem. (103) It is of great interest, therefore, to
consider whether this new basis for inductive inference can be shown to be

a reasonable basis for such inferences.

b. Criticism of the Neo—Bayesian Approach to Inductive Inference.

Criticism of Jaynes” theory has come from Friedman and Shimony, and
Seidenfeld, both critiques claiming to show that maximum entropy
inference, ie. inference thqt proceeds according to the rule “choose the
distribution that maximizesu(*) subject to any constraints givén’ is

inconsistent with conditionalization.

1f I have understood their paper correctly, Friedman and Shimony show that
for a simple example of inductive inference (though mathematical
technicalities make the analysis of the case complex, and I shall not set
out their calculations here) it is entailed by Jaynes” solution to the
inference problem that the random variable involved should take a
particular value. That is, Friedman and Shimony ptesent an example of
{nductive inference which, if we apply the rule (*) to determine a
posterior for the expected value of the random variable, concentrates the
posterior probability on just ome of the possible values,‘giving us, if
we accept the inference, certain knowledge a priori.(104) This is given
as a counter—example to Jaynes” claim that the rule of maximum entropy
provides us with a basis to “honestly describe what we know”, and it

serves also as a counter-example to the claim that the rule provides us
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with an objective and rationally compelling basis for induction.

Seidenfeld”s argument is similar; presenting a case where employing
maximum entropy imference; ie. using (*) as a rule of inductive inference;
rather than just as a rule for determining a prior for feeding into Bayes”
theorem& leads to a posterior distribution which contalns more information
than that at which we arrive by conditionalizing upon the information
given, even though the same prior is employed for both inference
paths.(105) Specifically; the inference by the maximum entropy rule leads
to a posterior which is normally distributed; whereas the inference via
conditionalization 1eads to Student”s t“distribution; the former but not
the latter allowing rhe variance of the population to be calculated.
geidenfeld”s argument thus provides further reason to take the
jdentification of entyopy and information; in the sense in which
information is given by the data or conditionalization upon it; to be
problematic. Thus; at the present time at least; we cannot také (*) to be
an acceptable rulebaf induction; since it leads to posteriors containing
information to which we have no right; go far as our right to information

{s determined by what is given by the data or conditionalization upon it.

But if we are taking (*) as an autonomous rule of inference and not merely
as a means of generating prior prbbabilities; why should we be impressed
by the problems raised by Friedman and Shimony; and Seidenfeld; for these
rely oun assuming that inductive inference ought to be conducted by Bayes”
theorem; or at least that the information to which we are entitled is that

which we can get from conditionalization upon the data. This point was
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made by Williams in connection with his principle of minimizing relative
information as a basis for inductive inference quite independent of
conditionalization.(106) And the point has some force, for although the
probability calculus is employed in the derivation of (*), in the
generalization of it to continuous parameters, and in the justification
of Williams”~ principle by Hobson in his derivétion of the measure of
relative informatiom employed, these arguments do not presuppose

that learning ought to abide by conditionalization.(107)

A problem looms, however, for as we have seen above there is — in rather
regtricted circumstances adﬁittedly, but those restrictions are not
relevant here — a strong argument for employing cpnditionalization as a
rule for learning from experience which rests upon no more than the
concept of reasonable belief which is required to get the probability
calculus itself as a constraint on rational belief. That argument was
given by Shafer, and in our discussion above we judged it compelling. But
even if that judgement be over—hasty, we certainly will be faced faced
with an inconsistency 1f we can find neither a basis for rejecting
Shafer”s claim that an agent who accepts that his degrees of belief

ought to be constrained by the probability calculus is also committed to
conditionalization, provided only that his learning proceeds according fo
plan, nor a basis for rejecting the arguments of Friedman and Shimony, and
Seidenfeld, that maximum entropy inference is inconsistent with
conditionalization. For we shall then have it that maximum entropy
inference is inconsistent with the probability calculus itgelf, and since

the calculus is presupposed in the definition of entropy, that the theory
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of maximum entropy inference is self-inconsistent. Clearly this matter

requires investigation.(108)

A full analysis of the problem; however; is beyond the scope of this
thesis, for it would be a major project in itself; requiring both a high
level of mathematical sophistication to enable a clear analysis of the
issues involved to be given; and a sound sense of philosophical
significance to ensure that the epistemological problems did not come to
be dominated by the mathematicai problems and promises of interesting
developments. Much as I would like to read such an analysis;ll an in mno
position to write it. Thus I content myself with noting the claims that
have already been advanced; some of which will have to be proved ill-

founded if consistency is to be regained.

First we have Shafer”s claim that the basis omn which an agent can be
committed to having his beliefs obey the probability calculus also
requires that he accept conditionalization as thebappropriate rule for
learning from experience; at least in certain kinds of situations. The
same result is accepted by some; Skyrms for example; on the basis of
extending the Dutch book argument to conditional bets. Second (in what
strikes me as the logical order - it is not the temporal order of the
publication of results); there is Skyrms” purported proof that
conditionalization on second order of beliefs (which include the agent”s
beliefs about his (first order) bellefs about the world) is equivalent
(given certain conditions which we need not mention) to Jeffrey’s

probability kinematics on first order beliefs. Thus; according to Skyrms,
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kinematics is entailed by conditionalization. Then; as he later claims to
show, kinematics is entailed by Jaynes” maximum entropy rule; and
kinematics entails Jaynes” rule (under restrictions which are not relevant

here).{109)

Thus we have it claimed that accepting the probability calculus as a
constraint on reasonable belief entails accepting conditionalization which
entails the reasonableness of probability kinematics which entails Jaynes”
maximum entropy rule. But we also have from Friedman and Shimony and from
Seidenfeld that conditionali;ation is inconsistent with Jaynes” maximum
entropy rule. At least one of these claims must be given up; or
alternatively be so restricted that under those restrictive conditions

some other of the set of claims breaks down.

It might be thought that this problem will be resolved by some relatively
minor consideration such as close attention to the conditions under which
the various results have been proved; and thus that it is just a problem
with the formalisms involved. But I think that the problem likely goes
deeper than that, for such a resolution would proceed by splitting off
maximum entropy from probabllity kinematics or kinematics from
conditionalization; leaving the deeper relationship intact. The deeper
relationship in question is that the probability calculus as a constraint
on reasonable belief is employed in the construction of the formalism for
entropy that leads to Jaynes™ rule of inference, and to Hobson’s
variation; as already noted; and thus any proof that Jaynes” rule and

conditionalization give incompatible results will lead to trouble in the
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presence of justificatioms of conditionalization which proceed from only
the constraints on rational belief which are required to get the
probability calculus. To escape the trouble; therefore;
conditionalization must be shown to be not justifiable in the same manner
as coherence, or the claims of Friedman and Shimony and Seidenfeld must be

disproved.

Tt may be that Friedman and Shimony; and Seidenfeld; can be shown to have
erred in thelr attempts Lo prove an inconsistency between Jaynes” rule and
conditionalization; but there has been no attempt to do so in the
{iterature with which I am familiar. And by the nature of their arguments
it would seem that the only plausible source of error would be a
mathematical miscalculation; since their logic is simple and direct. It

is implausible; then; that this is the wéy out of the problem.

The other possible path back to consistency; however; would be to reject
conditionalization; though this would be a rather drastic proposal; |
requiring the rejection of the classical Bayeslan theory of inference as
well as the arguments of Shafer; and Lewis” modified Dutch book argument.
Perhaps that is the correct approach; but it would place a great burden on
the neo—Bayeslan analysis of inductive inference; for far from receiving
support from their relationship with the classical school their proposed
rules of infereﬁce would have to stand on their own merits. It could not
be confidently predicted that the explication of the concept of
information which underlies the neo-Bayesian analysis would emerge

unscathed from the intense scrutiny to which it would then be subjected.
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For if it was accepted that one must choose between conditionalization and
probability kinematics, and the arguments which support these rules, on
the one hand, and a neo—Bayesian rule on the other; or alternatively,
splitting probability kinematics off from conditionalization, and thus
requiring choice between Bayes” theorem and its support, or kinematics
plus the neo—Bayesian rule; then it would be seen that the neo-Bayesian
theory is based on an abstract and really only sketchily developed
analysis of the concept of information, and that the solid philosophical
foundation for probability kinematics is its ties with conditionalization,

not with the neo—Bayesian rule.

Whatever is the outcome of the present rapid development of the analyses
of rules of inference within the neo—-Bayesian camp, therefore, at this
time no rationally acceptable proposal has been given, for the analysis

has yet to deal with an inconsistency in its very foundations.

We conclude, therefore, that, relative to the policy set out at the
beginning of this Chapter, this following our earlier analysis of what is
required to rebut Hume s inductive scepticism, the Bayesian account of

induction has provided us with no solution to Hume”s problem.
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CHAPTER 8: COWCLUSION.

Following our analysis of Hume”s discussion of the rationmal foundations of
inductive inference we adopted the view that Hume s inductive scepticism
has been defeated only if a form of inductive inference 1is presented which
meeﬁs two criteria. First; it must not allow the critic who accepts the
premises of an {pnductive inference to reject the conclusion of the
inference (or refuse to attach a specified probability to the conclusion
of the inference) without transgressing against a principle or principles
of rationality to which the critic can be committed. Second; the model of
inductive inference given must require as premlses only information which

does . not require inductive support.

Sticking to this policy the conélusion to this thesis must be that among
the theories of inductive inference we have examined; and we have dealt
with all of the major accounts of inductive inference based upon the
notion that inductive inference is a form of probable inference (which was
identified in Chapter 2 as the dominant suggestion for dealing with Hume”s
problem), there is mno proposal which defeats Hume”s inductive scepticism.
We are forced to this conclusion because we have found no system of

inductive inference which the critic cannot reject, for all have more Of
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less significant problems, as discussed in detail above. But there are;
despite our being forced to this conclusion; some lines open for further
work on the problem of induction; in addition to the further development -

of the systems of inductive and statistical inference we have examined.

First; it is important to see that while noné of the systems we have
examined successfully defeats Hume”s inductive scepticism; it is not the
case that the criticisms we have made of the versions of inductive
inference examined show that inductive stepticism can mever be defeated.
In so saying 1 take it that?Hume’s inductive scepticism is defeated only
if the conditions set out in the first paragraph of this chapter are met,
while his scepticism is shown to be imdefeésible only if it is shown

that no system of induction can meet these conditions. Showing Hume”s
inductive scepticism to be indefeasible would thus require it to be shown
that a necessary step in meefing one of the two conditions for defeating
his inductive scepticism cannot be made good for any system of

induction; and we have not shown this. We have shown; that is; that none
of the dominant systems of induction presently on offer meets the two
criteria for defeating Hume”s inductive scepticism; but we have not shown

that mo possible system meets these criteria.

The introduction of probability as a basis for induction has thus achieved
a subtle but important advance in the struggle with Hume. For Hume;s
sceptical critique of induétion; which the reader will recall did not-
consider the possibility of reasonable probable.inference; is indefeasible

with respect to inductive inferences which aim to be provably truth-
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preserving. For Hume’s showed that necessarily no inductive inference
can be provably truth~preserving; since an inductive inference”s being
provably truth-preserving would entail the inconsistency of accepting the
premises of a (correct) inductive inference while denying the conclusion;
whereas there can be no such inconsistency - granted; as we have accepted
that Hume proved; that the principle of the unlformity of nature can not
be included as a premiss of inductige inference. In contradistinction to
this we have shown that no system of probable inference among those
examined does ia fact justify its conclusion; but not that this failure
is npecessary. The possibility that some author will yet defeat Hume's .
inductive scepticism by providing a éystem of induction based on

probability and meeting the two criteria set out above thus remains open.

Second; in order to keep clear the nature of the problem which we face
while Hume s inductive scepticism remains undefeated; recall that neither
Hume s argument; nor any criticisms of inductive inference here or in the
literature which are akin to Hume’s; provide any warrant for rejecting
the conclusion of any inductive inference. That would be to commit the
fallacy of misconceived refutation. Inductive scepticism does not mandate
or even recommend rejecting the conclusion of any inductive inference.
Rather it comsists in the awareness that every version of induction we
have thus far been able to construct allows the critic to refrain from
adopting the conclusion. But from this it follows; and this is where
inductive scepticism bites; that when one accepts the conclusion of some
induction one’s doing so will not; should the critic press for an

explanation of thls change of belief; be justifiable by reason alone.
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Third, given that we find; as we surely should; that it is intolerable
that inductive scepticism should remain undefeated; we could consider the
possibility of abandoning the conception of justification embodied in our
criteria for determining whether inductive scepticism has been defeated.
We would doubtless be loath to take this course; since the conception of
justification we have adopted is well motivated. In particular; it is
universaligt; in the sense that the justification of some inference as
reasonable to perform applies to all agents in all circumstances. Should
we drop either the insistence that the standards of raﬁionality by which
an inductive inference is intended to be justified must be applicable for
all possible agents rather than being particular to those that share a
certain interest in a given enquiry; or the requirement that justifiable
inductive inference not require factual assumptions which could be
justified only by prior inductive inferences; we appear to open the door

to relativism in order to shut the door on inductive scepticism.

Fourth, we could return to the other responses to Hume”s problem of
induction which I have not considered in this thesis — Popper’s
fallibilism; attempts at inductive justifications of induction and
arguments along the lines of Reichenbach”s attempted vindication - to
consgider whether, contrary to my assessment (based mainly on Salmon”s
critiques of these alternatives); some successful attack on Hume can be

launched from one of these positions.

Tt would be beyond the scope of this thesis to consider any of these
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alternative proposals for refuting Hume”s inductive scepticism. It is my
own view; howaver; that the third offers some hope for establishing the
rationality of making at least certain inductive inferences for any agent
who adopts an appropriate set of background assumptions concerning matters
of fact, and whose inductive enquiry is prompted by a particular interest
which legitimates the adoption of the specified rule of inductive
inference. It is also my view that this can be done while controlling the
opportunity for shielding beliefs from criticism which is incorporated 1n
allowing the agent to assume a body of background knowledge. My initial
work on this line of investigation has convinced me that it is promising
but problematic. This is not the piace to launch a new investigétion;
however; even though the desire to do so; thereby to avoid the dismal

conclusion which the present enqulry has forced upon us, is strong.
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NOTES TG CHAPTER 1.

1. Stove’s analysis is given in his [1966] and especially his [1973]. The
influence of this work on my own view of Hume will be apparent to the
reader familiar with these texts, though I disagree with Stove on some
points concerning the logic of Hume’s argument, as will be made clear
below. I have also profited from Hacking”s [1975], though I shall not
discuss the issues he raises here, since my interest in Hume centres on
the impact of his work om contemporary philosophy not on its historical
antecedents and effects.

9. Stove s presentation of the main points of Hume”s argument is given in
his [1973]:Part 1I, with handy summaries on pp- 45 and 51. On Hume’s
probabilism Stove’s [1966] is of independent interest. See also
Hacking [1975]:180f.

3. Stove [1973]:34 and 50.

4. Hume [1978]:86f.

5. Hume [1978]1:650.

6. Stove [1973]1:33. For evidence of Hume”s conception of inference as
proceeding on the basis of psychological exigencies see passages. such as
that at the foot of pp.46 of his [1977], and for a detailed study see
Passmore [1952]:18f.

7. Stove [1973]:50

8. Outside of mathematics Hume had scant regard for formal rules of
reasoning, as Passmore shows. See also Hume [1978]1:175.

9. Hume [1975]1:30.

10, Hume [19787]:83f.

11. Stove [1973]:42f.

12. Hume [1978]:127. Note that Hume thought that chances must all be
equal, taking the more probable event to have more of the equal chances
leading to its occurrence.

13. Hume [1978]:136.

14. Hume [1975]:34.

15. Hume [1978]:652.

16. The quotations are, respectively, from Hume [1978]:91, 92, 652 and
[1975]:32.

17. Hume [1975]:38.

18. To be fair to Stove he does recognize the difference in Hume’s
artitude to the a priori and predictive—inductive inference (Stove
[1973]:53), but he locates this difference in Hume”s assessment of the
psychological force of the inference, notes that the two forms of
inference are logically on a par, and takes Hume’s sceptical conclusion
to be just the logical part of his assessment. But we ought to tramslate
Hume s psychological claims into philosophical claims and thus make sense
of them, not exclude them from the analysis; thus we ought to retain
Hume”s distinction between the force of a priori and inductive
inferences. Therefore, since the a priori inference has no force, it is
unreasonable, while the inductive inference, gince it is compelling, is
not unreasonable, but rather is lacking rational justification. For
further discussion of this point see below, Chapter 3 section (4.
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NOTES TO CHAPTER Z.

1. I shall discuss most of the dissolutionists” arguments, but not all of
them, since in my view those in Moore [1952]; Ryle [1957] and (following
him), Toulmin [1958]; and Will [1947]; have been thoroughly rebutted by,
respectively, Brodbeck [1952]; Achinstein [1960]; Alexander [1958]; and
Stopes—Roe [1960] and Wang [1950].

2. Will [19421:507. It should be noted here that Will does not address
his argument to Hume specifically, but there is no doubt that Hume was his
prime target. ] 7 )

3. TIn addition to Will, the following authors have made essentially the
same point: Ambrose [19471:254; Black [1949]:61; Edwards in Swinburne (ed)
[19741:36 (originally published in 1949); Pap [1949]:186; and Strawson
[19521:250.

4. Edwards [1974]1:38.

5. Other authors to have made this point are Black [1949]:75; Strawson
[1952]:250; and Will [1942]:507f.

6. This view is shared by Black [1949]:74; Pap [1949]:186; and Strawson
[1952]:250. A close relative of (3), which I will discuss below, 1is
defended by Ayer [1952]:49f; and another by Goodman [1979]:62.

7. Strawson [1952]:257.

8. Ambrose [1947]:254.

9. Black [1949]:61.

10. Edwards [1974]:36.

11. Strawson [1952]:250.

12. Black [1949]:61.

13, Edwards [1974]:36.

14. Tt may be objected here that we do not require that the premises of an
inductive inference make belief in the conclusion rational, but merely that
they make rational the belief that the conclusion is probable.' Adopting
the suggestion, however, would not affect my point, and it would introduce
into.the present argument a complication which 1is umnecessary. Therefore
the objection will be put aside till later chapters, where the suggestion
can be examined in detail.

15. This point is put forcefully by Stove in the course of his critique of
the ordinary language solution of Hume s problem of induction. See

Stove [1973]:1009f.

16. See Edwards [1974]:36; Strawson [1952]:250; and Black [1949]:66.

17. Goodman [19797:62.

18. Ayer [1952]:50.

19. Strawson [19521:257.

20. See Salmon [1965]:277, and Urmson [1974]:passinm.

21. My comments here draw heavily on Salmon [1965]:278.

22, Goodman [1979]:64.

23. Carnap [1968]:226.

24 . Haack [1976]:118.
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NOTES TO CHAPTER 3.

@

The clearest account, to my mind, is in Goosens [1979]:82.
Stove [1966]1:188 and 209f.
Stove [197371:129.
Stove [19731:57f.
Stove [1966]1:198.
]
]

s

Stove [19737:69.

Stove [19737:72.

Stove [19731:76. ]

. See Stove [1973]:Chapter 1 and especlally pp.9, and [1977];

and Bradley [1977].

10. Stove [1973]:57.

11. Of course further support for Stove”s interpretation of Hume”s
conclusion as the statement of logical probability he offers comes from
his interpreting Hume’s claim as “Inductive inferences are unreasonable”.
But in both this Chapter and the first I have given reasons why that
suggestion ought to be rejected in favour of “Inductive inferences are not
rationally justified”, and this interpretation does not lend itself to
being interpreted as a statement of logical probability.

12. Stove [1973]:57. ‘ '

13. Stove [1973]:59.
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NOTES TO CHAPTER 4.

1. For Giere”s account of foundationism, and his alternative, see his
[1975]. ,

9. For references to the historical literature on probability, and a |
philosophical analysis of the three concepts of probability mentioned, see
Weatherford [1982].

3. Tor references to the historical literature on statistics see Glere
[19797.

4. Giere [1977]:21.

5. Giere ([1977]1:67n.8) recognises the difficulty of characterizing
Fisher”s position, and notes that part of the difficulty stems from
Fisher s having revised his earlier works in line with his developing, and
perhaps significantly changing, views. Thus the matter of his position in
the conceptual framework is complicated by his historical positionm.

Coming before the development of the testing paradigm by Neyman and
Pearson, and the elaboration of what T will call the “confirmation
paradign”, Fisher may with justice be seen as the fount from which both
sprang; but I think that he, on seeing where one was led by the testing
paradigm, opted for the confirmation paradigm. ,

6. For an overview of Fisher’s contribution to statistics see Savage
[1976]. :

7. Seidenfeld [1978]1:709. Seidenfeld notes that the frequentist position
does not require one to adopt a frequency theory of probability.

8. Hacking [19807.

9. Toulmin [1950]1:31f. Kyburg [1970]:5 provides a brief critique of the
modal theory.



 p.382

NOTES TO CHAPTER 5.

1. Reichenbach [1949]:360f.

2. Glere [1975]. _

3. Hacking [1980]:141. See also Giere [1975]:217, and note that Giere
reports that Pearson is reputed not to share Neyman”s enthusiasm for the
behaviouristic view of statistics, and thus I refer to Neyman—Pearson
statistical methods but Neyman’s behaviourism .

4. Neyman and Pearson [1933]:141f. Note that I use the symbol “=>" to
mean greater than or equal to, and “<=" for less than or equal to.

5. Hacking [1980]:153. '

6. Neyman [1941}:379.

7. My counterposing conclusions and decisions draws on Tukey [1960]. I do
aot make the distinction in the same manner, however, for what seems to
make the difference for Tukey is the degree of surety of the judgement (to
use that as a term to cover both conclusions and decisions), whereas it
seems to me that a decision (say, to go to the beach tomorrow), can be
nore certain than an inference (say, that the weather will be fine
tomorrow). Nor do I think it is helpful to follow another suggestion and
1imit decisions to the judgements which issue in actlons, while
conclusions lead to beliefs, since there is nothing wrong with the notion
that after seeing the evidence we decide to accept, or believe, a certain
claim. Rather, what makes the difference between conclusions and
decisions, in my view, is that conclusions are reached by a process of
judgement which is abstract with respect to the individual, and is thus
compelling for all agents with the same information, whereas in reaching a
decision one can properly take account of the personal consequences of the
various acts under consideration. Conclusions, then, are objective,
whereas decisions include an element of subjective assessment. Thus
judgements reached by weighing the evidence plus objectively determined
public utilities, such as Levi“s epistemic utilities, I will count as
conclusions (though, where it is not important to keep the distinction
clear, I will employ the common terminology and call such inferences
“decisions”).

8. Neyman [1957]:7.

9. Neyman [1957]:8 - first emphasis added.

10. Hacking [1980]:143 n.l notes the connection between Neyman”s theory of
confidence intervals and aspects of Peirce”s philosophy of induction, but
as I understand it that connectlon was not known to Neyman or to other
statisticians at the time. Neyman”s major paper is his [1937], but his
[1977] should also be comnsulted, for it concentrates on the logical
foundations of the theory.

11. There are many presentations of the theory of hypothesis testing both
in the original literature and the many text-books in which the
Neyman—Pearson account of statistical methods is the received theory of
statistics. My description of hypothesis testing is based mainly on
Neyman”s introductory text (Neyman [1950], especially Chapter 5), which
although mathematically uncomplicated, is especially strong on the logical
foundations of the tests. ]

12. Each such hypothesis is called a simple hypothesis, for it suffices
with M to determine a distribution for x. An hypothesis which
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assigned p to a sub-interval of [0,1] would be a disjunction of simple
nypotheses, or a complex hypothesis. I shall be concerned primarily with
the problems of testing simple hypotheses, since tests of complex
hypotheses involve complications which, while important and duly noted
below, detract from the fundamental problems of Neyman—Pearson statistics.
13. Neyman [1950]:272.

14. Fisher [1955]:73.

15. Giere [1975]:329.

16. See, for example, Lindgren [1976]:278f.

17. See, for example, Neyman and Pearson [1933]:146.

18. See Neyman [19501:270, and [1977]:106.

19. Neyman [1950]1:274. :

20. Churchman [1948]:218.

21. Lindgren [1976]:295.

22. Neyman and Pearson [1933]:141f.

23. Hacking [1965]:105. See also Jeffreys (1963]1:376.

24, Hacking returns to this criticism in his [1980] defence of
Neyman—Pearson statistics, but he does not provide a solution, suggesting
that we need to introduce the notion of chance into the reliability
programme, in order to treat error frequencies as chances applicable to
the single case of the employment of a test. But this will undermine the
reliability programme just as surely as the notion of probability which
Bernoulli”s theorem requires; for once we admit chances, inferences to
chances (presumably from observed relative frequencies), and inferences
from chances to future relative frequencies, it is hard to see what
inferences are left to be supported by the Neyman—-Pearson rationale.

25, On the first two points mentioned see Hacking [1965]: Chapter 7, and on
the third, Pratt [1961].

26, Gliere [1977]:3Z.

27. Wald”s original [1942] suffers from this defect, but it remains an
exciting analysis of the possibilities. ‘Glere”s [1977] brings
philosophical considerations Lo the fore, and tries to find a basis for
determining epistemic costs in order to make the decision-theoretic
account a more realistic account of science - an attempt which I find
promising. But even if Giere should be successful, other problems would
remain for Neyman-Pearson statistics.
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HOTES TO CHAPTER 6.

1. Fisher [1936]:3/451. Note that this paper was originally published in
1936 and was reprinted in Volume 3 of Fisher”s Collected Papers, the page
reference applying to the latter volume. This form of citation will be
used for all of Fisher”s texts included in the Collected Papers; ie.
original publication date followed by the number of the volume of the
Collected Papers in which the paper is reprinted, followed by the page
reference to that Volume.

2. Fisher adopted a modified version of the frequency theory of
probability. For a discussion of his concept see Seidenfeld [1979]:71f.
3. ¥isher [1935a}:7.. ‘

4. Fisher [1925a]:10, 13th. ed. 1958.
5. Fisher [1935al:7.

6. Fisher [1951]:5/188.

7. Fisher [1935a]:16.

8. Fisher [1935a]:17. :

9. See, eg. Anscombe [1963]:84.

10. Fisher [1956]:42.

11. As Hacking noted in his [1965]:81l. Spielman [1974]1:215 credits
Bertrand with the point. :

12. Savage {1976]:473.

13. Fisher [1935a]:15.

14, Seidenfeld [1979]:79.

15. Fisher [1956]:42.

16. Fisher [1935a]:13.

17. Giere ([19777]:25.

18. Fisher [1955]:5/344.

19. Fisher [1956]:46.

20. Spielman [1974]:217. ‘

21. Carlson [1976] misses the point in reply to Spielman, arguing that in
the situations for which significance tests are suited such extra
information would not be available. This leads only to the conclusion that
when tests of significance are approptiate they are unjustified, and when
they are justified they are inappropriate.

22. Spielman [1974]:225.

23. Hacking [1965]:79. )

2L, The phrase is not mine, but 1 use it even though I cannot recall its
source, since it neatly captures the unreasonableness of
hypothetico-deductive inference as form of inference upon which )
confirmation, rather than disconfirmation (for which it is more suited),
may be based. Salmon [1966]:154 devotes some attention to the inference,
commenting that apart from its being fallacious it is-also susceptible to
Hume”s sceptical critique. I shall not discuss it further.

25, Fisher [1925b]:2/16. A

26. The empirical presupposition of estimation, the fixing of a family of
distributions, is similar to the empirical presupposition of an hypothesis
test in the Neyman-Pearson system, since it in effect fixes a class of
admissible hypotheses (distinguished by the different values given to the
free parameters of the family). Though T will not pursue the point, it
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being wide of our mark, this suggests that it is not Fisher”s tests of
significance which are the rivals of Neyman-~Pearson tests of hypotheses,
but his theory of estimation, tests of significance being a distinct and
more primitive statistical procedure. There is some justification for
this view in Anscombe [1963]1:81, and Fisher [1935a]:17.

27. Hacking [1965]:173; Seidenfeld [1979]:91.

28. Fisher [1922]:1/282; and for a further example see his [1934]:3/145.
29, Fisher [1956]:148.

30. Fisher [1935b]:3/247. ‘

31. Fisher [1956]:151. As Seidenfeld [1979]:223 notes, Fisher here
exposes the weakness of proposed pragmatic vindications of induction of
the kind proposed by Reichenbach.

33. Seidenfeld [1979]1:106.

34, Fisher [1945]:4/508.

35. Neyman [1941]:388.

36. Fisher [1930]:2/431.

37. Fisher [1956]:34.

38, Hacking has changed his views somewhat since his [1965], mainly in
relation to his book”s assertion of the primacy of the concept of
1ikelihood for statistical inference. When I refer to a view of
Hacking”s without a date attached, I am referring to his 1965 position.
For his later thought see his [1980]. On the influence of Hacking’s
work on professional statisticlans, see Barnard [1972].

39. Hacking [1965]:122.

40. Hacking [1965]:125.

41, Hacking [1965]:122.

42. Hacking [1965]:90. The probability expressions here refer to long run
relative frequencies or chances, Hacking”s explication of probability2~
fis account of support, the concept Carnap explicated with his
probabilityy s ig discussed below.

43. Hacking [1972]:135.

44, Hacking [1965]:40.

45. Hacking [1965]:41 and 45,
46. Hacking [1965]:5

j
]
]

5.
47. Hacking [1965]:
48. Hacking [1965]:109.
49, Hacking [1965]:1.
50. Kyburg [1974]:Chapter 6.
51, Hacking [1972]1:136.
52. Hacking [1965]:178.
]
]

63f.

53. Hacking [1965]:184 and Barnard [1972]:131.

54, Hacking [1965]:139.

55. On this point see Kyburg [1974]:66

56. The main point I make about fiducial inference is not the problem
which has received most attention in the literature, nor the point which
deserves most attention. That point, which has been alred at length, 1is
that we can, by using different plvotals, get different probability
distributions for an hypotheses seeking support from a fiducial inference.
This problem, and Fisher’s attempts to ensure uniqueness; are discussed in
great detail by Seidenfeld ({1979:130), and he concludes that the problem
is fatal to fiducial inference. I accept Seidenfeld”s authority on this
point, and go on to develop a further problem with Hacking”s account of
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fiducial inference.

57. Hacking [19651:135

58. Hacking notes the relationship between his ~“support” and Carnap’s
“confirmation” but he does not follow it up. See his [1965]:32.

59. The basis for this analysis is given in the Introduction to

Jeffrey (ed) [19807.

60, In the LFP Carnap’s discussion reads as I have claimed, but in his
[1963] he denies that in the discussion in the LFP he was trying to
refute Hume’s inductive scepticism on the basis that inductive inferences
based on probability, may be rationally justified, claiming that the
discussion in the LF% was intended merely to show that if we adopt a
c~function of the kind there recommended, then we can show that using this
c~function as a basis for our decision-making will mean that long run
success is a reasonable expectation, le. that on the basis of a chosen
c—function, it is highly confirmed that using the c-function will lead to
success in the long run. In this later work Carnap shifts the burden of
justification onto the a priori justifications given for his axioms. We
shall deal with the LFP as already indicated, however, and consider the

a priori justification below.

61. Much attention has been given to the claims for induction we v
interpret Carnap as making, these being given prominence by Burks [1963],
Hay [1952], Nagel [1963] and Salmon [1966]:210. The focus of our
discussion will not be, however, to give arguments against Carnap’s
claims, as these authors have, but to show that what Carnap offers as
reasons for his view do not stand scrutiny.

62. Note that if we accept Carnap’s 1963 claims about his discussion of
the presuppositions of induction in the LFP then the sentence from which
we have just quoted constitutes his major analysis of the justification of
induction in the LFP, for by the end of the sentence probability, is
accepted as a basis for rational inductive inference, and according to
Carnap in 1963, the discussion following does not aim to justify this
acceptance.

63. LEFP:178. All quotations in the remainder of this section are taken
from LEP:178-182 and will not be separately referenced.

64. Apart from the main problems with the line of Carnap’s argument, dealt
with in the body of the text, there are LWO problems with this claim which
deserve mention. First, X would not be “clearly justified in following
the inductive method” if he knew the truth of (3), for while (3) might be
true as a claim about the long run it might also be the case that for X’s
finite lifetime as a decision-maker in need of a rational inductive
nethod, he would be more successful if he followed some method ‘
inconsistent with induction as Carnmap defines it. Carnap”s argument, that
ig, is a long run justificationm, and it shares all of the problems of that
species of justification which we discussed in our earlier analysis of the
reliability paradigm. Second, whether (3) is true or false will depend
on what evidence is available to X; if X chooses to use as evidence of
tomorrow s weather the point on the compass to which his cat heads on
being let into the house after dinner, then (3) may well turn out to be
false. Carnap’s response to such criticisms 1s of course that X must base
his inductions on the total relevant evidence, but the same problem could
arise with the totality of X’s evidence. Moreover, the total evidence
requirement results in X not knowing whether his inductions are justified
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by the truth of (3), since the justification of an induction requires that
¥ kpow that he has taken account of the total relevant evidence, and it is
doubtful that in any realistic situation X would be in a position to know
this.

65. Cont:12.

66. LFP:285. To avoid seeming triviality we should read ’probabilityl’
as “degree of confirmation”.

67. LFP:165f.

68. Carmap [1963]:975.

9. Comt:lé. _

70. Comt:l4. A Q-predicate is a complex term consisting of, for each
primitive predicate, either the predicate or its negation. Thus for =
primitive predicates there are 2 to the n Q-predicates. For example, if
the 2 primitive predicates of a language are “round” and “hard”, the
Q-predicates are: Q; = round and hard; Q, = round and not hard;

Q4 = not round, and hard; Q, = not round, and not hard. I1f-an

oéject was hard it could be gescribed by the teer1 v QZ’ and
completely described by one of Ql or Q-

70 Nagel [1963]1:798, and Salmon [19677:763.

72. Cont:26 : .

73. In the Appendix to Count Carnap acknowledges that he failed to take
account of the minimax solution to the problem of estimating a relative
frequency, and there subjects it to analysis. He rejects the minimax
method on the grounds that it violates several of his requirements and
does not meet other requirements it would be desirable for a c-function to
meet. But Carnap’s ecriticism may well beg the question against the
minimax method, for the ildea behind minimax may be taken to be as basic as
those intultions which motivate Carnap’s adequacy requirements for
e~functions.

74. Comt:48 and 54.

75. Cont:42. Note that rejecting very small values of L is not the

only way to respond to the problem of strong confirmation from small
samples; it would also be possible to develop a theory of the weight of
evidence, as Keynes suggested. And in view of the problem Kyburg
([1974]:123f) identifies with larger values of L, that might turn out to
be the better option.

76. Cont:38.

77. Conk:55.

78. Count:59f.

79. Cont:56.

80. Cont:78. e” denotes a method of estimation not below the lower  bound
on L, and e_ is the straight rule, which is below the bound. Indeed,
that there is such a bound above e  is Carnap’s main result here,

since it provides a basis for critgcism of the common statistical
practice of using e as an estimator, establishing that the requirements of
unbiasedness, and that an estimator have minimum mean squared ecror, are
incompatible. (Comnt:79) “ _

81. T shall refer to these texts as IL&LIL, Replies and Basic,
respectively, distinguishing between the two halves of Basic, when
necessary, by calling the first Basic I and the second Basic II.

JL&IT was published in Lakatos (ed) [1968], Replies in Schilpp [1963],
Basic I in Carnap and Jeffrey (eds) [1971] and Basic I in Jeffrey
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{ed) [19807.

89. T use “C~ to denote the confirmation functions of the Basic System tO
distinguish these from the c—functions of the first system, for the two
functions are formally distinct. Hilpinen [1973] gives an accessible and
interesting review of the imnovations introduced in Basic.

83. Basic 1:122.

84, Basic 1:161.

85. Kemeny [1963]:732.

86. On some occasions Carnap Invoked inductive intuition to support
inetantial relevance and other principles which I have mnot given details
of here. By this intuition he did not mean a priori reasonm, but rather
the considered judgement of the philosophical community, as Jeffrey
[1973]:306 makes clear. But, in contra-distinction to the present case,
Carnap required considered opinions on many problems which had not been

. formulated prior to his work, and thus he had no body of thought to turm
to for justification. Perhaps wider debate would have agreed with his
judgement, but this is not easy to predict.

87. Cont:lb.

88. Nagel [1963]:798.

89 . Nagel”s criticism of the assumption of the symmetry of Q-predicates
ran along similar lines: it is a matter for experiment to determine
whether there are any differences in the real to be recorded by
distinctions between predicates - eg. to determine whether a thick wire is
the evidential equal of a thin wire in a test of electrical resistance.
90. Carnap [1963]1:992Z.

91. LFP:485. :

92. I think that this is the point Howson was wanting to make in the
penultimate paragraph of his [1975]. I shall consider the mattetr at
greater length in connection with Kyburg’s conception of epistemological
randomness which, 1ike Carnap”s adoption of the principle of symmetry of
individuals, is founded upon the assumption of the lrrelevance of any
information we do not possess.

93. Spielman [1976] offers a proof of the result that the assumption of
the symmetry of individuals amounts to the a priori assumption that
either the individuals are all identical, or that they form a collective
in von Mises” sense. Either assumption is unjustified. Spielman”s proof
is suggestive, for quite apart from its formal success, it leads one to
conclude that any useful application of a language which could draw no
distinction between two individuals would require either that the two
individuals be identical, or that their differences be irrelevant to the
investigation for which the language has been adopted. As Spielman
rightly points out, either assumption, and thus the adoption of a language
which forces one of these assumptions upon OnRE, is unwarranted a priori.
94. Basic 1:120.

95, Basic [I1:20.

96. Basic I1:30.

97. Basic L1:34 and 42.

98. Bagic I1:44 and 93. Note that the meaning of the parametet L is not
exactly what it was in Comt. L mov characterizes only C-functions which
are applicable to families all of whose attributes are at an equal
distance one from another. Such families are re.afgrr‘ed to as having )
n~equality. Families which do not have n—equality require confirmation
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functions outside the continuum indexed by L.

99. Basic I1:34 and 106.

100. Basic II:11.

101. Basic I1:51f.

102, Hilpinen [1973]:327. Notable among the philosophers Hilpinen refers to
would be Lakatos, in view of his [1968]:363, where he argues, as we have
here, that. Carnap’s inductive logic presupposes the choice of a language,
and, following Nagel and Putnam (in Schilpp [1963]:804 and 779,
respectively) that what evidence confirms which hypothesis depends in part
on the language or framework adopted. The present discusion, following
Hilpinen, extends that critique to Carnap”s second system of inductive
logic and shows just how and why C(hle) depends on framework choice. The
two discussions come at the point from different angles, however: Putnam
and Nagel argued that in actual scientiflic practice confirmation depends
upon a theoretical background, that this ought to be reflected in our
confirmation theory, and thus that there is more to confirmation than
degree of confirmation as Carnap explicates it; while the present analysis
shows that in fact on Carnap’s model there is more to confirmation, or
empirical support, than degrees of confirmation, viz choice of a ‘
theoretical framework, and if Carnap’s theory is to be adopted as a
complete logic of scientific inference it would need to be supplemented by
a theory of framework choice.

103. I do nmot wish to give the impression that Carnap would definitely
have objected to this characterization of his theory of C—functions as
only one half of the logic of empirical support. Indeed, the dependence
of degrees of confirmation on the theoretical background may have been in
part a response to the earlier criticism of his first system by Putnam and
Nagel. Certainly one at times gains the impression that workers in -
Carnap”s programme were of the view that his confirmation functions were
restricted to measuring support within a given framework, and that
framework choice was the business of another research programme in the
philosophy of science, Popper”s theory being seen as a candidate for this
role. Thus Bar-Hillel in Lakatos(ed)[1968]:69 refers to Carnap”s theory
as synchronic, and Popper’s as diachronic.

104. Ayer [1968]:104.

105. T will refer to the first mentioned paper as ILRD. It was published
in Carnap and Jeffrey (eds) [1971].

106. ILRD:7

107. 1LED:29.

108. A discussion which covers what seem to me to be the main issues and
includes a contribution by Carnap is to be found in the paper by Kyburg,
and the comments upon it, in Lakatos (ed) [1968].

109. TLRD:29

110. Lakatos(ed) [1968]:146ff.

111. Spielman [1981]:57. :

112. Kyburg [1979]:432. Material in brackets added.

113. Kyburg [1982a]:13.

114. Kyburg”s theory of probability has undergone some development since
he first set it out, but the main lines have remained constant. My
summary 1s based upon his definition given in a recent essay introducing
the concept which was published as Chapter 9 of his [1983]. :

115. Kyburg [1977b]:205. Apparently this paper was originally intended as
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a joke and the new theory of the acceptance of universal generalizations
was put forward tongue in cheek. Kyburg now claims, however, that he
thinks that his new theory is substantially correct. On this change of
heart see his Self-Profile and Bibliography in Bogdan (ed) [1982].

116. Kyburg [1977c¢]:85

117, Kyburg [1977c]:86.

118. Kyburg [1977¢]:92. I have simplified Kyburg”s example somewhat to
facilitate its presentation and analysis.

119. Kyburg [1977¢]:95.

120. See Kyburg [1977c] for the origin of the descriptiom introduced.

121. Kyburg’s theory of inverse inference is set out in his [1974]
Chap.l4, and summarized in non—technical terms in his [1979]:422. A
critique of the inference is given by Seidenfeld in his [1978] and [1979].
122. The debate was conducted in Kyburg [1977a] and [1980], and Levi
[1977], [1978] and [1981].

123. Kyburg [1974]:286.

124. Xyburg [1974]:287.

125. Kyburg [1974]:290 and 295.

126. Levi [1977]1:20.

127. Kyburg [1977a]:517fF.

128. Lewi [1979]:732f.

129. Kyburg [19807:114.

130. Levi {1981]:549. ‘ .
131. Kyburg [1974]1:295. See also Kyburg [1980]:103, second paragraph, the
comment on MT 11.3 of his [1974].

132. Levi [1977]:10 and 23f, respectively. Kyburg clarifies the second
requirement in his [1977a]:507.

133. Levi [1977]:9. ,

134. Of course, since probabllities are interval valued, according to
Kyburg, the completely indeterminate probability [0,1] is a reasonable
probability to be assigned on the basis of ignorance. For simplicity I
ignore this, and thus use “probability” to mean “determinate probability”,
ie. the probability identified with a sobinterval of [0,1]. '

135. Kyburg [1982b]:138f. In this brief examination I consider only omne of
the three complications that Kyburg considers, for we need only to
consider one example to make our point. Thus I ignore Kyburg”s rule for
dealing with the case in which we must choose between taking as the
reference set the set of all possible outcomes, or the product set defined
by the cross product of the sets of sub—outcomes which lead to the final
outcome, eg. choice of urn and choice of ball from urn; and also his rule
for handling the possibility that we can identify a subset of the outcome,
e

136. In addition to the passage quoted above from Levi on the
reasonableness of direct inference see Kyburg [1977a]:507. Note that the
criterion given covers only subsets of the suggested class as rival
reference classes. Other kinds of rivals would require other Tules to
eliminate.

137. Levi [1978]1:736.

138. Kyburg [1980]:114. See also Kyburg [1982a]:26.

139, Kyburg [1965], reprinted in Swinburne (ed) [1974]:65. Kyburg’s paper
was a contribution to a symposium with Barker and Salmon, reprinted in
Swinburne. Salmon responded in detail to Kyburg’s paper; here T consider
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only ome argument of Kyburg’s; which proposes just the kind of solution to
the problem of induction left open in the preceding discussion of Kyburg”s
system of probability and induction.
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NOTES TO CHAPTER 7.

1. Jeffreys [1961]:15.

2. Jeffreys [1961]:20.

3. Jeffreys [1973]:24.

4. The passage containing this claim is placed at the head of the first
chapter of Jeffreys [1961]. ‘

5. On these points see Cohen [1977], the discussion of Jeffrey
conditionalization below, and Kyburg [1968b]:59f respectively.

6. Jeffreys [1961]:28, and [1973]:32.

7. Hacking [1967]:314.

8. Jeffreys [1961]:118.

9, Huzurbazar [1976]:31 and 46.

10. Huzurbazar [1976]:46.

11. Hacking [1965]:203f.

12. Seidenfeld [1979b]:422. In reply, Rosenkrantz (Rosenkrantz [1979]:449)
argues that a pair of experiments such as Seidenfeld describes should be
treated as a composite experiment, and we should choose a prior suitable
for the composite rather than elther of its parts. However, when one
experiment 1s performed the other may not even be thought of, since the
data which support some hypothesis may be derived from diverse sources
over long periods of time. Rosenkrantz’s suggestlons would thus entail
withdrawing one’s probability for an hypothesis when data from some new
relevant experiment became available, and recalculating one”s posterior
based on a composite experiment formed from all of the experiments which
support the hypothesis in question. Such an approach to induction is
inconsistent with temporal credal conditionalization, and also with
confirmational conditionalization. Moreover, the approach recommended
would be hard to put into practice, and certainly is at odds with actual
scientific practice. Rather than pursue Rosenkrantz”s line of argument,
therefore, it would be better to concede that Seidenfeld has shown that on
Jeffreys” theory one”s prior probability will depend upon which of the
pieces of evidence supporting some hypothesis was the first to be
considered, since this (perhaps composite) experiment was used to set the
initial prior probability distribution.

13. Jaynes [19711.

14. Savage [1967a]:602.

15. De Finetti [1972]:183.

16. De Finetti [1972]:147.

17. Jeffrey [1984]:85f.

18. Ramsey [19641:80.

19. Ramsey [196471:78. ] :

20. Evidence for believing that Ramsey’s text, as printed in both his
[1950] and in Kyburg and Smokler (ed) [1964], contains an error is found
in other commentaries. Von Wright [1962]:332 gives Ramsey’s definition as
follows: if the agent is indifferent between the conditioned options Gl if
p, G2 if not, and G3 if p, G4 if not, then the agent”s degree of

belief in p is given by (writing V1 for the value of Gl, ete) (V4 -~
v2)/(V1 = V3 + V4 — V2), which, if we put V3 = V4 = a, making the second
option a for certain, and substitute b for V1, and g for V2, is
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identical to the formula I suggest. Agresment with Jeffrey”s reporting of
Ramsey is noted in the text below. Kybursg [1968a}:55, however, gives

(g — a)/(b — a), of which I can make no sense as a betting quotient,
unless he too intended what he wrote as a ratio to be a quotient, and vice
versa (and intended to express the agent” s payout if he loses the bet as a
negative gain).

21. Ramsey. [1964]:81.

292. On his Dutch book style proof of the axiom of total probability, and
his assumption of the remaining axioms fox the probability calculus see
Jeffrey [1965]1:41;49:69;and 84.

23. De Finetti [1964]:100.

24, De Finetti [1964]1:10Z.

25, For details of the argument see Jackson and Pargetter [1976] and
Kennedy and Chihara [1979]. On the reasoms for the modifications to the
Dutch book argument suggested by Jackson and Pargetter see also

Baillie [1973].

26. Savage [1967b]:309.

27. Savage [1954]:172¢F.

28. Savage [19547:21.

29. Hacking [1967]:313f.

30. Savage [1967b].

31. Hacking [1967]1:320.

392, Teller [1973]:222. Teller also repor ts that he has considered the
possibility of extending Savage’s justification for the axioms of the
probability calculus to cover temporal credal conditionalization, and
found it not to be possible. The details are given in his [1976]:215.
33, Teller [19731:218.

34. Teller [1973]:247. The bracket after 7“P (B)” is missing in

Teller's text. ©

35, Teller [1973]1:250.

36. Teller [19737:253,

37. Teller [1973]:240.

38, Teller [1973]:254.

39, What follows is a gloss on Teller [1973]:241f and 255¢.

40. Popper [19591:94.

41 . Jeffrey [1965]:171.

42. Suppes [1966] passim.

43, Though I admit the intuitive appeal of GC I do not mean to imply that
it is beyond challenge, as Kyburg shows in his commentary on Teller’s
119767, ,

4i. To be fair to Teller we should note that he does not assume that
conditionalization, if justified, will be justified as a general rule.
Indeed, his aim is to find out what Trestrictions must be placed on
(generalized) conditionalization if it is to be valid, ie. to identify a
restricted domain in which it is valid. My argument below, then, will be
that the features of sclentific practice which are incompatible with
conditionalization are so pervasive that the domain of validity of
conditionalization is so restricted, i1f it is not empty, that
conditionalization does not count as & justifiably reasonable rule of
induction.

45. Skyrms [1980]:122.

46. Shafer [1982]:1083.
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47. Shafer [1982]1:1078.

48. Shafer [1982]:1078.

49. Shafer [198271:1086.

50. Shafer [1983]:454.

51. Savage [19641:184,

52. Birnbaum [1962]:284, and Hacking [1965]:220.

53. Birnbaum [1969]:127.

54, Edwards [1972]; Hacking [1972].

55. Hacking [1965]1:65 gives some history of the likelihood concept in
statistical inference.

56. Savage [1962]:99. On subjectivism, consider the conclusion reached by
Lykken after thoughtfully criticizing the use of statistics in
psychological research (Lykken[1968]:158): “The value of any research can
be determined, not from statistical results, but only by skilled, )
subjective evaluation of the coherence and reasonableness of the theory,
the degree of experimental control employed, the sophistication of the
measuring techniques, the scientific or practical importance of the
phenomena studied, and so on.” He does not consider the problems involved
in agreeing on a definition .of “skilled” in this context if we cannot
agree on objective criteria to evaluate the factors mentioned.

57 . Hacking [1965]:221.

58. Savage (ed) [1962]:79-84.

59. Suppes [1966]:43f. ‘

60. For a more general discussion of problems with a theory of induction
which does not provide for acceptance, see Kyburg [1968b] and the
discussion of that paper. For another view of the relation between
evidence and acceptance/degree of belief see the papers by Levi and
Jeffrey in Swain (ed) [1970].

61. Jeffrey [1965]:158. The rule quoted is for the special case where the
observation concerns an event which can be described simply as either
occurring (the event B) or not occurring (the event ~B); Jeffrey also
gives a generalizatlon to the case where the observation concerns a more
complex situation, say the determination of the colour of a piece of
cloth, when at least three colours are given non-zero prior probabilities.
We need not consider this more coumplex case.

62. Savage [19771:15.

63. Savage [19547:68.

64, Jeffrey [19681:321f.

65. Levi [1980]:5.

66. Levi [19807]:13.

67. Levi [198071:14f.

68. Levi [1980]:46.

69. Levi {19807]:48.

70. Levi [19807:50.

71. Levi [1980]:77. Levi“s attentlon in his discussion of credal

coherence is focused not on justifying the requirement itself, but rather
on giving arguments for some special features of the probability axioms he
employs. I shall not be discussing these formal details of his theory,
since none of my criticisms of his account of induction bear upon them.
For details see Levi [1980]1:77, and the references given there.

72. Levi [19801:78.

73. Levi [19807:8L.
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74, Levi [19801:87. DNote that just how we get the knowledge of chances
which Levi takes to be the foundation of direct inference is a problem for
Levi“s epistemology, to which we shall return below.

75. Lewvi [1980]:89.

76. Lewi [1980]:91.
77. Levi [1980]:34f.
78. Levi [1980]:39.
79. Levi [1980}:96.
80, Levi [1980]:133.
81. Levi [1980]:134.

82. Levi [1980]:136.

83. Levi [1980]:137. :

84. Levi [1980]:139 and 144. See also his essay in Bogdan ed [1982]:203.
85. Levi [1980]:148. Tevi’s discussion of these decision rules contains a
powerful criticism of those who argue that all such decisions are closet
Rayesian decisions on the basis that for any such decision there is a
credal state which would yield the decision as the option with maximal
epistemic utility. But, as Levi points out, the credal state has already
been taken account of in relation to the epistemic utility of the various
options, and the current step is to provide for choice between options not
eliminated by the earlier generalized Bayesian stage.

86. Levi [1980]:141.

87. Levi [198071:58.

88. Tor Levi’s theory of contraction see his [1980]: Chap. 3. ,

89, The reviews which I have in mind are Backman [1983], Cohen [1982],
Harper [1983], Kaplan [1983a] and [1983b], Kyburg [1984], and

Spielman [1983]. For an unflattering evaluation of Levi’s efforts see
Fetzer [1982]7.

50. Cohen [1982]:299.

91. The rejection of pedigree epistemology amounts to the claim that it
does not matter how one came by the corpus one in fact has; rather, what
matters is how onme can improve it - as is plain from the text to n.97
below. '

92. Levi [1980]:2.

93. Kaplan [1983Db]:315.

94. Levi [1980]:70

95. Spielman [19831:202.

96, Levi {1980]:1.

97. This point was suggested Lo me by a related criticism of Levi made by
Kyburg [1984]:353.

98, Levi [1980] 251-254.

99, Levi [1982]:212.

100. Kyburg [1984]1:354.

101. Seidenfeld”s paper was written as a critique of Rosenkrantz”s -theory.
However, Rosenkrantz responded (Rosenkrantz [1979]:441) by denying that he
adopted Jaynes” theory of maximum entropy inference as a basis for
induction in his [1977], and thus he claimed that Seidenfeld”s critique
was “peripheral” to his theory. It seems to me, however, particularly in
view of Rosenkrantz [1977]1:59, that Seidenfeld’s assessment of .
Rosenkrantz s theory was well based. Be that as it may, however, it is
certainly the case that if one accepts that Rosenkrantz did not adopt
maximum entropy as a basis for inductive inference, then his theory is a
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version of the traditional Bayesian account and thus, despite his
innovations in respect of simpliecity, which he emphasizes in his reply to
Seidenfeld, it does not require separate discussion here.

102. Jaynes [1968]:229. For Shannon’s original derivation of (*) see
Shannon and Weaver [1949] Appendix 2.

103. The independence of (*) as a rule of inference is plain from

Jaynes [1968]:229, though he continues to speak of using (*) as a way

of finding a prior even when clearly involved in finding a distribution
constrained by experimental results, ie. a posterior probability
distribution.

104. Friedman and Shimony [1971]:383.

105. Seidenfeld [1979b]:430f.

106. Williams [1980]1:134 n2.

107. Hobson [1971]):36f.

108. The inconsistency we are considering here will arise both for Jaynes~
original rule of maximum entropy inference, and Williams” principle of
minimum relative information, as bases for inductive inference, for as
Hobson makes plain in his development of the concept of relative
information, Shannon”s formula for eutropy, which is the basis of Jaynes”
theory, is derivable from the formula for relative information. See
Hobson [1971]1:43, and Seidenfeld [1979]:n.24. Thus I will not give any
separate consideration to minimum relative information inference in this
regard, and in my discussion I will refer to both the maximum entropy, and
minimum information versioms of the neo-Bayesian principle of inference. as
the “neo-Bayesian rule”. :

109. Skyrms [1980}1:124 and 134. Related results, employing a more
abstract mathematical formalism, but a less precise philosophical
analysis, are given in Domotor et al [1980], while Domotor [1980] purports
to show that in general Jeffrey and Field conditionals cannot be reduced
to, and thus presumably cannot be justified by, conditionalization.
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