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1. Introduction to second-order differential equations

1.1. The space of first jets in the plane. By the plane R2 we mean
a smooth manifold with a fixed coordinate system (x, y).

Definition. The space of first jets , denoted J1(R2), is the set of all
one-dimensional subspaces (directions) in the tangent spaces to R2.

In other words,

J1(R2) = {lp | lp is a one-dimensional subspace in TpR2}.
Let π : J1(R2) → R2 denote the natural projection which takes lp to
the corresponding point p of the plane.

We shall now introduce two local coordinate systems (x, y, z1) and
(x, y, z2) in J1(R2). To this end, we note that every direction lp at the
point p = (x, y) is generated by a nonzero tangent vector α ∂

∂x
+ β ∂

∂y
,

α, β ∈ R, which is unique up to a constant factor. Define

U1 =

{
lp =

〈
α
∂

∂x
+ β

∂

∂y

〉 ∣∣∣∣α 6= 0

}
,

U2 =

{
lp =

〈
α
∂

∂x
+ β

∂

∂y

〉 ∣∣∣∣ β 6= 0

}
.

Then (x, y, z1 = β
α

) and (x, y, z2 = α
β
) will be coordinates in U1 and U2

respectively. If we identify TpR2 with R2, then U1 will contain all
1
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directions which are not parallel to the y-axis, while U2 will consist of
all those which are not parallel to the x-axis. The transition function
from U1 to U2 has obviously the form

ϕ12 : (x, y, z1) 7→ (x, y,
1

z1

).

These coordinate charts make J1(R2) into a three-dimensional
smooth manifold. In the following, unless otherwise stated, we shall
use the local coordinate system (x, y, z1) in J1(R2), denoting it simply
by (x, y, z).

Definition. Let N be a one-dimensional submanifold (≡ a non-
parametrized curve) in the plane. The prolongation N (1) of N is a
curve in J1(R2) which has the form

N (1) = {TpN | p ∈ N}.

Example. If N is the graph of some function y(x), that is, if N ={(
x, y(x)

)
| x ∈ R

}
, then, in local coordinates, N (1) has the form

(1)
{(
x, y(x), y′(x)

)
| x ∈ R

}
.

The tangent space to the curve (1) at the point (x, y, z) =(
x, y(x), y′(x)

)
is generated by the vector

(2)
∂

∂x
+ y′(x)

∂

∂y
+ y′′(x)

∂

∂z
=

∂

∂x
+ z

∂

∂y
+ y′′(x)

∂

∂z
.

Note that, irrespective of the function y(x), this tangent space always
lies in the two-dimensional subspace generated by the vectors ∂

∂x
+ z ∂

∂y

and ∂
∂z

.

Definition. The contact distribution C on J1(R2) is the family

Cq = 〈TqN (1) | N (1) 3 q〉
of two-dimensional subspaces in the tangent spaces to J1(R2).

From (2) it immediately follows that in local coordinates

Cq =

〈
∂

∂x
+ z

∂

∂y
,
∂

∂z

〉
.

Notice that the field ∂
∂z

is tangent to the fibers of the projection
π : J1(R2)→ R2, so that ker dqπ ⊂ Cq for all q ∈ J1(R2).

By the definition of the contact distribution, the prolongation N (1)

of any curve N in the plane is tangent to the contact distribution. It
turns out that the converse is also true.
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Lemma 1.1. If M is a curve in J1(R2) tangent to the contact distri-
bution and such that the projection π|M : M → R2 is nondegenerate,
then, viewed locally, M is the prolongation of some curve in the plane.

Proof. Without loss of generality we may assume that the projection
of M onto R2, locally, is the graph of some function y(x). Then

M =
{(
x, y(x), z(x)

)
| x ∈ R

}
.

But the vector ∂
∂x

+y′ ∂
∂x

+z′(x) ∂
∂x

lies in C(x,y(x),z(x)) if and only if z = y′

and M is the prolongation of the curve N =
{(
x, y(x)

)
| x ∈ R

}
. �

Now let ϕ : R2 → R2 be an arbitrary diffeomorphism of the plane.

Definition. The diffeomorphism ϕ(1) : J1(R2)→ J1(R2) defined by

ϕ(1) : lp 7→ (dpϕ)(lp)

is said to be the prolongation of ϕ.

It is easily verified that the following diagram is commutative:

J1(R2)
ϕ(1)

−−−→ J1(R2)yπ yπ
R2 ϕ−−−→ R2

Lemma 1.2. For any diffeomorphism ϕ the prolongation ϕ(1) pre-
serves the contact distribution C (i.e., dqϕ

(1)(Cq) = Cϕ(1)(q) for all

q ∈ J1(R2)).

Proof. The proof is immediate from the definition of the contact
distribution and the fact that ϕ(1)(N (1)) = ϕ(N)(1) for any curve
N ⊂ R2. �

To find the expression for ϕ(1) in local coordinates, we assume that
ϕ(x, y) = (A(x, y), B(x, y)) for some smooth functions A and B in the
plane. Then ϕ(1) has the form

ϕ(1) : (x, y, z) 7→ (A(x, y), B(x, y), C(x, y, z)).

If we explicitly write down the condition that the contact distribution
is invariant under ϕ(1), we get

C(x, y, z) =
Bx +Byz

Ax + Ayz
,

where Ax, Ay, Bx, By denote the partial derivatives of A and B with
respect to x and y.



4 BORIS DOUBROV AND BORIS KOMRAKOV

1.2. Second-order equations in the plane. Let

(3) y′′ = F (x, y, y′)

be an arbitrary second-order differential equation solved for the high-
est derivative. Consider the direction field E in the chart U1 with
coordinates (x, y, z) defined by

E(x,y,z) =

〈
∂

∂x
+ z

∂

∂y
+ F (x, y, z)

∂

∂z

〉
.

Lemma 1.3. If N is the graph of the function y(x), then y(x) is a
solution of equation (3) if and only if N (1) is an integral curve of the
direction field E.

Proof. Suppose y(x) is a solution of equation (3). Then N (1) ={(
x, y(x), y′(x)

)
| x ∈ R

}
, and the tangent space to N (1) is given

by the vector

∂

∂x
+ y′

∂

∂x
+ y′′(x)

∂

∂x
=

∂

∂x
+ y′

∂

∂y
+ F (x, y, y′)

∂

∂z
.

Now since the coordinate z is equal to y′ for all points on N (1), we see
that N (1) is an integral manifold for E.

The converse is proved in a similar manner. �

Note that E is contained in the contact distribution and that the
projection of E onto R2 by means of dπ is always nondegenerate. Any
integral curve of the direction field E is therefore a lift of the graph of
a solution of equation (3).

Thus, there is a one-to-one correspondence between the so-
lutions of equation (3) and the integral curves of the direction
field E: the graphs of the solutions are projections of the in-
tegral curves, while the integral curves are of the graphs of
the solutions.

Let us now consider an arbitrary direction field E in J1(R2) such
that

(i) E is contained in the contact distribution;
(ii) at each point q ∈ J1(R2), Eq does not coincide with the vertical

field Vq = ker dqπ.

Then E may be regarded as a second-order equation whose solutions
are curves in the plane: a curve N ⊂ R2 is by definition a solution of
this equation if N (1) is an integral curve of the field E. Note that now
solutions need no longer be graphs of functions y(x).
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Thus, geometrically, the second-order differential equations (solved
for the highest derivative) may be identified with the direction fields in
J1(R2) satisfying conditions (i) and (ii).

Consider how (local) diffeomorphisms of the plane (i.e., “changes
of variables” x, y) act on these direction fields. Let E be a direction
field contained in the contact distribution and corresponding to some
second-order differential equation in the plane, and let ϕ be a local
diffeomorphism of the plane. Then ϕ extends to some local transfor-
mation ϕ(1) of J1(R2), which acts on the field E in the following way(

ϕ(1).E
)
ϕ(1)(q)

= dqϕ
(1)(Eq)

for all q ∈ J1(R2). It is easy to show that the resulting direction
field still satisfies conditions (i) and (ii) and defines a new second-order
differential equation.

Let E1, E2 be two directions fields contained in the contact distribu-
tion and corresponding to two second-order differential equations. We
shall say that these equations are (locally) equivalent if there exists a
(local) diffeomorphism ϕ of the plane such that its prolongation ϕ(1)

takes E1 into E2.

1.3. Pairs of direction fields in space. Let V be the vertical di-
rection field in J1(R2) defined by Vq = ker dqπ for all q ∈ J1(R2).
As we mentioned before, the direction field V is contained in the tan-
gent distribution C. In accordance with the previous subsection, a
second-order differential equation can be considered as another direc-
tion field E, contained in C, such that

Cq = Vq ⊕ Eq for all q ∈ J1(R2).

Conversely, suppose we are given two arbitrary direction fields E1

and E2 in space that differ at each point of the space. Then E1 and E2

define a two-dimensional distribution, denoted C̃ = E1 ⊕ E2. We say
that a pair of direction fields E1 and E2 is nondegenerate if the corre-

sponding distribution C̃ is not completely integrable.
We shall now show that the problem of local classification of pairs of

direction fields in space is equivalent to local classification of second-
order differential equations up to diffeomorphisms of the plane. We
shall need the following theorem.

Theorem 1. If C̃ is a two-dimensional, not completely integrable dis-

tribution in space and Ṽ is an arbitrary direction field contained in C̃,

then the pair (C̃, Ṽ ) is locally equivalent to the pair (C, V ) in the space
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J1(R2), that is, there exists a local diffeomorphism ϕ : R3 → J1(R2)

such that dϕ(C̃) = C and dϕ(Ṽ ) = V .

Proof. See, for example, [18, Chapter 11], [8]. �

Now let E1, E2 be a nondegenerate pair of direction fields in space

and let C̃ = E1 ⊕ E2. If ϕ : R3 → J1(R2) is a local diffeomorphism

establishing the equivalence of the pairs (C̃, E1) and (C, V ), then the
direction field E = dϕ(E2) determines a second-order equation in the
plane.

Theorem 2. Two nondegenerate pairs of direction fields are locally
equivalent if and only if so are the corresponding second-order differ-
ential equations in the plane.

Before proceeding to the proof of Theorem 2, we establish one aux-
iliary result.

Definition. A transformation of the space J1(R2) is called contact if
it preserves the contact distribution.

For example, the prolongation ϕ(1) of any diffeomorphism ϕ : R2 →
R2 is a contact transformation.

Lemma 1.4. A contact transformation has the form ϕ(1), where ϕ is
a diffeomorphism of the plane, if and only if it preserves the vertical
direction field V .

Proof. The necessity of this condition is obvious. Assume that ψ is a
contact transformation preserving V . Then ψ defines, in the obvious
way, a diffeomorphism ϕ of the plane. Straightforward computation
shows that ψ is uniquely determined by ϕ and hence coincides with ϕ(1).

�

Proof of Theorem 2. Let (E1, E2) and (E ′1, E
′
2) be two nondegenerate

pairs of direction fields in space, and let E and E ′ be the direction
fields, contained in C, that determine the corresponding differential
equations. It is clear that these two pairs of direction fields are locally
equivalent if and only if so are the pairs (V,E) and (V,E ′).

If ψ is a local diffeomorphism of the space J1(R2) carrying the pair
(V,E) into the pair (V,E ′), then ψ preserves the contact distribution
C = V ⊕E = V ⊕E ′ and, at the same time, leaves invariant the direc-
tion field V . Hence there exists a local diffeomorphism ϕ of the plane
such that ψ = ϕ(1). Then, by definition, ϕ establishes the equivalence
of the corresponding second-order differential equations.

The converse is obvious. �
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1.4. Duality. Suppose that a direction field E, contained in the con-
tact distribution of J1(R2), determines a second-order equation in the
plane. Then, by Theorem 1, there exists a local diffeomorphism ϕ of
the space J1(R2) that takes the pair of distributions (C,E) into the pair
(C, V ), so that the direction field E becomes vertical, while the vertical
direction field V is transformed in some direction field E ′ lying in the
contact distribution and satisfying conditions (i), (ii) of subsection 1.2.

Definition. The second-order differential equation defined by the
field E ′ is said to be dual to the equation corresponding to E.

Example. Consider the differential equation y′′ = 0. The correspond-
ing direction field is

E =

〈
∂

∂x
+ z

∂

∂y

〉
.

The Legendre transformation

(x, y, z) 7→ (z, y − xz,−x)

is a contact transformation, and it takes the distribution E into the
vertical distribution V , while the latter is transformed into E. Thus
the equation y′′ = 0 coincides with its own dual equation.

Note that in general there exist several contact transformations car-
rying E into V . Moreover, if ψ1 and ψ2 are two such transformations,
then the mapping ψ1 ◦ ψ−1

2 preserves the pair (C, V ) and hence has
the form ϕ(1) for some local diffeomorphism ϕ of the plane. There-
fore the dual equation is well defined only up to equivalence by local
diffeomorphisms of the plane.

In the language of pairs of direction fields, the transition to the dual
equation is equivalent to interchanging the positions of the direction
fields of the pair. A description of the dual equation can also be given in
terms of the solutions of the initial second-order equation when they are
written in the form of a two-parameter family F (x, y, u, v) = 0, where
u, v are parameters (say, u = y(0) and v = y′(0)). If we now consider
x and y as parameters, u as an independent and v as a dependent
variable, we obtain a two-parameter family of curves in the plane, which
coincides with the family of solutions of the dual second-order equation.
(See [1] for details.)

2. Cartan connections

In this section we give only basic definitions and list the results we
shall use later. For more detail see [14].
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2.1. Definitions. Let G be a finite-dimensional Lie group, G a closed
subgroup of G, and M0 = G/G the corresponding homogeneous space
of the Lie group G. Further, let ḡ be the Lie algebra of G, and let g be
the subalgebra of ḡ corresponding to G. We identify ḡ with the tangent
space TeG.

Suppose M is a smooth manifold of dimension dimM0 = codimḡ g,
and π : P → M is a principal fiber bundle with structural group G
over M . For X ∈ g, let X∗ denote the fundamental vector field on P ,
corresponding to X; for g ∈ G let Rg denote the right translation of P
by the element g:

Rg : P → P, p 7→ pg, p ∈ P.

Definition. A Cartan connection in the principal fiber bundle P is a
1-form ω on P with values in ḡ such that

1◦. ω(X∗) = X for all X ∈ g;
2◦. R∗gω = (Ad g−1)ω for all g ∈ G;
3◦. ωp : TpP → ḡ is a vector space isomorphism for all p ∈ P .

Example. Suppose M = M0; then P = G may be considered as a
principal fiber bundle over M with structural group G. We define ω to
be the canonical left-invariant Maurer–Cartan form on G. It is easily
verified that ω satisfies the conditions 1◦–3◦ in the above definition, and
hence ω is a Cartan connection. We shall call it the canonical Cartan
connection of the homogeneous space (G,M0).

2.2. Coordinate notation. If sα is the section of π : P →M defined
on an open subset Uα ⊂ M , we can identify π−1(Uα) with Uα × G as
follows:

φα : Uα ×G→ π−1(Uα), (x, g) 7→ sα(x)g.

Given some other section sβ : Uβ → P such that the intersection
Uα ∩ Uβ is non-empty, we can consider the transition function ψαβ,
which is a function on Uα ∩ Uβ with values in G, uniquely defined by

φβ ◦ φ−1
α :

(
Uα ∩ Uβ

)
×G→

(
Uα ∩ Uβ

)
×G, (x, g) 7→ (x, ψαβg).

Any principal fiber bundle P is uniquely determined by a covering
{Uα}α∈I of the manifold M with given transition functions ψαβ : Uα ∩
Uβ → G satisfying the obvious condition: ψαγ = ψαβψβγ for all α, β, γ ∈
I.

Let ω be a Cartan connection on P . The section sα : Uα → P deter-
mines the 1-form ωα = s∗αω on Uα with values in ḡ. It is easy to verify
that for any other section sβ : Uβ → P and the corresponding form
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ωβ = s∗βω, the following relation holds on the intersection Uα ∩ Uβ:

(4) ωβ = Ad
(
ψ−1
αβ

)
ωα + ψ∗αβθ,

where θ is the canonical left-invariant Maurer–Cartan form on G.

Remark 2.1. Formula (4) is completely identical with the correspond-
ing formula for ordinary connections on principal fiber bundles. The
difference is that in the latter case the forms ωα, ωβ have their values
in g, not in ḡ.

Conversely, suppose that on every submanifold Uα, α ∈ I, there is
given a 1-form ωα with values in ḡ, and

1◦. for any α, β ∈ I, we have (4);
2◦. for any α ∈ I and any point x ∈ Uα, the mapping

TxM → ḡ/g, v 7→ (ωα)x(v) + g

is a vector space isomorphism.

It is not hard to show that there exists a unique Cartan connection ω
on P such that ωα = s∗αω for all α ∈ I.

2.3. Cartan connections and ordinary connections. Let ω be a
Cartan connection on P . Consider the associated fiber bundle P =
P ×GG, where G acts on G by left shifts. Denote by [(p, g)] the image
of the element (p, g) ∈ P ×G under the natural projection P ×G→ P .
The right action

[(p, g1)]g2 = [(p, g1g2)], [(p, g1)] ∈ P , g2 ∈ G,

of G on P provides the fiber bundle P with a natural structure of prin-
cipal fiber bundle over M with structural group G. We shall identify
P with a subbundle in P by means of the embedding

P ↪→ P , p 7→ [(p, e)].

It can be easily shown that there exists a unique connection form ω̄
on P such that ω = ω̄|P . Conversely, if ω̄ is a connection form on P
such that

(5) ker ω̄p ⊕ TpP = TpP for all p ∈ P,

then the 1-form ω = ω̄|P with values in ḡ is a Cartan connection on P .
Thus we obtain the following result:

Lemma 2.1. Cartan connections on P are in one-to-one correspon-
dence with the ordinary connections on P whose connection forms sat-
isfy condition (5).
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Remarks.
1. Condition (5) is equivalent to the condition that the form ω = ω̄|P

defines an absolute parallelism on P .
2. If {Uα}α∈I is a covering of M with given sections sα : Uα → P ,

then these sections may be extended to sections s̄α : Uα → P , x 7→
[sα(x), e], for all α ∈ I, x ∈ Uα, and it is clear that s∗αω = s̄∗αω̄. Thus,
in terms of “coordinates,” the connection form ω̄ is defined by the same
family {ωα}α∈I of forms as the Cartan connections ω.

2.4. Developments. In this subsection, by Lg and Rg we denote the
left and the right shifts of the Lie group G by the element g ∈ G.

Consider the mapping

γ : P → G/G, [p, g] 7→ g−1G.

It is well defined, because for h ∈ G we have

γ([ph−1, hg]) = (hg)−1G = g−1G, [p, g] ∈ P .
It follows immediately from the definition that γ(p̄g) = g−1.γ(p̄) for all
p̄ ∈ P , g ∈ G.

Let x(t) be an arbitrary curve in M , and u(t) its horizontal lift into
the fiber bundle P by means of the connection ω̄ (i.e., π̄(u(t)) = x(t)
and ω̄u(t)(u̇(t)) = 0 for all t). Note that u(t) is unique up to the right

action of G on P .

Definition. A development of the curve x(t) on the manifold M is a
curve of the form x̃(t) = γ(u(t)) in the homogeneous space G/G.

Hence the development of a curve in M is defined uniquely up to the
action of G on G/G.

Example. Suppose (G,G/G) is the projective space. Then a curve
x(t) in M is called a geodesic if its development is a segment of a
straight line. A similar definition is relevant in any homogeneous space
that can be included into the projective space, for example, in affine
and Euclidean spaces.

The above definition of development can be easily formulated for one-
dimensional submanifolds of M diffeomorphic to the line (or, locally,
for any one-dimensional submanifolds). In particular, in the above
example one can speak of one-dimensional geodesic submanifolds.

We shall need the following lemma.

Lemma 2.2. Let sα : Uα → P be a section of the principal fiber bundle
P , and let ωα = s∗ω. Assume that a smooth curve x(t) lies in Uα and
consider the curve X(t) = ωα(ẋ(t)) in the Lie algebra ḡ. Then up to the
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action of G on M0 the development of x(t) has the form x̃(t) = h(t)G,
where h(t) is the curve in G completely determined by the differential
equation

ḣ(t) = deLh(t)(X(t)), h(0) = e.

Proof. Let ω̄ be the connection form on the principal G-bundle P cor-
responding to the Cartan connection ω, and let s̄α : Uα → P be the
section generated by the section sα. Then, as was pointed out before,
ωα = s∗αω = s̄∗αω̄.

Thanks to the section s̄α, we may assume, without loss of generality,
that P = Uα × G is a trivial fiber bundle, and s̄α(x) = (x, e) for all
x ∈ Uα. Then the horizontal lift u(t) of x(t) with initial condition
u(0) = (x(0), e) has the form u(t) = (x(t), g(t)), where g(t) is a curve
in G such that ω̄(u̇(t)) = 0 for all t. But

ω̄u(t)(u̇(t)) = ω̄(x,g)(ẋ(t), ġ(t)) =

= Ad g(t)−1 ◦ ω̄(x,e)

(
ẋ(t), deR

−1
g (ġ(t))

)
=

= Ad g(t)−1
(
ωα(ẋ(t)) + deR

−1
g (ġ(t))

)
= 0.

Therefore, g(t) is uniquely determined by the equation

ġ(t) = −deRg(t)(X(t)), g(0) = e.

The development of the curve x(t) has the form x̃(t) = h(t)G, where
h(t) = g(t)−1. Denote by τ : G→ G the inversion in the Lie group G.
Then

ḣ(t) = dg(t)τ(ġ(t)) = dg(t)τ ◦ deRg(t)(−X(t)) =

= de
(
τ ◦Rg(t)

)
(−X(t)) = de

(
Lg(t)−1 ◦ τ

)
(−X(t)) =

= deLh(t)(X(t)),

as was to be proved. �

2.5. Curvature. By the curvature form of a Cartan connection ω on P
we understand the 2-form

Ω = dω + 1/2[ω, ω]

on P with values in ḡ.
If ω̄ is the curvature form on P corresponding to a Cartan connec-

tion ω and Ω is the curvature of ω̄, then the form Ω is precisely the
restriction of Ω to P .

The definitions of Cartan connection and of the form Ω immediately
imply that

Lemma 2.3. The curvature form Ω satisfies the following conditions:
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1◦. R∗gΩ = (Ad g−1)Ω for all g ∈ G;
2◦. Ω(X, Y ) = 0 if at least one of the tangent vectors X, Y is vertical.
3◦. (structure equation) dΩ = [dω, ω].

Example. It is known that the canonical Maurer–Cartan form θ on a
Lie group satisfies the equation dθ+ 1/2[θ, θ] = 0. Hence the canonical
Cartan connection ω of an arbitrary homogeneous space (G,M0) has
zero curvature. Conversely, if some Cartan connection on the principal
fiber bundle P has zero curvature, using the Frobenius theorem, it
is easy to show that it is locally isomorphic to the canonical Cartan
connection.

We say that a Cartan connection ω is a connection without torsion
(or connections of zero torsion), if Ω(X, Y ) ∈ g for all tangent vectors
X, Y .

Remark 2.2. The torsion of a Cartan connection ω may be defined
as the 2-form T on P with values in ḡ/g resulting from the curva-
ture form Ω on passing to the quotient by g. In this case expression
“connection of zero curvature” has the literal meaning.

2.6. Structure function. Given an element X ∈ ḡ, let X∗ be the
vector field on P defined by

(X∗)p = (ωp)
−1(X).

This definition is in agreement with the definition of the fundamental
field X∗ for X ∈ g. Moreover, the field X∗ is vertical if and only if
X∗ ∈ g. Consider how X∗ changes along the fibers of the fiber bundle
π : P → G. From the definition of Cartan connection it follows that

ωpg ◦ dpRg = Ad g−1 ◦ ωp ∀p ∈ P, g ∈ G.
Applying both sides of this equality to the tangent vector X∗p for some
X ∈ ḡ, we get

ωpg
(
dpRg(X

∗
p )
)

= Ad g−1(X).

Hence (
Ad g−1(X)

)∗
pg

= dpRg(X
∗
p ) ∀p ∈ P, g ∈ G

or, briefly, dRg(X
∗) = (Ad g−1(X))∗ ∀g ∈ G. Thus the right shift

Rg transforms the fundamental vector field X∗ into the fundamental
vector field corresponding to the vector (Ad g−1)X.

Definition. The structure function of a Cartan connection ω is defined
as a function c : P → L(ḡ/g ∧ ḡ/g, ḡ) such that

c(p) : (X + g, Y + g) 7→ Ωp(X
∗, Y ∗).
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From Lemma 2.3, 2◦, we see immediately that c(p) is well defined
for all p ∈ P .

Recall that the group G acts on the space L(ḡ/g ∧ ḡ/g, ḡ) in the
following natural way:

(g.ϕ)(X + g, Y + g) = (Ad g)ϕ
(

Ad g−1(X) + g,Ad g−1(Y ) + g
)

for all X, Y ∈ ḡ.

Lemma 2.4. c(pg) = (g−1).c(p) for all p ∈ P , g ∈ G.

Proof. For X, Y ∈ ḡ, we have

c(pg)(X + g, Y + g) = Ωpg(X
∗
pg, Y

∗
pg) =

= Ωpg

(
dpRg(Ad g(X)∗p), dpRg(Ad g(Y )∗p)

)
=

= (R∗gΩ)p
(

Ad g(X)∗p,Ad g(Y )∗p
)

=

= Ad g−1
(
Ωp(Ad g(X)∗p,Ad g(Y )∗p)

)
=
(
(g−1).c(p)

)
(X + g, Y + g),

as was to be proved. �

We fix a basis {e1, . . . , en+m} of the Lie algebra ḡ such that
{en+1, . . . , en+m} form a basis of the subalgebra g. Then every ele-
ment ϕ ∈ L(ḡ/g ∧ ḡ/g, ḡ) is defined by a set of structure constants ckij
(1 6 i, j 6 n, 1 6 k 6 n+m), ckij = −ckji, where

ϕ(ei + g, ej + g) =
n+m∑
k=1

ckijek.

The structure function c : P → L(ḡ/g∧ḡ/g, ḡ) defines a set of functions
ckij(p). These functions may be found from the decomposition of the
curvature tensor Ω in terms of the components of the form ω. Indeed,
if we write the forms Ω and ω in the form

Ω =
n+m∑
k=1

Ωkek, ω =
n+m∑
i=1

ωiei,

then the forms ω1, . . . , ωn+m constitute a basis for the module of dif-
ferential forms on P , and hence the forms Ωk, (k = 1, . . . , n + m) can
be uniquely expressed in the form

(6) Ωk =
∑

16i<j6n+m

ckijω
i ∧ ωj

for some smooth functions ckij on P . By Lemma 2.3, 2◦, we have ckij = 0
whenever i > n or j < n. Applying both sides of (6) to the pairs of
the form (e∗i , e

∗
j), i, j = 1, . . . , n, we get at once that ckij = ckij(p) are

precisely the coordinates of the structure function c.
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3. Cartan connections and pairs of direction fields

Suppose G = SL(3,R) , G is the group of all upper-triangular ma-
trices in G, and M0 = G/G. Then the homogeneous space (G,M0)
admits the following two interpretations:

1) M0 = J1(RP 2), the action of G is the natural lifting of the
standard action of SL(3,R) on RP 2;

2) M0 is the set of all flags

V1 ⊂ V2 ⊂ R3 (dimVi = i, i = 1, 2),

the action of G is generated by the natural action of SL(3,R)
on R3.

The corresponding pair (ḡ, g) of Lie algebras has the form

ḡ = sl(3,R), g =


x11 x12 x13

0 x22 x23

0 0 x33

∣∣∣∣∣∣ x11 + x22 + x33 = 0

 .

Any differential form ω with values in ḡ can be uniquely written in the
form

ω =

ω11 ω12 ω13

ω21 ω22 ω23

ω31 ω32 ω33

 , ω11 + ω22 + ω33 = 0,

where ωij are usual differential forms.
Let π : P → R3 be an arbitrary principal fiber bundle with structural

group G, and let ω be a Cartan connection on P . We shall now show
that ω determines a pair of direction fields in R3. Consider an arbitrary
(local) section s : R3 → P and let

E1 = 〈s∗ω21, s
∗ω31〉⊥,

E2 = 〈s∗ω31, s
∗ω32〉⊥.

Any other section s̃ has the form s̃ = sϕ, where ϕ is a smooth function
from the common domain of s and s̃ to G. Then

(7) s̃∗ω = (Adϕ−1)(s∗ω) + ϕ∗θ,

where θ is the Maurer–Cartan form on G. Simple calculation shows
that the forms s̃∗ω21 and s̃∗ω31 are linear combinations of the forms
s∗ω21 and s∗ω31. Hence the direction field E1 is independent of the
choice of the section s. The proof that E2 is also well defined is carried
out in a similar manner.

Definition. Let (E1, E2) be a pair of direction fields in space. We
say that a Cartan connection ω is associated with the pair (E1, E2) if
(E1, E2) coincides with the pair of direction fields corresponding to ω.
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The next theorem is the central result of the present section.

Theorem 3. If (E1, E2) is an arbitrary nondegenerate pair of direction
fields in R3, then up to isomorphism there exist a unique principal fiber
bundle π : P → R3 and a unique Cartan connection ω on P satisfying
the following conditions:

(i) ω is associated with the pair (E1, E2);
(ii) for all p ∈ P , the structure function c of ω lies in a subspace

W ⊂ L(ḡ/g ∧ ḡ/g, ḡ) of the form

W =
{
e21 ∧ e31 7→

(
0 a b
0 0 0
0 0 0

)
, e31 ∧ e32 7→

(
0 0 c
0 0 d
0 0 0

)
, e21 ∧ e32 7→ 0 | a, b, c, d ∈ R

}
.

(Here

e21 =
(

0 0 0
1 0 0
0 0 0

)
+ g, e31 =

(
0 0 0
0 0 0
1 0 0

)
+ g, e32 =

(
0 0 0
0 0 0
0 1 0

)
+ g

is a basis of the space ḡ/g).

Remark 3.1. Condition (ii) is equivalent to the requirement that the
curvature form of ω have the form

Ω =

0 aω21 ∧ ω31 bω21 ∧ ω31 + cω31 ∧ ω32

0 0 dω31 ∧ ω32

0 0 0

 .

Remark 3.2. The space W is invariant under the action of the Lie
group G on L(ḡ/g ∧ ḡ/g, ḡ). Indeed, if

g =

x t v
0 y u
0 0 z

 ∈ G, xyz = 1,

and ϕ ∈ W has the form

ϕ : e21 ∧ e31 7→
(

0 a b
0 0 0
0 0 0

)
, e31 ∧ e32 7→

(
0 0 c
0 0 d
0 0 0

)
, e21 ∧ e32 7→ 0,

then, by straightforward computation,

(8)

g.ϕ : e21 ∧ e31 7→
x3

y2z2

(
0 az −au+by
0 0 0
0 0 0

)
,

e31 ∧ e32 7→
xy

z3

(
0 0 cx+dt
0 0 dy
0 0 0

)
,

e21 ∧ e32 7→ 0.

In particular, g.ϕ ∈ W .

Proof. We shall first consider the local case and then the global one.
According to Theorem 1, we can always assume that locally P = R3×G
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is a trivial principal fiber bundle and that the direction fields E1 and E2

have the form

E1 =

〈
∂

∂z

〉
, E2 =

〈
∂

∂x
+ z

∂

∂y
+ f(x, y, z)

∂

∂z

〉
,

where f is a smooth function on R3.
Let s : R3 → P , a 7→ (a, e) be the trivial section of the fiber bundle π,

and ω̃ = s∗ω a form on R3 with values in ḡ. Note that the form ω̃
uniquely determines the form ω. Indeed, for points of the form p =
(a, e) ∈ P (a ∈ R), we have

(ωp)|TaR3 = ω̃a, (ωp)|TeG = idg,

and from the definition of Cartan connection it follows that for any
point p = (a, g),

ωp = (Ad g) ◦ ω(a,e) ◦ d(a,g)Rg−1 .

Let Ω̃ = s∗Ω. Then, in just the same way, the form Ω̃ uniquely
determines the curvature form Ω.

Condition (i) on the Cartan connection ω is equivalent to the follow-
ing conditions:

(̃i) ω̃21 = αdx+ δ(dy − z dx);

ω̃31 = γ(dy − z dx);

ω̃32 = λ(dy − z dx) + µ(dz − f dx).

Since the subspace W ⊂ L(ḡ/g ∧ ḡ/g, ḡ) is G-invariant, condition (2)
needs to be verified only for the points p = s(a) for all a ∈ R3. Thus
condition (ii) is equivalent to the condition

(ĩi) Ω̃ =

0 ãω21 ∧ ω31 b̃ω21 ∧ ω31 + c̃ω31 ∧ ω32

0 0 d̃ω31 ∧ ω32

0 0 0

 .

Show that there is a unique connection ω on P satisfying these condi-
tions.

Note that the identification P ≡ R3×G is not canonical and that all
such identification are in one-to-one correspondence with the sections
s̃ : R3 → P of the form s′ = sϕ, where ϕ : R3 → G is an arbitrary
smooth function. Under an identification like this, the form ω̃ becomes

ω̃′ = (s′)∗ω = (Adϕ−1)ω̃ + ϕ∗θ,

where θ is the canonical Maurer–Cartan form on G.
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With a suitable choice of s, we can always ensure that

ω̃21 = dx,

ω̃31 = dy − z dx,
ω̃32 = k(dz − f dx).

This determines s uniquely up to a transformation of the form s 7→ sϕ,
where ϕ : R3 → G1 is a transition function with values in the subgroup

G ⊃ G1 =


1 0 x

0 1 0
0 0 1

∣∣∣∣∣∣ x ∈ R

 .

Using the condition Ω̃31 = 0, we find that k = 1 and ω̃33 − ω̃11 =
u(dy − z dx) for some smooth function u on R3.

The condition Ω̃21 = 0 implies that

ω̃22 − ω̃11 =v dx+ t(dy − z dx),

ω̃23 =t dx+ w(dy − z dx),

where v, w, t ∈ C∞(R3). By a suitable choice of the section s, the
number t can always be made equal to zero, and thus s is uniquely
defined.

Now from the condition Ω̃32 = 0 we obtain that v = ∂f
∂z

and

ω̃12 =
∂f

∂y
dx− u(dz − f dx) + λ(dy − z dx), λ ∈ C∞(R3).

Furthermore, the equality Ω̃22 + Ω̃33 − 2Ω̃11 = 0 implies that u =

−1
2
∂2f
∂z2

and that

ω̃13 = λdx− 1

3

∂2f

∂y∂z
dx− 1

6
d

(
∂2f

∂z2

)
+ µ(dy − z dx), µ ∈ C∞(R3).

Similarly, from Ω̃22 − Ω̃11 = 0 it follows that

w =
1

6

∂3f

∂z3
,

λ =
2

3

∂2f

∂y∂z
− 1

6

d

dx

(
∂2f

∂z2

)
,

where d
dx

denotes the vector field ∂
∂x

+ z ∂
∂y

+ f ∂
∂z

.

Thus, if

(9) Ω̃ =

0 ∗ ∗
0 0 ∗
0 0 0

 ,
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then

ω̃21 = dx, ω̃31 = dy − z dx, ω̃32 = dz − f dx,

ω̃22 − ω̃11 =
∂f

∂z
dx, ω̃33 − ω̃11 = −1

2

∂2f

∂z2
(dy − z dx),

ω̃12 =
∂f

∂y
dx+

1

2

∂2f

∂z2
(dz − f dx) +

(
2

3

∂2f

∂y∂z
− 1

6

d

dx

∂2f

∂z2

)
(dy − z dx),

ω̃13 =

(
1

3

∂2f

∂y∂z
− 1

6

d

dx

∂2f

∂z2

)
dx− 1

6
d

(
∂2f

∂z2

)
+ µ(dy − z dx),

ω̃23 =
1

6

∂3f

∂z3
(dy − z dx).

The only arbitrary coefficient here is µ.
From (9), taking into account the structure equation of curvature

from Lemma 2.3, we can obtain the following conditions:

ω̃31 ∧ Ω̃23 = 0, ω̃31 ∧ Ω̃12 = 0,

ω̃21 ∧ Ω̃12 + ω̃31 ∧ Ω̃13 = 0, ω̃32 ∧ Ω̃23 − ω̃21 ∧ Ω̃12 = 0,

whence

Ω̃23 = d̃ω̃31 ∧ ω̃32 + ẽω̃21 ∧ ω̃31,

Ω̃12 = ãω̃21 ∧ ω̃31 + ẽω̃31 ∧ ω̃32,

Ω̃13 = b̃ω̃21 ∧ ω̃31 + c̃ω̃31 ∧ ω̃32 + ẽω̃21 ∧ ω̃32

for some ã, b̃, c̃, d̃, ẽ ∈ C∞(R3).
Finally, letting

µ =
1

6

∂3

∂y∂z2
− 1

6

∂f

∂z
· ∂

3f

∂z3
− 1

6

d

dx

∂3f

∂z3
,

we can ensure that e = 0.

We now show that in the global case the fiber bundle π : P → R3

and the Cartan connection ω are, too, unique up to isomorphism. For
this purpose we take a covering {Uα}α∈I of the three-dimensional space
and, using local consideration from the first part of the proof, construct
a Cartan connection ωα on each trivial fiber bundle πα : Uα×G→ Uα.

Let sα, sβ be the trivial sections of the fiber bundles πα and πβ,
respectively, and let ω̃α = s∗αωα, ω̃β = s∗βωβ. Show that for any two
disjoint domains Uα, Uβ there exists a unique function

ϕαβ : Uα ∩ Uβ → G

such that

(10) ω̃β = (Adϕ−1
αβ)ω̃α + ϕ∗αβθ.
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Without loss of generality we can assume that the form ω̃α has the
form stated above. The form ω̃β on Uα ∩ Uβ also satisfies conditions
(1), (2) and, therefore, can be made ω̃α by a suitable choice of section.
But, by the above, this section is uniquely defined. Thus there exists
a unique function ϕαβ : Uα ∩ Uβ → G satisfying (10).

In its turn, the family of functions {ϕαβ}α,β∈I uniquely (up to isomor-
phism) determines a principal fiber bundle π : P → R3 with structural
group G and a Cartan connection ω on P . �

Theorem 3 implies that there is a one-to-one correspondence between
second-order differential equations and the Cartan connections ω on
principal fiber bundles π : P → J1(R2) with structural group G sat-
isfying condition (ii). In particular, two second-order equations are
(locally) equivalent if and only if so are the corresponding Cartan con-
nections.

Explicit calculations show that the functions ã and d̃ for the con-
structed form ω̃ on R3 have the form

ã = −fyy +
1

2
ffyzz +

1

2
fyfzz +

2

3
fxyz −

1

6
fxxzz−

− 1

3
zfxyzz −

1

6
fxfzzz −

1

3
ffxzzz +

2

3
zfyyz−

− 1

6
z2fyyzz −

1

6
zfyfzzz −

1

3
zffyzzz −

2

3
fzfyz+

+
1

6
fzfxzz +

1

6
zfzfyzz −

1

6
f 2fzzzz;

d̃ = −1

6
fzzzz.

Further, from the structure equation dΩ = [Ω, ω] it follows that

b̃ =
∂ã

∂z
, c̃ = − d

dx
(d̃)− 2fzd̃.

In particular, the conditions ã = 0 and d̃ = 0 imply that b̃ = 0 and
c̃ = 0, respectively.

From formulas (8) of the action of the Lie group G on the space W ,
in which the structure function takes its values, it follows that the
equalities ã = 0 and d̃ = 0 have invariant nature. To be precise, the
subspaces W1 and W2 in W defined by the equalities a = b = 0 and
c = d = 0, respectively, are also G-invariant. In particular, the classes
of second-order equations described by these equalities are stable under
the diffeomorphism group of the plane.
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The condition c̃ = d̃ = 0 is equivalent to the condition that the
corresponding differential equation has the form

(11) y′′ = A(y′)3 +B(y′)2 + Cy′ +D,

where A,B,C,D are functions of x, y.
The condition ã = b̃ = 0 implies that the dual differential equation

has the form (11). Later on we shall show that the whole structure
function is zero if and only if that the corresponding differential equa-
tion is locally equivalent to the equation y′′ = 0. Thus,

Theorem 4. A second-order differential equation is equivalent to the
equation y′′ = 0 if and only if both the equation itself and its dual have
the form (11).

The main results of this section are due to È. Cartan [4]. Modern
versions of these results from slightly different points of view can be
found in [7, 9, 10, 11, 18, 19].

4. Projective connections in the plane and equations of
degree 3 with respect to y′

As shown in the previous section, the class of second-order equations
of the form

(12) y′′ = A(y′)3 +B(y′)2 + Cy′ +D

is stable under the diffeomorphism group of the plane. In this section
we show that every equation of this form may be naturally associated
with some projective Cartan connection on the plane.

Let M0 = RP 3, and let G = SL(3,R) be the group of projective
transformations of M0. Fix the point o = [1 : 0 : 0] in M0. The
stationary subgroup G = Go has the form

G =

{(
(detA)−1 B

0 A

)∣∣∣∣ A ∈ GL(2,R), B ∈ Mat1×2(R)

}
,

and the corresponding pair (ḡ, g) of Lie algebras has the form

ḡ = sl(3,R), g =

{(
− trA B

0 A

)∣∣∣∣ A ∈ gl(2,R), B ∈ Mat1×2(R)

}
.

Definition. A projective connection in the plane is a Cartan connec-
tion with the model (G,M0).
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Any differential form ω with values in the Lie algebra ḡ may be
expressed uniquely in the form

ω =

−ω1
1 − ω2

2 ω1 ω2

ω1 ω1
1 ω1

2

ω2 ω2
1 ω2

2

 .

Suppose π : P → R2 is a principal fiber bundle with structural group G,
and ω is a Cartan connections on P , and let (x, y) be a coordinate
system in the plane.

Lemma 4.1. Locally, in the neighborhood of any point (x, y) ∈ R2

there exists a unique section s : R2 → P such that

s∗ω =

 0 ∗ ∗
dx ∗ ∗
dy ∗ ∗

 .

Proof. Let s be an arbitrary local section. Then s is defined up to
a transformation s → sϕ, where ϕ : R2 → G is a smooth transition
function. If

(s∗ω1) = α dx+ β dy,

(s∗ω2) = γ dx+ δ dy,

then, choosing ϕ to have the form

ϕ : (x, y) 7→
(
λ−2(detA)−1 0

0 λA

)
,

where

A =

(
α β
γ δ

)
, λ = (detA)−1/3,

we get

s∗ω =

 ∗ ∗ ∗
dx ∗ ∗
dy ∗ ∗

 .

Then the section s is defined uniquely up to transformations of the
form s 7→ sϕ, where ϕ : R2 → G1 takes values in the subgroup

G ⊃ G1 =

{(
1 B
0 E2

)∣∣∣∣ B ∈ Mat1×2(R)

}
.

Similarly, it is easy to show that there is a unique function ϕ such that
the section sϕ has the desired form. �
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Recall that a geodesic of a projective connection ω is a curve in the
plane whose development is a segment of a straight line in RP 2. Sim-
ilarly, a geodesic submanifold is a one-dimensional submanifold in the
plane whose development is a segment of a straight line in RP 2 irre-
spective of the parametrization. Suppose that a submanifold L in the
plane is the graph of some function y(x). Then L may be parametrized
like this:

t 7→ x(t) = (t, y(t)), t ∈ R.
We shall now determine when L is a geodesic submanifold.

Consider the section s : R2 → P satisfying the conditions of the
above lemma, and let ω̃ = s∗ω. Define a curve X(t) in the Lie algebra
ḡ as

X(t) = ω̃(ẋ(t)) =

0 ω̃1(ẋ) ω̃2(ẋ)
1 ω̃1

1(ẋ) ω̃1
2(ẋ)

y′ ω̃2
1(ẋ) ω̃2

2(ẋ)

 .

Then the development of the curve x(t) has the form x̃(t) = h(t).o,
where h(t) is the curve in SL(3,R) such that

ḣ(t) = h(t)X(t), h(0) = E3.

Passing to the section s′ = sϕ, where

ϕ : (x, y) 7→

1 0 0
0 1 0
0 y′(x) 1

 ,

we get
ω̃′ = (s′)∗ω = (Adϕ−1)ω̃ + ϕ−1 dϕ.

Straightforward computation shows that

X ′(t) = ω̃′(ẋ(t)) =

0 ∗ ∗
1 ∗ ∗
0 y′′ + (ω̃2

1 + y′(ω̃2
2 − ω̃1

1)− (y′)2ω̃1
2) ∗

 .

It follows that the tangent vector to the development x̃(t) at the point o
in non-homogeneous coordinates is equal to (1, 0). But in RP 2 there
exists a unique straight line l through o with tangent vector (1, 0),
namely l = {[x : y : 0]}. Hence a necessary and sufficient condition
for L to be a geodesic submanifold is that x̃(t) ∈ l for all t ∈ R. This
condition is equivalent to the requirement that h(t) lie in the subgroup
H ⊂ G preserving the straight line l:

H =


a b c
d e f
0 0 g

∣∣∣∣∣∣ g(ae− bd) = 1

 .
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But this is possible if and only if the curve X ′(t) lies in the Lie algebra
of H, which has the form

h =


a b c
d e f
0 0 g

∣∣∣∣∣∣ a+ e+ g = 0

 .

Thus every geodesic submanifold satisfies the equation

(13) y′′ = −(ω̃2
1 + y′(ω̃2

2 − ω̃1
1)− (y′)2ω̃1

2)(ẋ).

Assume that

ω̃1
1 = −ω̃2

2 = α1
1 dx+ β1

1 dy,

ω̃1
2 = α1

2 dx+ β1
2 dy,

ω̃2
1 = α2

1 dx+ β2
1 dy.

Then equation (13) can be written explicitly as

y′′ = β1
2(y′)3 + (2β1

1 + α1
2)(y′)2 + (2α1

1 − β2
1)y′ − α2

1.

Any second-order equation of the form (12) can therefore be inter-
preted as an equation for geodesic submanifolds of some projective
connection in the plane.

We now formulate the main result of this section.

Theorem 5. Given a second-order differential equation of the form (12),
there exists a unique (up to isomorphism) principal fiber bundle π : P →
R2 with structural group G and a unique Cartan connection ω on P
satisfying the following conditions:

(i) the geodesics of ω satisfy the equation (12);
(ii) the structure function c : P → L(ḡ/g ∧ ḡ/g, ḡ) takes values in the

subspace

W =
{
e1 ∧ e2 7→

(
0 a b
0 0 0
0 0 0

)
a, b ∈ R

}
.

(Here e1 =
(

0 0 0
1 0 0
0 0 0

)
+g, e2 =

(
0 0 0
0 0 0
1 0 0

)
+g is a basis of the quotient space

ḡ/g).

Remark 4.1. It is easy to show that the subspace W is invariant under
the action of G on L(ḡ/g ∧ ḡ/g, ḡ).

Proof. The proof of this theorem is very similar to that of Theorem 3,
Section 3. We shall only construct the ḡ-valued form ω̃ = s∗ω on R2.
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We can assume, without loss of generality, that

ω̃1 = dx,

ω̃2 = dy,

ω̃1
1 + ω̃2

2 = 0.

Suppose

ω̃1
1 = −ω̃2

2 = α1
1 dx+ β1

1 dy,

ω̃1
2 = α1

2 dx+ β1
2 dy,

ω̃2
1 = α2

1 dx+ β2
1 dy.

Then condition (i) together with the equations Ω̃1 = Ω̃2 = 0 gives the
following system of equations for the coefficients αij, β

i
j (i, j = 1, 2):

β1
2 = A,

2β1
1 + α1

2 = B,

2α1
1 − β2

1 = C,

−α2
1 = D;

{
β1

1 = α1
2,

β2
1 = −α1

1.

It immediately follows that

ω̃1
1 = −ω̃2

2 =
1

3
(C dx+B dy),

ω̃1
2 =

1

3
B dx+ Ady,

ω̃2
1 = −Ddx− 1

3
C dy.

The conditions Ω̃i
j = 0 (i, j = 1, 2) uniquely determine the forms

ω̃1 =

(
∂D

∂y
− 1

3

∂C

∂x
− 2

3
BD +

2

9
C2

)
dx+

(
1

3

∂C

∂y
− 1

3

∂B

∂x
+

1

9
B2 − AD

)
dy,

ω̃2 =

(
1

3

∂C

∂y
− 1

3

∂B

∂x
+

1

9
BC − AD

)
dx+

(
1

3

∂B

∂y
− ∂A

∂x
+

2

9
B2 − 2

3
AC

)
dy.

�
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[22] M.A. Tresse, Détermination des invariants ponctuels de l’équation différentielle
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