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Summary
A relatively large number of calcite-cemented fractures are present in gas-bearing shale formations. During hydraulic fracturing, some of these fractures will be reactivated and may become important flow paths in the resulting stimulated fracture network. On the other hand, the presence of carbonate lamina on fracture surfaces will have a hindering effect on the transport of shale gas from the matrix toward the wellbore. We investigate numerically the effect of low-pH reactive fluids on such fractures, and show that dissolution of the cement proceeds in a highly nonuniform manner. The morphology of the emerging flow paths (“wormholes”) strongly depends on the thickness of the calcite layer. For thick carbonate layers, a hierarchical, fractal pattern appears, with highly branched wormhole-like channels competing for an available flow. For thin layers, the pattern is much more diffuse, with less-pronounced wormholes that merge easily with each other. Finally, for intermediate thicknesses, we observe a strong attraction between shorter and longer wormholes, which leads to the formation of islands of carbonate lamina surrounded by the dissolved regions. We argue that the wormhole-formation processes are not only important for the increase of shale-gas recovery, but also can be used for retaining the fracture permeability, even in the absence of proppant.

Introduction
The occurrence of natural fractures in shale rocks has been reported across a number of different formations in the United States (Curtis 2002; Gale et al. 2007; Gale et al. 2014; Gasparrini et al. 2014) and worldwide (Imber et al. 2014). Depending on the geological characteristics of the formations and their burial histories, natural fractures can be either open or be cemented with a different degree of sealing, from thin calcite lamina covering fracture surfaces to the fully, or almost fully, sealed veins (Curtis 2002; Asef and Farrokhouz 2013; Gale et al. 2014). The presence of natural fractures and their impact on hydraulic fracturing and on gas production have been the subject of numerous studies (Gale et al. 2007, 2014; Walton and McLennan 2013; Li 2014). On one hand, it has been argued that natural fractures are preferentially reactivated during hydraulic fracturing, and thus might significantly contribute to the flow paths emerging in the resulting fracture system (Zhang et al. 2009). However, this does not necessarily mean that the gas production itself is enhanced. This is because of the presence of carbonate lamina at fracture surfaces, which impedes the gas exchange between shale matrix and the fracture.

A possible solution for this issue is to treat the formation with low-pH fluids, thus triggering the dissolution of the calcite layer. Matrix acidizing and acid fracturing are among the most widely used stimulation techniques of wells in conventional reservoirs (Economides and Nolte 2000; Kalfayan 2008; Frenier and Ziauddin 2008). In shale formations, acid preflush commonly is used at a spearhead stage to clear debris that may be present in the wellbore and provide a clear pathway for fracture fluids to access the formation (Grieser et al. 2007; Morsy et al. 2013a, b). As to the impact of the acid on the shale matrix itself, the opinions differ. On one hand, it is argued that such impact is expected to be minor because calcite contained in the shale matrix is not in a continuous phase and, thus, large-scale wormhole-like structures cannot be etched (Gandossi 2013). However, the results of laboratory experiments on acidization of shale fractures (Morsy et al. 2015) show a marked increase of porosity of the shale matrix as well as the development of cracks and microfractures. In a particularly relevant study, Grieser et al. (2007) observed a significant improvement in pore connectivity after the exposure of shale cores to the 3% HCl solution. The authors have concluded that acidization has a beneficial impact on the gas extraction by means of enhancing gas diffusion through narrow-aperture fractures and the associated increase of the effective surface area for flow of gas from the shale matrix. This has led to the suggestion that acidizing also can be used at a later stage, when fractures are propped, as an enhanced gas-recovery technique.

The above-mentioned studies have concentrated on the effect of acidization on the shale matrix and the induced fractures. Here, we argue that this effect is even more dramatic in the case of natural, calcite-cemented fractures. In particular, if the fraction of such fractures in the formation is high and the probability of their opening in the course of stimulation is also high, then acidization seems to be necessary for the production to be effective.

In our studies, we concentrate on the dissolution dynamics of the carbonate cement in reactivated fractures. It is known that dissolution in fractures may lead to wormhole formation, analogously to what happens during the dissolution of a porous matrix (Hanna and Rajaram 1998; Dong et al. 1999; Cheung and Rajaram 2002; Detwiler et al. 2003; Szymczak and Ladd 2009; Garcia-Rios et al. 2015). There is a large body of literature on the dissolution of porous media, mainly in the context of acidization (Hoefner and Fogler 1988; Hung et al. 1989; Fredl and Fogler 1998a; Panga et al. 2005; Kalia and Balakotaiah 2007; McDuff et al. 2010; Liu et al. 2012, 2013; Hao et al. 2013; Maheshwari et al. 2013; Maheshwari and Balakotaiah 2013; Ghommem et al. 2015; Ott and Oedai 2015; Menke et al. 2015), but the dissolution in fractures is relatively less studied, even though it is relevant not only to reservoir stimulation (Dijk and Berkowitz 1998; Durham et al. 2001; Dijk et al. 2002; Detwiler et al. 2003; Szymczak and Ladd 2009; Detwiler 2010; Ellis et al. 2011; Deng et al. 2013; Noiriel et al. 2013; Ishibashi et al. 2013; Zhang et al. 2014) but also in the context of an assessment of the long-term leakage risk in the CO2-sequestration protocols (Smith et al. 2013; Elkhoury et al. 2013, 2015). Last, but not least, fracture dissolution
is the main driving process behind the cave formation in karst systems (Dreybrodt 1990; Hanna and Rajaram 1998; Cheung and Rajaram 2002; Szymczak and Ladd 2011). All these studies show that the dissolution of rock fractures is a strongly unstable process, with spontaneous focusing of the flow in high-porosity channels (wormholes). The instability here is, in fact, stronger than the corresponding instability in the dissolving porous media (Szymczak and Ladd 2011), with much weaker stabilization caused by diffusion.

It needs to be stressed that both experimental and numerical studies of fracture dissolution have considered homogeneous soluble samples, in which aperture growth is potentially unlimited. In shales, the situation is fundamentally different, because the amount of soluble cement at a given place is finite and, thus, after a certain time, the cement fully dissolves, and the dissolution front moves farther downstream. As it turns out, a limited amount of soluble material significantly influences the dissolution patterns in fractures. Nevertheless, as we show in the present study, the dissolution front is still unstable, with an intense wormhole formation in the system. Besides serving as a means to increase the fracture-matrix transport, such a nonuniform dissolution is potentially important for retaining the fracture permeability even in the absence of prop (Gale et al. 2014; Wu and Sharma 2015). Whereas a uniformly etched fracture may close tightly under the load of overburden once the fluid pressure is removed, the nonuniform etching will tend to maintain the permeability. The less-dissolved regions will then act as supports to keep more-dissolved regions open, especially when patterns contain looped structures with islands of undissolved lamina surrounded by the dissolved regions.

The present study is inspired by the analysis of shale cores from the Pomeranian gas-shale basin in Poland. The survey of 165 m of core extracted from the formation has revealed numerous natural fractures, almost all of them cemented by a carbonate cement. The analysis of the present-day stress in the formation indicates that these fractures will become reactivated, and will constitute an important part of the resulting fracture network, alongside hydraulic fractures. As we show next, in such a case, the acidization of shale fractures is an absolute necessity, serving two purposes at once: removing the lamina and creating the carbonate islands capable of supporting the overburden stress. Even though the study is centered on the Pomeranian shales, the conclusions are more general and should be applicable to any formation in which the natural fractures are carbonate-cemented.

The present study is inspired by the analysis of shale cores from the Pomeranian gas-shale basin in Poland. The total length of 165 m of a continuous core from this borehole has been analyzed (87 mm in diameter). We have found 124 fractures crossing the core, some examples of which are shown in Fig. 1. Almost all the analyzed fractures are calcite-cemented, except of individual quartz veins, not considered in this study. The aperture of the cemented fractures is in a range between 0.05 and 1 mm, and their vertical extent is up to 1 m, with the average of approximately 25 cm. On the basis of the core data, it is not possible to measure directly the horizontal extension of the fractures. However, taking into account the anisotropy of the elastic properties of the shale strata and the presence of barriers to fracture propagation caused by the shale bedding, one expects the lateral extent of the fractures to exceed several times their vertical sizes. The mean fracture surface area per unit volume varies in a range from 2.4 to 3.8 m<sup>2</sup>/m<sup>3</sup> in more prospective formations. This is a relatively large fracture density from the point of view of the drainage of a shale reservoir. Natural fractures of this size and density should play an important role in shale-reservoir stimulation (Daneshy 2016). The volume of mineralization in veins takes only from 2×10<sup>−6</sup> to 4×10<sup>−6</sup> m<sup>3</sup>/m<sup>3</sup> of the entire rock volume. A relatively small amount of calcite precipitated in veins results from a small mean vein aperture that is of the order of 0.1 mm for all the formations.

We have observed two different types of textures of calcite crystals filling the veins. In the first type, the crystals are blocky, and no well-defined median line can be discerned. In the second type, the crystals are fibrous along the sides of the fracture and blocky in the median zone at the center of the fracture space (Fig. 2). Both of these morphologies are consistent with the evolution of antitaxial veins, as described by Bons et al. (2012)—the median zone corresponds to the seed vein, initially filled with blocky crystals. Subsequent antitaxial growth occurs on the outer surface of this seed, with fibers epitaxially overgrowing crystals in the central median zone.

The analysis of the core reveals that approximately 80% of the cemented cracks have been reopened as a result of pressure relaxation during the core excavation. This process has much in common with the effective stress release caused by rapid pore overpressure during hydraulic fracturing. Consequently, the reopened fractures observed in the core should have characteristics similar to those of the fractures reopened during hydraulic fracturing, although they lack the influence of anisotropic stress control on the failure development.

When the veins open, they crack along the weakest line, which is usually either the contact area between the shale matrix and the carbonate cement or the boundary between the fibrous zone and the median zone. The exact position of cracking depends on strength ratio between host rock and vein material as well as the angle between the vein and the bulk extension direction (Virgo et al. 2013). In the analyzed core, we have observed both kinds of splitting: approximately 70% of the fractures split in the middle, leaving the carbonate cement on both walls, whereas in 30% of the cases, the splitting leaves the lamina on one of the surfaces only. With the assumption that hydraulic fracturing induces vein splitting in a manner similar to that in core excavation, one is led to the conclusion that carbonate lamina will significantly impede the gas drainage from the tight shale matrix toward the fracture.

Importantly, the analysis of the fracture orientations with respect to the principal stresses in the formation leads to the conclusion that the natural fractures will be preferentially reopened during hydraulic fracturing. The reopening will proceed in Mode II, associated with the shear displacement along the cracks. As a result, the reactivated natural fractures are expected to constitute a large portion of the total fracture network generated as a result of hydraulic fracturing.

In summary, the most feasible scenario of the reactivation of the sealed natural fractures is the following one: Under the action of shear stresses, the carbonate lamina in mineralized fractures breaks, presumably along the median line. The two surfaces are then shifted laterally with respect to each other by the shear forces. The shift will most likely be of the order of the thickness of the lamina (i.e., ≈0.1 mm) or smaller.

Most of such fractures will not be supported by proppant but only by the mismatch of fracture surfaces resulting from the shear offset. Because low present-day stress difference favors the opening of pre-existing fractures rather than the creation of new hydraulic fractures (Daneshy 2016), the cracked veins should be crucial for gas production in the prospective shale formations of Pomerania. However, as shown by Manchanda et al. (2014), such unpropped fractures have a tendency to close over time, and their conductivity approaches zero. A possible way out of this difficulty is to create large-scale asperities on the fracture walls by nonuniform etching by low-pH fluids, with the less-dissolved regions acting as supports to keep more-dissolved regions open. In the next section, we investigate this possibility using the numerical simulations of the dissolution process.
Numerical Model

Synthetic Rock Fractures. Artificial fracture geometries used in the reactive transport simulations have been created by the following procedure, which, in its essence, follows the scenario of the reactivation of natural fractures, as described in the preceding section.

First, we create a lower surface of the crack, $S(x,y)$, by means of the spectral synthesis method (Saupe 1988), in which one uses a power spectral density of a fracture $g(k)$ as a starting point, and then generates the spatially periodic random field with the prescribed spectral density using inverse Fourier transform. For self-affine surfaces, the spectral density obeys a power-law distribution.

Fig. 1—(a, b) Examples of the natural fractures in the shale core from the Pomeranian gas-bearing shale basin. (c) Calcite mineralization on the sides of the open fracture. Core diameter is 87 mm.

Fig. 2—(a) Two calcite-sealed fractures intersecting nearly at right angles. (b) Microscopic view of fibrous calcite filling with a blocky median zone, magnification of an area marked by an arrow in (a). Adopted from Salwa (2016).

Numerical Model

Synthetic Rock Fractures.
\[ |g(x)| = A k^{-2H+2}, \]  

where \( k \) is the wavenumber and \( H \) is the Hurst exponent, characterizing the self-affine geometry of rough rock surfaces. For the cracks with mineral cover in the borehole samples from the well, the Hurst exponent has been measured by Pluymakers et al. (2017) to be \( H \approx 0.3 \) (at micron resolution), and such a value of \( H \) is used here to create artificial fractures, with numerically generated topographies. Next, the surface \( S(x,y) \) is replicated to form the upper surface \( S_h(x,y) \), which is then translated by a distance \( \delta x = 0.1 \) mm in the tangential direction. This mimics the action of the shear forces, which are expected to reactivate the fracture. Finally, we must fix the relative position of the two fracture surfaces generated in the above manner. Naturally, as the surfaces are brought together, they come into contact and eventually begin to overlap. In a real fracture, this corresponds to the crushing of the surfaces against each other; however, in a simpler approach (Brown 1987; Oron and Berkowitz 1998; Adler and Thovert 2000), one assumes a contact (zero aperture) wherever the surfaces interpenetrate. This approximation was shown to produce acceptable results provided that the contact area stays relatively small. Walsh et al. (1997) have shown that this model correctly predicts the flow properties in fractures up to the contact areas of approximately 30%. In our case, we assume that the contact zones comprise 20% of the total fracture area.

Flow, Transport, and Dissolution Modeling. The mathematical model of calcite dissolution in a single narrow fracture comprises the fluid flow, reactant transport, and chemical reactions at the fracture walls leading to the evolution of fracture morphology. Because the aperture of the fracture is several orders of magnitude smaller than its lateral dimensions, one can use a depth-averaged, quasi-2D model to simulate the flow field and the reactant transport (Hanna and Rajaram 1998; Cheung and Rajaram 2002). Fluid flow is then described by the Reynolds equation for the local volume flux (per unit length across the fracture),

\[
q(x, y, t) = \frac{h^2(x, y, t)}{12\mu} \nabla p(x, y, t), \quad \partial_t h + \nabla \cdot q(x, y, t) = 0.
\]

where \( h \) is the aperture of the fracture, \( p \) is the pressure, and \( \mu \) is the fluid viscosity. The pressure is assumed to be uniform at the inlet and at the outlet of the computational domain representing a single fracture.

Next, the transport of hydrogen ions in the aqueous phase is described by the depth-averaged convection-diffusion-reaction equation,

\[
\partial_t (hc) + q \cdot \nabla c - \nabla \cdot (D \nabla c) = 2R(c).
\]

In Eq. 3, \( D \) is the diffusion coefficient and \( c \) is velocity-averaged concentration,

\[
c(x, y, t) = \frac{1}{q(x, y, t)} \int_0^{h(x,y,t)} |v(x, y, z, t)| c_{3D}(x, y, z, t) dz,
\]

where \( c_{3D}(x,y,z) \) is the 3D concentration field in the fracture space. Next, \( R(c) \) is the reaction term, accounting for reactant transfer at each of the carbonate-laminated fracture surfaces.

In laboratory experiments on acidization of shale cores, a 3-wt% HCl solution has been used (Grieser et al. 2007; Morsy et al. 2013a, b) Similar concentrations (1–15 wt%) have been reported in industrial hydrofracking procedures (FracFocus 2017). In all cases, this corresponds to the pH smaller than 3.5. In this regime, the dissolution kinetics is well-approximated by a simple one-step reaction (Brantley et al. 2008):

\[
\text{CaCO}_3 + H^+ \rightarrow \text{Ca}^{2+} + \text{HCO}_3^-.
\]

The reaction rate of this reaction at low pH is well-approximated by the kinetic law that is linear in the concentration of the hydrogen ions at the mineral surface, \( c_w \) (Hoefner and Fogler 1988; Fredd and Fogler 1998a),

\[
R(c) = kc_w,
\]

with the intrinsic kinetic constant \( k \).

To express the reactive current, \( R \), in terms of average concentration, let us note that \( R \) must be balanced by the diffusive flux of H\(^+\) ions to the fracture,

\[
R = R_{\text{diff}} = -D(\nabla c)_w \cdot n,
\]

where \( n \) is the vector normal to the surface. Alternatively, the diffusive flux can be expressed in terms of the difference between the surface concentration, \( c_w \), and the cup-mixing concentration, \( c \), by using the geometry-dependent Sherwood number (Bird et al. 2001),

\[
R_{\text{diff}} = \frac{DS_h}{2h} (c_w - c).
\]

The Sherwood number itself depends on \( kh/D \), but the variation is relatively small (Gupta and Balakotaiah 2001), bounded by two asymptotic limits: high reaction rates (transport limit) and low reaction rates (reaction limit). For our geometry (slot space with two
dissolving walls), these limits correspond to $Sh = 7.54$ and $Sh = 8.24$, respectively (Ebadian and Dong 1998; Szymczak and Ladd 2012). In the theoretical calculations, we approximate $Sh$ by a constant value $Sh = 8$. By equating the reactive flux (Eq. 6) with the diffusive flux (Eq. 8), we obtain the standard relationship between $c_w$ and $c$ (Gupta and Balakotaiah 2001),

$$c_w = \frac{c}{1 + \frac{2kh}{DSh}}, \quad \text{(9)}$$

so that finally,

$$R(c) = k_{\text{eff}}c\theta(h_{\text{max}} - h), \quad \text{(10)}$$

where

$$k_{\text{eff}}(h) = \frac{k}{1 + \frac{2kh}{DSh}} \quad \text{(11)}$$

is an effective reaction rate that accounts for the diffusive slowdown of a reaction as the aperture increases. For $\frac{2kh}{DSh} \ll 1$, the dissolution kinetics is reaction-limited, and the concentration field is almost uniform across the aperture so that

$$k_{\text{eff}} \approx k. \quad \text{(12)}$$

However, for fast reaction rates (or large apertures), when $\frac{2kh}{DSh} \gg 1$, the dissolution becomes transport-limited with

$$k_{\text{eff}} \approx \frac{DSh}{2h}. \quad \text{(13)}$$

In Eq. 10, the term $\theta(h_{\text{max}} - h)$ is the Heaviside step function, which guarantees that the reaction term vanishes in the region where all the cement has dissolved (which corresponds to the aperture $h_{\text{max}} = h_0 + h_i^c + h_i^p$). In this region, Eq. 3 reduces to a convection-diffusion equation.

As mentioned above we assume that the thicknesses of both lamina are constant and equal to each other and, consequently, that the dissolution proceeds in a symmetrical manner. As a result, the aperture of the fracture $h$ grows in accordance with

$$c_{\text{sol}} \frac{\partial h(x, y, t)}{\partial t} = 2R(c) = 2k_{\text{eff}}c\theta(h_{\text{max}} - h), \quad \text{(14)}$$

where $c_{\text{sol}}$ is the molar concentration of the solid phase ($c_{\text{sol}} = 2.7 \times 10^{-2} \text{ mol/cm}^3$ for CaCO$_3$).

Several dimensionless numbers characterize the dissolution process. The first is the Péclet number,

$$Pe = \frac{q_0}{D}, \quad \text{(15)}$$

which gives the relative ratio of the advective and diffusive transport. Here $q_0$ is an average value of the initial volume flux, as defined by Eq. 2. In our simulations, we take $Pe = 100$, which corresponds to the typical fluid flows used in the fracture acidization. The second is the Damköhiler number,

$$Da = 2k\langle h_0 \rangle / q_0, \quad \text{(16)}$$

which relates the surface reaction rate to the rate of convective transport. In Eq. 16, $\langle h_0 \rangle$ is the average aperture of the initial fracture. As argued above, the regime of the dissolution (transport-limited vs. reaction-limited) is controlled by the parameter

$$G = \frac{2k\langle h_0 \rangle}{DSh} = \frac{PeDa}{Sh} \quad \text{(17)}$$

Another important parameter is the ratio of the total thickness of the carbonate lamina to the initial aperture of the fracture,

$$\Delta = \frac{\langle h_i^c + h_i^p \rangle}{\langle h_0 \rangle} = \frac{\langle h_{\text{max}} - h_0 \rangle}{\langle h_0 \rangle}, \quad \text{(18)}$$

following the notation of Fig. 3. Finally, the fifth parameter is the acid-capacity number,

$$\gamma = \frac{c_{\text{in}}}{c_{\text{sol}}}, \quad \text{(19)}$$

which gives the volume of solid dissolved by a unit volume of reactant. In Eq. 19, $c_{\text{in}}$ is the initial concentration of the injected acid. In our case, $\gamma \approx 0.03$, taking $c_{\text{in}} = 0.83 \text{ mol/cm}^3$, which corresponds to a 3% solution of hydrochloric acid (HCl).

As shown in Szymczak and Ladd (2012), whenever $\gamma \ll 1$, the time derivatives in Eqs. 2 and 3 can be dropped. Physically, this corresponds to an observation that $c$ and $v$ relax to their stationary values over a much faster time scale than that of a geometry change caused by the dissolution.

The final form of the equations for the fracture dissolution is then given by

$$q(x, y, t) = -\frac{b_i^c(x, y, t)}{12\mu} \nabla p(x, y, t), \quad \nabla \cdot q(x, y, t) = 0 \quad \text{(20)}$$

$$q \cdot \nabla c - \nabla \cdot (hD\nabla c) = 2k_{\text{eff}}c\theta(h_{\text{max}} - h), \quad \text{(21)}$$
\[
\frac{\partial h(x, y, t)}{\partial t} = 2k_{\text{eff}} c_{\text{sol}} (h_{\text{max}} - h).
\]  \hspace{1cm} (22)

Eqs. 20, 21, and 22 are solved using the finite-difference porous package, developed by Upadhyay and Ladd in Upadhyay et al. (2015), which uses finite-difference methods with a parallel multigrid linear solver Hypre (Falgout and Yang 2002).

\[
\sigma = \sqrt{\left( \frac{h_0^2}{h_{\text{max}}^2} \right) - 1}
\]  \hspace{1cm} (23)

For the fracture geometry generated as described above (spectral synthesis with \( H = 0.3 \)), mapping a fine grid on a coarse one, lateral shift by 0.1 mm followed by a vertical shift to obtain 20\% contact area, the relative roughness has been measured to be \( \sigma = 0.56 \).

In most of the paper, we concentrate on the dissolution by HCl, with \( k = 0.2 \text{ cm/s (at 0.5 M)} \) and the diffusion constant \( D = 4.5 \times 10^{-7} \text{ cm}^2/\text{s} \) (Fredd and Fogler 1998a; Economides and Nolte 2000). For such a high reaction rate, the parameter \( G = 2kh/DSh \approx 10 \); thus, the reaction is transport-limited, and \( k_{\text{eff}} = \frac{2h}{DSh} \) in Eqs. 21 and 22. Later, we will also consider dissolution in the presence of calcium chelating agents—in these cases, the dissolution rate is lower, and for a general expression for \( k_{\text{eff}} \), Eq. 11 should be used.

Moreover, we have neglected the presence of other components of the acidizing fluids, such as surface-active agents, iron-control agents, clay stabilizers, or emulsion breakers. Nevertheless, analogous one-component models have been used previously to describe wormhole formation in matrix acidizing (Hoefer and Fogler 1988; Fred and Fogler 1998a; Golfit et al. 2002; Panga et al. 2005; Kalia and Balakotaiah 2007; Cohen et al. 2008; Maheshwari et al. 2013; Maheshwari and Balakotaiah 2013), and turned out to be rather successful in predicting both the quantitative and qualitative characteristics of the emerging dissolution pattern. In particular, they were shown to predict correctly the optimal acid injection rate that leads to the breakthrough at minimal expense of reactant.

**Results**

**Characteristic Dissolution Time.** An important time scale characterizing our system is the time it takes for the carbonate lamina to be completely dissolved at the upstream part of the fracture, which we will denote as \( \tau_d \). For the HCl, by integrating Eq. 22 with \( k_{\text{eff}} = \frac{DSSh}{2h} \), one obtains

\[
\tau_d = \frac{c_{\text{sol}}}{2DSShc_{\text{in}}} \left( h_{\text{max}}^2 - h_0^2 \right) = \frac{h_{\text{max}}^2 - h_0^2}{2DSShf}
\]  \hspace{1cm} (24)

![Fig. 3—Schematic of a fracture: (a) side view and (b) top view.](image)
The values of $\tau_f$ depend strongly on the total amount of calcite to dissolve, and vary from seconds for very thin carbonate lamina (of the order of 0.01 mm), to minutes for $h_c \approx 0.1$ mm, which is a characteristic value for the Pomeranian shales, and up to hours for thick layers (of the order of a millimeter).

### 1D Profiles for a Smooth Fracture: Stationary Solutions

Let us now consider the dissolution of a single fracture, assuming that all the physical fields are dependent only on a single spatial variable, $x$-distance from the inlet along the flow direction. The geometry of the system is then described by its 1D aperture profile, $h(x, t)$. For the moment, we assume that initially the fracture was smooth, $h(x, y, t = 0) \equiv h_0$, and that the carbonate lamina has a uniform thickness [i.e., $h_{\text{max}}(x, y) = \text{constant}$]. In such a case, after the initial transient, we expect a uniform front to develop, propagating with velocity $U_c$, which can be determined by a mass balance of the reactant

$$U_c = \frac{\gamma q_0}{(h_{\text{max}} - h_0)}.$$

On the basis of Eq. 25, a characteristic time for the front propagation can be defined as the time it takes for the front to move over the distance $h_0$; i.e.,

$$\tau_f = \frac{h_0}{U_c} = \frac{h_0(h_{\text{max}} - h_0)}{\gamma q_0}.$$

To find the aperture and concentration profiles in the fracture after a long time ($t \gg \tau_f$), we transform the system of coordinates to the frame moving with the front, $x' = x - Ut$, with an origin at the front position (i.e., at the rightmost point where $h = h_{\text{max}}$). The stationary concentration and aperture profiles are then the solutions of

$$\frac{d q_0}{d x'} = -\frac{D S h c}{h c},$$

$$-U_{c,\text{sol}} \frac{d h}{d x'} = \frac{D S h c}{h c},$$

where again a transport-limited kinetics corresponding to HCl has been assumed. An immediate conclusion from Eqs. 27 and 28 is that the concentration and aperture profiles become linear, which can be obtained from Eq. 29 using the small- $h$ asymptotics of the Lambert function, $W(z) \approx z$. On the other hand, for large $\Delta$, the profiles become linear,

$$\frac{h - h_0}{h_{\text{max}} - h_0} = 1 - \frac{Sh h'_{\text{sol}}}{Pe h_0},$$

where the large-$z$ asymptotics of the Lambert function, $W(z) \approx \log z - \log \log z$, has been used. The dependence of the profiles on the Péclet number comes down to a simple rescaling of the $x$-coordinate.

2D Effects: Unstable Growth and Wormhole Formation. The concentration and aperture profiles obtained in the preceding subsection are derived under the assumption that all the relevant quantities depend only on a single spatial variable: the distance from the inlet. The underlying picture is then that of an initially smooth fracture that opens uniformly along its width. However, the dissolution process is known to be unstable, because of the positive feedback between the flow, reactant transport, and geometry evolution: A relatively small change in fracture aperture caused by the dissolution may result in a variation of permeability, focusing the flow and leading to further changes in erosion. As a result, small inhomogeneities in the initial aperture field tend to grow and get transformed into highly permeable, finger-like flow channels called wormholes. The fact that the wormholes can form in the dissolution of porous media has been known in the petroleum industry for a long time (Rowan 1959), but the theoretical description of the reactive-infiltration instability was developed only in the 1980s (Chadam et al. 1986; Ortoleva et al. 1987; Hinch and Bhattacharya 1990). These papers have focused exclusively on a dissolving porous media; however, the fractures are also known to dissolve nonuniformly, with wormhole formation, as shown numerically by Rajaram and coworkers (Hanna and Rajaram 1998; Cheung and Rajaram 2002) and experimentally by Detwiler et al. (2003). The corresponding theory for the reactive-infiltration instability in fractures has been developed subsequently (Szczesny and Ladd 2012) and verified experimentally by Ossel et al. (2016). Importantly, it has been shown that the dissolution in the fracture...
can be unstable both in the case of unlimited aperture growth and in the case where the aperture of the fracture cannot grow indefinitely (Szymczak and Ladd 2013). The former case corresponds to the dissolution of a narrow fracture in a large block of completely soluble material (e.g., limestone rock), a classical problem in the studies of cave and karst formation. The latter problem is that of a fracture in a thin layer of cement in otherwise insoluble rock (i.e., the case of direct relevance here).

Even though it was shown theoretically that the dissolution in laminated fractures is unstable, the corresponding wormhole-formation process has not been studied. The only exception is the paper by Budek et al. (2017), which, however, focused on highly idealized, smooth fracture geometries with the aim of understanding the dynamics of interactions between the dissolution fingers. Here, instead, we focus on realistic, self-affine, rough geometries of reactivated fractures in shales, generated from the power spectra (Eq. 1). In such cases, the dissolution patterns will be controlled both by the distinctive features of the initial aperture distribution and by the instability mechanism. The wormhole patterns arising in such a case are illustrated in Fig. 5. As the figure shows, the patterns depend strongly on the lamina thickness. For small $\Delta$, the wormholes are diffuse, and they merge easily with each other, forming a wavy, yet relatively uniform, reaction front. Then, as $\Delta$ is increased, the ratio between finger width and the distance between the fingers decreases, which results in better-defined fingers, deeply etched in the carbonate cement. Finally, at $\Delta \geq 10$, the fingers are thin and highly branched, which gives the pattern a fractal character. Another phenomenon, well-visible at large $\Delta$, is a strong competition between the fingers, with the longer ones screening the shorter ones off and intercepting their flow. The fingers repel in this regime and never touch. Contrastingly, at intermediate $\Delta$, the interaction between the fingers is more complex—the fingers of similar length repel, but at the same time, shorter fingers get attracted to the base of the longer ones, which produces characteristic looped structures with islands of undissolved lamina surrounded by the dissolved regions. The attraction between the fingers can be understood based on the analysis of the pressure field around them (Szymczak and Ladd 2006; Budek et al. 2017). The pressure gradient in the longer finger is steeper than in the shorter one because the flow rate is higher in the longer finger. As a result, there is a pressure difference between the tip of the shorter finger and the body of the longer one, with the flow directed toward the longer finger. Such a flow pattern is a characteristic feature of fingered growth systems, observed experimentally both in fracture dissolution and in viscous fingering patterns (Detwiler et al. 2003; Budek et al. 2015). This effect increases in magnitude with the difference in length between the interacting fingers; this is why it is usually most pronounced in the later stages of the dissolution (see Fig. 6), where the contrasts in length between the fingers become appreciable.

Another marked difference between the patterns at different $\Delta$ values is the appearance of the completely dissolved area behind the front for small $\Delta$ (black region in Fig. 5). The extent of this region gets progressively smaller with an increase of $\Delta$, and it vanishes completely in the hierarchical growth regime for $\Delta > 10$.

On a more quantitative level, we can characterize these patterns by two parameters. The first, $s(\Delta)$, is defined as a fraction of the fully dissolved area in the system at breakthrough (i.e., at the moment when the longest finger reaches the outlet). By analogy with
fluid/fluid displacement theory, we can call it “sweep efficiency.” The second quantity, \( b(\Delta) \), is given by the fraction of the undissolved (“bypassed”) area (in practice, we count as such the area in which the aperture has grown by less than 0.05 \( h_c \)). Fig. 7 shows the dependence of these parameters on the lamina thickness. Note that \( s + b < 1 \) because neither of these measures accounts for partially dissolved regions. As already mentioned, the acidization of cemented shale fractures serves two purposes: We strive to uncover as large an area of the shale matrix as possible, at the same time trying to keep some of the carbonate lamina intact to support the fracture against the load. The former task is equivalent to maximizing \( s \), whereas the latter task requires maximizing \( b \). As shown in Fig. 7, the two goals cannot be achieved simultaneously. Small lamina thicknesses will result in uniform dissolution that will fail to prevent the closure of the fracture under the overburden, whereas very large thicknesses hinder the uncovering of the shale matrix.

**Fig. 6**—HCl dissolution patterns in the laminated fractures for \( \Delta = 3 \) at four different moments of time.

**Fig. 7**—The sweep efficiency \((s, \text{red circles})\) and the bypassed fraction \((b, \text{blue squares})\) as a function of the relative lamina thickness, \( \Delta \).

All the patterns in Figs. 5 and 6 have been obtained with the same random aperture field, just shifted to achieve different \( \Delta \) values. The rationale behind such an approach was to focus on the effects of the lamina thickness on the dissolution patterns. However, for a given \( \Delta \), the wormhole pattern would still depend on a realization of a random field that describes the initial aperture, as illustrated in Fig. 8 for \( \Delta = 3 \). As observed, even though wormholes appear in different places, the statistical features of the pattern remain the same. The features in question include the thickness of the main wormhole, the length ratio of the longest wormhole to the second-longest, or the sweep efficiency (the latter differs by a few percent only—it is equal to 0.194 for the pattern in the left panel of Fig. 8, and 0.201 for the pattern in the right panel).

**Fig. 8**—The dissolution patterns for \( \Delta = 3 \) for two different realizations of the final random aperture field.

**The Influence of the Reaction Rate on the Dissolution Patterns: Weaker Acids and Chelating Agents**

Thus far, we have focused on HCl, which is one of the most popular acidizing fluids. However, weaker acids and chelating agents also have been shown to be effective stimulation fluids. For example, 0.5-M acetic acid has the surface reaction rate of \( k = 5 \times 10^{-3} \text{ cm/s} \) and the diffusion constant \( D = 1.1 \times 10^{-7} \text{ cm}^2/\text{s} \) (Fredd and Fogler 1998a), which gives \( G \approx 1 \), indicating a mixed regime with both
reaction and transport controlling to the dissolution process. Some of the calcium chelating agents dissolve limestone even more slowly [e.g., 0.25-M cyclohexanediaminetetraacetic acid (CDTA) with \( k = 2.3 \times 10^{-6} \) cm/s and \( D = 4.5 \times 10^{-6} \) cm²/s, corresponding to \( G \approx 0.1 \) or 0.25-M diethylenetriaminepentaacetic acid (DTPA) with \( k = 4.8 \times 10^{-5} \) cm/s and \( D = 4 \times 10^{-6} \) cm²/s (Fredd and Fogler 1998a), which gives \( G \approx 0.03 \). While simulating acidization in these cases, a more general expression (Eq. 11) for the effective dissolution rate should be used in place of Eq. 13. The resulting patterns would then depend on \( G \), as illustrated in Fig. 9. The form of this dependence is far from trivial. As observed, when the transport parameter \( G \) is decreased to approximately 0.1, the competition between the wormholes is becoming weaker, and the number of longer wormholes increases. However, another trend is also present and becoming increasingly evident—as \( G \) decreases, the wormholes become straighter. This is because a lower reaction rate allows the reactant to survive longer, and thus explore more flow paths in the vicinity of the main flow channel. The reactive flow with such properties becomes more efficient in getting around the local asperities. This effect of a decreased tortuosity is the strongest in the main channel, where flow is highest. As a result, this channel is now even more effective in focusing the flow, and it kills off the competing channels more easily, as observed for \( G = 0.01 \) and \( G = 0.001 \). At the same time, the main channel becomes more diffuse for the same reason. Finally, at \( G = 0.001 \), the reaction rate becomes so low that the reactant penetration length is now comparable with the dimensions of the system and the dissolution pattern becomes uniform. Interestingly, because of the interplay of the two opposing trends (weaker competition between the channels due to the more uniform dissolution at smaller \( G \) and faster growth of the main channel due to its decreased tortuosity), the sweep efficiency of the patterns shown in Fig. 9 is almost constant in the range \( G > 5 \times 10^{-3} \) with the value \( s = 0.23 \pm 0.4 \). Only after \( G \) decreases below \( 5 \times 10^{-3} \) does the sweep efficiency begin to rise to reach \( s = 0.54 \) at \( G = 0.001 \) (the rightmost panel of Fig. 9). The practical conclusion to be drawn from this data is that the shale fractures also can be acidized by weaker acids with a similar range of sweep efficiencies expected.

Fig. 9—The dissolution patterns in laminated fractures for \( \Lambda = 3 \) at different values of the transport parameter \( G \) (Eq. 17). From left to right: \( G = \infty \), \( G = 1 \), \( G = 0.1 \), \( G = 0.01 \), and \( G = 0.001 \).

Again, a number of simplifying assumptions have been made here, most notably that the calcite dissolution by weaker acids and chelating agents can be described by first-order reaction. This is an effective model, approximating an overall effect of a large number of elementary reactions; thus, the reaction rate \( k \) will, in general, depend on the pH. As argued by Fredd and Fogler (1998a), such a model should be applicable for the dissolution induced by acetic acid (Fredd and Fogler 1998b). The same authors also have argued that a linear kinetic law can be used to describe the action of chelating agents if the relatively slight influence of product adsorption and site blocking is assumed negligible. It needs to be mentioned, however, that the applicability of these models has been subsequently questioned (Buijsse et al. 2004; Alkhaldi et al. 2010), and a more complex kinetic model proposed. Moreover, in the present study, we have neglected the influence of the product transport on the overall dissolution rate, taking into account only the reactant transport. Although, in the case of HCl and chelating agents, the product transport can be neglected (Fredd and Fogler 1998a); for organic acids, it can play a more substantial role (Fredd and Fogler 1998b). Clearly, further study is needed regarding the influence of these factors on the dissolution patterns.

Discussion

The main result of the numerical simulations reported here is that the dissolution of carbonate lamina in shale fractures is expected to proceed in a highly nonuniform manner as a result of the reactive-infiltration instability. This instability stems from a positive-feedback loop between the flow and dissolution producing patterns across all the spatial scales: from the changes in the microstructure of the rock matrix and preferential opening of macropores [as observed in shales by Wu and Sharma (2015) and Grieser et al. (2007)], emergence of core-scale structures such as nonuniform etching of the fracture walls (Ruffet et al. 1998), or the formation of wormhole-like dissolution channels on the fracture surfaces (Dong et al. 1999; Detwiler et al. 2003; Szymczak and Ladd 2009) up to the macroscopic forms such as caves or solution pipes in the karst landscape (Ginés et al. 2009).

The second observation is that, although local inhomogeneities in the initial aperture will trigger the development of the localized flow paths and speed up the appearance of instability, the statistical properties of the emerging patterns on the large scale are largely insensitive to the initial geometry of the fracture (Upadhyay et al. 2015).

Most of the experimental studies of wormhole formation in fractures have dealt with limestone rocks (Durham et al. 2001; Ellis et al. 2011; Deng et al. 2013; Noiriel et al. 2013; Ishibashi et al. 2013; Smith et al. 2013; Elkhoury et al. 2013), which is fundamentally different from the present case, because the growth of the aperture in these systems is potentially unlimited. One exception is the work of Osselin et al. (2016), who studied the dissolution of a synthetic fracture created in a microfluidic cell, with a gypsum block inserted in between two polycarbonate plates (Figs. 10a and 10b). The geometry is thus analogous to that in Fig. 3, with the only difference being that the soluble material is present at one of the surfaces only. Osselin et al. (2016) demonstrate that even if initial aperture is almost ideally smooth (with the relative roughness of the order of \( 10^{-3} \)), the dissolution still proceeds in a nonuniform manner with the appearance of a well-defined instability wavelength. To mimic a much rougher appearance of the shale fractures, we have repeated this experiment by directly placing the upper polycarbonate plate on a gypsum block, instead of using a 70-μm spacer, as is the case in Osselin et al. (2016). Profilometry measurements (using Bruker contour GT-K0 profilometer with 5X objective) have allowed us to
estimate the aperture in this case to be \( h_0 = 20 \mu m \) while \( \alpha \approx 0.5 \). The thickness of the gypsum chip used in the experiment is 500 \( \mu m \), thus \( \Delta \approx 25 \gg 1 \). For such \( \Delta \), the simulations predict a fractal-dissolution pattern with a strong differentiation between the fingers caused by screening, and it is indeed observed in the experiment (Fig. 10c). Although the qualitative resemblance of these patterns to their counterparts in Fig. 4 is rather striking, a note of caution is needed because this is a model system (gypsum on polycarbonate + water) and not the real one (calcite on shale + HCl). However, the dissolution kinetics of gypsum in water is linear (Colombani 2008), analogously to the calcite dissolution kinetics at low pH. Still, gypsum under these conditions dissolves under mixed rather than transport-limited kinetics, with the transport parameter \( G = 0.05 \). On the other hand, the data in Fig. 9 suggest that the differences between the dissolution patterns at different \( G \) are rather small.

At this point, it is worth discussing an important paper (Tripathi and Pournik 2014) that reports that the conductivity of acidized shale fractures actually decreases after the acidization. This has been attributed to the significant weakening of the shale matrix resulting from acidization and subsequent closure of the fracture under loading.

\[
\Delta \approx 25 \gg 1
\]

Fig. 10—The microfluidic experiment on the dissolution of synthetic gypsum fracture obtained by matching a soluble gypsum plate with a polycarbonate plate—a schematic view (a), a photograph of the system (b), and the dissolution patterns for \( \Delta = 25 \) (c). Dark regions in the figure correspond to the dissolved areas of the gypsum block.

In fact, there are a number of important differences between the present case and that considered by Tripathi and Pournik (2014). First, we consider natural fractures with the carbonate mineralization related to the paleofluid circulation, whereas the fractures in experiments of Tripathi and Pournik (2014) have been newly created by cutting the cores. Accordingly, they were devoid of any carbonate precipitate, except for the calcite naturally occurring as a part of the shale matrix. Second, the mineralogical composition of shale matrix in Tripathi and Pournik (2014) revealed a very high (almost 60%) carbonate content, which means that HCl dissolution will dramatically change its porosity and compressive strength. Conversely, the carbonate content in the matrix of the Pomeranian shales under study is only 3 to 5%; thus, dissolution should not change their elastic properties in any appreciable manner. Third, Tripathi and Pournik (2014) have analyzed relatively short samples (\( L \approx 5\text{-cm length} \)), whereas the acid injection rates were very high (30 mL/min), which, for a fracture width of 3.8 cm, gives \( q_0 \approx 0.15 \text{ cm}^2/\text{s} \) or \( Pe = 3 \times 10^3 \). As shown in the analysis of 1D profiles (Eq. 30), the acid penetration length characterizing the dissolution patterns in this system is given by \( l_p = (h_0) Pe/Sh \). For \( (h_0) = 0.127 \text{ cm} \), as reported in Tripathi and Pournik (2014), this leads to the penetration length of approximately \( l_0 = 50 \text{ cm} \), an order of magnitude longer than the fracture length. As is known, for \( L/l_0 \gg 1 \), the dissolution is expected to be uniform (Starchenko et al. 2016), and no large-scale inhomogeneities form. However, the fractures considered in the present work are characterized by much smaller apertures, and thus we expect to be in the regime \( L \gg l_0 \), which invariably involves wormhole formation.

As already mentioned, the acidization of cemented fractures serves two main purposes. First, it uncovers the shale matrix, thus providing a pathway for the methane transport from the formation toward the wellbore. Second, nonuniform dissolution results in an appearance of the areas of intact mineralization, which act as support points to keep more-dissolved regions open. The latter goal is achieved by the presence of mineral bridges supporting open shale fractures, even at a 3-km depth (see Fig. 11).

The extent to which these two goals can be achieved depends primarily on the thickness of the carbonate lamina relative to the initial aperture of the fracture, \( \Delta \). The estimation of this parameter for the Pomeranian shales is difficult, because it would, in principle, require an experiment on the recracking of the cemented fractures under reservoir conditions. Some clues, however, might be derived from the analysis of the mineralized fractures from the core, which have reopened during the core excavation. White-light interferometry scans of these samples reported in Pluymakers et al. (2017) reveal that the out-of-plane fluctuations of the calcite-covered fracture surfaces are of the order of 0.01 to 0.03 mm. However, the lamina thicknesses in the fractures fall in the range of 0.05 to 0.5 mm, with most of the values dispersed around 0.1 mm. This yields values of \( \Delta \) in the range 1.5 to 50, with a typical value around 4. We can thus expect sweep efficiencies in the range 0.3 to 0.05, typically around 0.2. The bypassed fraction is in the range 0.7 to 1, which guarantees that the fracture will remain open.

Importantly, after the main channel breaks through, the total consumption of the reactant in the fracture dramatically decreases, as most of the acid is now transported directly to the outlet without reacting. Thus, the carbonate bridges formed during the initial stages of the dissolution will most likely be preserved in the later stages after the breakthrough.

The amount of acid needed for an effective stimulation of shale formations does not need to be excessive. In a proposal for the acidization treatment of Woodford shale, Grieser et al. (2007) suggest using six injections of 27 m³ of 3% HCl. Such a volume is sufficient
for the dissolution of 5 m$^3$ of carbonate cement, which corresponds to approximately $1 \times 10^3$ m$^3$ of the shale volume, assuming a sweep efficiency of 0.2. This is comparable with the estimates of the stimulated reservoir volume for the Pomeranian shales, which is predicted to be of the order of $50 \times 50 \times 200$ m (i.e., $5 \times 10^5$ m$^3$), which implies that approximately 20% of veins would be treated. If needed, a larger volume of acidic fluid can be injected, which still is expected to be economically feasible in view of the anticipated increase of shale-gas production. A more concentrated HCl also can be used, in accordance with the acidization practice, where the acid concentrations are usually between 8 and 15%. The main effect of the increase of HCl concentration is the increase of the acid-capacity number (Eq. 19) and the associated decrease of characteristic dissolution times (Eqs. 24 and 26). Another effect of the more concentrated acid would be the increase of the reaction rate constant, $k$, which is pH-dependent (Pokrovsky et al. 2009). This effect will, however, not have any bearing on the dissolution patterns, because HCl dissolution is mass-transfer-limited and, thus, independent of the exact value of the reaction rate (see Eq. 13).

Another possibility is to use a weaker acid or chelating agents for acidization instead of HCl. As shown above, the dissolution patterns in laminated fractures are only weakly dependent on the reaction rate in a rather wide range of rates. Only for reaction rates lower than $k = 2 \times 10^{-5}$ cm/s do the dissolution patterns become significantly more diffuse, marking the transition to a uniform-dissolution regime (Hoefner and Fogler 1988; Golfer et al. 2002). A relatively weak dependence of the dissolution patterns on the reaction rate indicates a large degree of control of the patterns by the rough geometry of the initial, undissolved fracture, which largely determines the positions of growing wormholes.

Other media often used in acidization are diverting acids such as in-situ crosslinked acids or surfactant-based viscoelastic acids (MaGee et al. 1997; Gomaa et al. 2011; Ratnakar et al. 2013). Their viscosity increases with the pH; hence, their injection results in more uniform patterns. Initially, both the flow and dissolution focus in high-permeability regions. As a result, pH increases there, resulting in an increase of the viscosity of the fluid and the clogging of the wormholes. As a result, the aggressive fluid flows to less-permeable regions, and the dissolution patterns become more uniform. In the present case, however, this is not a desired outcome, because one strives to keep the patterns as ramified as possible, so that less-dissolved regions can act as supports to keep more-dissolved regions open. Hence, the use of diverting acids for the acidization of mineralized shale fractures is not recommended. Nevertheless, a certain degree of the mobility alteration might be unavoidable, because corrosion inhibitors or clay stabilizers that are usually contained in the treatment fluids can divert the acid to a certain extent.

**Conclusions**

The most important conclusion of the present study is that the dissolution of carbonate-cemented fractures by low-pH fluids proceeds in a highly inhomogeneous way, with the formation of highly localized flow paths. This has been confirmed both in the numerical simulations of acidization of laminated fractures and in the analog experiments with gypsum fractures. Such an inhomogeneous dissolution turns out to be crucially important when acidizing carbonate-cemented fractures in shale formations. On the one hand, acidization will then help in getting rid of the carbonate lamina, which hinders the formation of the fracture/matrix transfer. On the other hand, heterogeneous dissolution patterns will help to sustain fluid flow, even when proppant is absent or crushed, preventing the resealing of the fracture as the fluid pressure is removed, because the less-dissolved regions will act as supports to keep the more-dissolved regions open. The formation of wormholes is beneficial in yet another way. Long and thin conduits can be used as bypasses between the wellbore and the hydraulically induced fractures, which are free of the lamina. Thus, even if the contribution of the natural fractures to the gas production is limited, they at least do not block the fluid pathway to the more productive parts of the formation.

Hence, acidization of the formation with a relatively large volume of HCl appears to be a necessity whenever the following three conditions are satisfied: (i) the density of the natural fractures in the formation is high, (ii) most of these fractures are cemented with a carbonate cement, and (iii) the stress conditions in the formation favor the opening of pre-existing fractures rather than the creation of new hydraulic-fracture pathways. These conditions are met in the case of the Pomeranian gas-bearing shale reservoir; thus, an extensive acidization of the reactivated fractures with HCl is essential for the effective production of shale gas from these formations. Favorably, mineralization volumes per unit volume of the rock are not excessive, which makes it possible to dissolve the carbonate cement in a
significant portion of stimulated reservoir volume with reasonable quantities of HCl. While we have focused on Pomeranian shales in this work, these conclusions should hold for other shale formations with mineralized fractures, provided that the fractures are numerous and the carbonate lamina is relatively thick compared with the aperture.

Nomenclature

- $b$: bypassed area fraction
- $c$: velocity-averaged concentration of $H^+$, mol/L³
- $c_{in}$: velocity-averaged concentration of $H^+$ at the inlet of the fracture, mol/L³
- $c_{sol}$: molar concentration of the solid phase, mol/L³
- $D$: diffusion coefficient, L²/t
- $Da$: Damköhler number
- $G$: transport parameter
- $h$: fracture aperture, L
- $h_0$: initial aperture of reactivated fracture, L
- $h_c$: thickness of calcite lamina, L
- $H$: the Hurst exponent
- $Pe$: Péclet number
- $q$: volume flux per unit length across the fracture, L²/t
- $s$: sweep efficiency
- $Sh$: Sherwood number
- $U$: dissolution front velocity, L/t
- $v$: velocity field, L/t
- $γ$: acid-capacity number
- $κ$: wave number, 1/L
- $Δ$: thickness of calcite lamina normalized by the initial aperture
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