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Abstract

We present a high-resolution spectral domain optical coherence tomography (SDOCT) device with a broad-band

supercontinuum light generated in a photonic crystal fiber. The instrument we have developed has an axial resolution

of 4 lm in air, a depth of image of 1 mm, and an exposure time of 128 ls per a single A-scan. We adopt and apply two

methods for data analysis, which reduce the effects of a strong modulation and temporal fluctuations exhibited by the

spectra of supercontinuum. To demonstrate the potential of the methods we show high-resolution SDOCT cross

sectional images of the human cornea and retina in vivo.
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1. Introduction

Since 1991 optical coherence tomography

(OCT) has been attracting considerable attention

as a noncontact and noninvasive method to deter-

mine the internal structure of objects that weakly
absorb and scatter light. In the OCT technique
ed.
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one retrieves the longitudinal scattering intensity

profile of an object, from the interference pattern

created by the reference and scattered light. Typi-

cally, a Michelson interferometer is used, with a

reference mirror in one arm and the investigated
object in the other arm. In the original approach

– time domain OCT (TdOCT) [1] – a single longi-

tudinal scattering profile is obtained by translating

the reference mirror. In such a system, both the

depth and transversal directions have to be

mechanically scanned in order to register a two-

dimensional cross-section map of the region of

interest within the object. The method has already
proved its usefulness in ophthalmology for the

diagnosis, staging and monitoring of ocular dis-

eases [2–5] and has been implemented commer-

cially (StratusOCT – Carl Zeiss Meditech Inc.,

OCT-Ophthalmoscope – Ophthalmic Technolo-

gies Inc.).

Spectral domain OCT (SDOCT) [6,7] is an

alternative to TdOCT. It provides an almost two
orders of magnitude increase in the sensitivity

and imaging speed as compared to TdOCT [8–

12]. In SDOCT the mechanical depth scan is not

required. The reference mirror position is fixed

and the spectrum of the light at the output of the

Michelson interferometer is recorded with a spec-

trometer equipped with a high-speed multi-

element detector. The Fourier transformation of
the interference pattern recorded in such a manner

provides the profile of the sample reflectance ver-

sus depth (optical A-scan). To obtain two dimen-

sional cross-sectional images additional scanning

in a single (transversal) direction is performed.

High speed and low exposure time are especially

important in ophthalmic imaging. High speed

reduces artifacts due to the eye movements and al-
lows the video-rate as well as 3D registration. The

time required to collect the data necessary to

reconstruct one line of a tomogram (a single A-

scan) is 250 ls in the fastest TdOCT systems with

a rapid scanning delay-line [13]. With the SDOCT

instrument the same information contained in the

spectral fringes can be registered in time as short

as 64 ls [14] or even 34 ls [15]. It has been demon-
strated [7,8,15] that SDOCT can provide cross-

sectional in vivo images of various anatomical

details important for clinical diagnostics including
the cornea, corneo-scleral angle, macula lutea and

optic disc of the human eye.

The longitudinal resolution in OCT is propor-

tional to the bandwidth of light source used. The

source should also provide light with high trans-
versal coherence which facilitates high contrast of

spectral fringes. Several types of light sources such

as superluminescent laser diodes (SLD) [16,17],

femtosecond lasers [12,18], and photonic crystal fi-

bers (PCF) pumped with femtosecond lasers

[19,20] have proved their suitability for OCT

imaging. It has been recently demonstrated that

implementation of the PCF source leads to a
sub-micrometric longitudinal resolution [21].

However, it is well known, that supercontinua gen-

erated in a PCF exhibit serious spectral modula-

tion and temporal fluctuations that adversely

affect the image quality. Several methods such as

numerical [22,23] and optical [24] spectral shaping

as well as iterative deconvolution [25] have been

developed to address the problem of non-Gaussian
shape of light spectrum in TdOCT. All numerical

methods require the knowledge of the light spec-

trum and are not practical when the spectrum

changes between A-scans.

It was demonstrated that SDOCT has the

advantage of providing direct access to the spectral

information and to the phase of interference

fringes, thus enabling measurements of absorption
[26] imaging of blood flow [9,27], and numerical

compensation of dispersion [12,17,18]. Therefore,

in SDOCT the problem of modulations and tem-

poral fluctuations of interference pattern in OCT

device with PCF light source can be resolved in a

more convenient way than in TdOCT. As the

SDOCT allows for faster measurements, it is also

easier to acquire data within a characteristic time-
scale of supercontinuum fluctuations.

In this paper, we describe SDOCT instrument

combined with a PCF light source. We demon-

strate novel implementation of spectral shaping

and iterative deconvolution for SDOCT signals,

which can be applied even when the source spec-

trum amplitude fluctuates between A-scans. To

test the performance of our SDOCT instrument
and the potential of methods improving the resolu-

tion of the tomograms we present cross-sectional

images of the human cornea and macula in vivo.



M. Szkulmowski et al. / Optics Communications 246 (2005) 569–578 571
2. Experimental setup

In our SDOCT instrument (Fig. 1) a supercon-

tinuum (SC) generated in a photonic crystal fiber

(PCF) is used as a light source. A train of the fem-
tosecond pulses from a femtosecond Ti:Sapphire

laser (4 nJ pulse energy, 40-nm wide spectrum cen-

tered at 830 nm, 80 MHz repetition rate) is first

compressed in a standard two SF10 prism com-

pressor, attenuated with a half-wave plate and a

linear polarizer to about 2nJ, and injected into a

0.5-m long photonic fiber (NL-2-740, Crystal Fi-

bre, Birkerød, Denmark; core diameter 2 lm).
The supercontinuum exiting the fiber is collimated

into a beam with a microscope objective. Its spec-

trum is structured in a way similar to that reported

by other groups [19,20]. To avoid undesired eye
Fig. 1. Optical scheme of the Spectral OCT device: TiSL,

Ti:Sapphire laser; PCR, prism compressor; AT, attenuator;

MO, objectives; PCF, photonic crystal fiber; SF, spatial filter;

CF, color filter; CH, optical chopper; BS, beam splitter; TS,

transversal scanner; GB, glass block to compensate dispersion;

RM, reference mirror; DG, diffraction grating; CCD, CCD

camera; PC, PC computer; L0, L1, L2, lenses (f = 25.4 mm); L3,

lens (f = 200 mm).
exposition to visible and far infrared light dichroic

mirrors and filters are inserted into the SC beam.

As a result a 120-nm wide (at 10 dB level) band

of SC (Fig. 2(a)) is used for OCT imaging.

The supercontinuum beam is launched into a
Michelson interferometer and split by a 50/50 non-

polarizing cube beam-splitter (Linos) into refer-

ence and object arms.
Fig. 2. (a) Spectrum of the supercontinuum generated with

PCF source (solid line) and the Gaussian function with the

same mean value, standard deviation and area under the curve

(dashed line). The inset shows two subsequent spectra registered

in 256 ls interval. (b) The absolute values of coherence

functions calculated as Fourier transforms of a zero padded

(up to 4096 points) spectral shape before (solid line) and after

applying the spectral shaping method (dashed line).
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The beam in the reference arm is back-reflected

by a fixed mirror, while the beam in the other arm

is aimed at the object by a transversal scanner. For

anterior chamber imaging the galvo-scanner

(Cambridge Technology) mirror and the object
are placed at the focal points of the lens L1

(f = 2.54 cm). This ensures that the direction of

the analyzing beam is insensitive to the scanning

angle. For retinal imaging the parallel beam passes

through the telescope (1· magnification) con-

structed with lenses L1 and L2 (f = 2.54 cm). The

arrangement guarantees that the scanning beam

entering the eye at different angles passes through
the same point of the pupil. The beam is focused

on the retina by the optical system of the eye.

The beam diameter in the focal plane is approx-

imately 20 lm which determines the transversal

resolution. The distance between the adjacent

A-scans is about 1.7 lm. Such oversampling

enhances the quality of tomograms due to the

effective incoherent specle averaging. The longitu-
dinal resolution given by the bandwidth of the

light source is 4 lm in air (3 lm in tissue).

The object and reference beams are combined

on the beam splitter cube and analyzed by a spec-

trometer, which is equipped with a diffraction grat-

ing (1800 grooves/mm, Spectrogon) and a CCD

camera (Andor Technology, 1 MHz sampling rate

of frame grabber, 16 bit AD conversion,
1024 · 128 pixels, 27 · 27 lm pixel size). The total

spectrometer efficiency is approximately 10%.

The first line of the 2D CCD sensor of the

camera is used to register the spectra while the

remaining lines serve as a memory buffer [14].

For the dynamic cross-sectional imaging a single

video frame (maximum 128 A-scans) is acquired

in 16 ms and transferred to the computer in 160
ms. Static images with wider scanning ranges (lar-

ger number of A-scans) are collected proportion-

ally longer. It must be emphasized that in our

instrument the patient�s eye is exposed to light

only during the data collection. For the duration

of the data transfer the chopper blocks the beam.

In the present design the total illumination time is

about 1/10 of the total examination time. An
average light power at the cornea is less than

200 lW during the 16 ms illumination periods

(128 A-scans). The total light energy entering
the eye is only 20–40 nJ per single A-scan, far be-

low the European Standard IEC recommenda-

tions for maximum cornea exposure for direct

viewing [28].

The data is acquired, processed and visualized
with a code written in LabView (National

Instruments).
3. Numerical processing of the data

Spectra collected by the OCT setup described

above are evenly sampled in the c-space, where c
is the diffraction angle. Prior to any processing

the spectra are transformed to x-space using the

relation,

dðsin cþ sin/Þ ¼ 2pc
x

; ð1Þ

where d is the grating constant, / is the angle of

incidence (see Fig. 1) and c is the speed of light.
We use linear interpolation to calculate the values

of the spectra at the points evenly spaced in x-
space as required for fast Fourier transform

algorithms.

In SDOCT the recorded signal G(x) is a prod-

uct of spectrum S(x) of the light source and inter-

ference fringes. The fringes originate from the

interference of the reference beam (the effective
reflectivity of the reference mirror including all

losses is b0) and the waves reflected at structural

layers inside the object (with reflectivity of ak) as
well as at the surfaces of optical elements inside

both arms of the interferometer (with correspond-

ing reflectivities bp):

GðxÞ ¼ SðxÞ
X
k

ak þ b0 þ
X
p

bp

 

þ2
X
k 6¼l

ffiffiffiffiffiffiffiffi
akal

p
cosðxsklÞ

þ2
X
k

ffiffiffiffiffiffiffiffiffi
akb0

p
cosðxsk0Þ

þ2
X
k;p

ffiffiffiffiffiffiffiffiffi
akbp

q
cosðxskpÞ

þ2
X
p 6¼q

ffiffiffiffiffiffiffiffiffi
bpbq

q
cosðxspqÞ

!
: ð2Þ
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The first three terms in the Eq. (2) describe the

intensities of the light beams reflected from all

interfaces inside the object, the reference mirror

and the surfaces of other optical elements in the

interferometer, respectively. The following terms
represent cross-correlations between these beams.

The time delays between any pair of the reflected

beams are denoted as s with proper subscripts.

The signals reflected from the surfaces of the opti-

cal elements inside the Michelson interferometer

manifest themselves as a set of horizontal lines

running across the tomogram. To eliminate them

we perform one additional acquisition with the
scanning beam deflected out of the object, what

is equivalent to situation where no object is present

in the sample arm (ak = 0). This gives a back-

ground signal (Gb(x)),

GbðxÞ ¼ SbðxÞ b0 þ
X
p

bp þ 2
X
p 6¼q

ffiffiffiffiffiffiffiffiffi
bpbq

q
cos xspq
� � !

:

ð3Þ

The background can be subtracted from the sig-

nal described by the Eq. (2) provided that the

source spectrum in both cases is the same:
Sb(x) = S(x) (a real situation when the spectrum

changes is discussed in Section 3.2). The subtrac-

tion yields,

GsðxÞ ¼SðxÞ
X
k

ak þ 2
X
k 6¼l

ffiffiffiffiffiffiffiffi
akal

p
cosðxsklÞ

 

þ2
X
k

ffiffiffiffiffiffiffiffiffi
akb0

p
cosðxsk0Þ

þ2
X
k;p

ffiffiffiffiffiffiffiffiffi
akbp

q
cosðxskpÞ

!
: ð4Þ

The inverse Fourier transform of the Eq. (4),

gsðsÞ ¼ CðsÞ � dðsÞ
X
k

ak þ 2
X
k 6¼l

ffiffiffiffiffiffiffiffi
akal

p
dðs� sklÞ

 

þ2
X
k

ffiffiffiffiffiffiffiffiffi
akb0

p
dðs� sk0Þ

þ2
X
k

ffiffiffiffiffiffiffiffiffi
akbp

q
dðs� skpÞ

!
; ð5Þ

contains Dirac deltas d at positions corresponding

to distances between reflecting layers, and the
coherence function of the light C(s) = FT�1(S(x))
which determines the axial resolution. Symbol

�denotes the convolution operation. The first

term in the Eq. (5) produces a weak signal (to

achieve shot noise limited detection, the relations
b0 � ak should be fulfilled) at s = 0, the deltas of

the second term are spread within the range

0 < s < nl/c (l is maximal thickness of the object,

n is the refraction coefficient of the object). The

third term resulting from the interference of the

object and reference beams contains the essential

information on locations of structural interfaces

of the object with respect to the reference mirror
position. This term can be conveniently moved

outside the range 0 < s < nl/c by a proper selection

of the position of the reference mirror. Contribu-

tion of the fourth term to the interference signal

can be ignored because delays skp are large and

produce fringes of high frequencies that are be-

yond the resolution of the spectrometer.

The individual line of the tomogram is dis-
played as the modulus |gs(s)| (in dB scale) of Eq.

(5). Such expression is symmetrical with respect

to s = 0 (i.e., produces mirror images). If the object

is thin (like retina or cornea) the resulting mirror

images do not overlap. When the object is of con-

siderable thickness (e.g. anterior chamber of the

eye) the phase shifting techniques must be applied

[14] to remove this artifact.
Because of the way the data are collected, the

unprocessed image consists of several blocks, each

of a maximum of 128 A-scans. The time separation

between adjacent A-scans within one block is a

fraction of a millisecond, and no motional artifacts

are apparent. The time separation between consec-

utive blocks is 160 ms which results in small mis-

alignments between them. The adjacent blocks
are therefore aligned using an automated matching

procedure [29].

3.1. Light source spectrum determination

The knowledge of the spectrum of the light

source is a prerequisite to apply the resolution

improvement methods proposed in the previous
contributions [22,23,25] as well as in the present

one. Because, as mentioned above, the spectrum

of supercontinuum fluctuates in time, the spectral
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shape has to be known for each individual A-scan.

In our case it is estimated from each individual

spectral signal (G(x) and Gb(x)) as a running aver-

age with a Gaussian kernel,

~SðxÞ ¼
R
Gðx0Þwðx� x0Þdx0R

wðx0Þdx0 ;

wðxÞ ¼ exp � x2

2r2

� �
: ð6Þ

The smoothness of ~SðxÞ depends on the adjust-

able parameter r determining the width of the

Gaussian function. Since the function ~SðxÞ is ex-

pressed by the convolution of the kernel with the

spectral signal, it can be quickly computed by use

of the Fourier transformations. The information

about the spectral shape is contained in spectral

components in the proximity of the central peak.
The value of the parameter r is chosen automati-

cally by finding the distance between the points

where the central peak of the inverse Fourier trans-

form of Eq. (2) hides in the noise. This distance,

back transformed to the frequency space, gives r.
3.2. Background subtraction and spectral shaping

The Eq. (4) is derived with assumption that

both the spectrum shape and the power of the light

source do not change between consecutive mea-

surements. If this condition is not fulfilled and

the spectral shape of the light source changes be-

tween A-scans the following modification is neces-

sary. Prior to subtraction, both signals given by

Eqs. (2) and (3) are divided by corresponding light
source spectral shapes ~SðxÞ and SbðxÞ, determined

by the procedure described by the Eq. (6). The re-

sult of the subtraction is multiplied by an arbitrary

shaping function SN(x),

GsðxÞ ¼ SN ðxÞ
GðxÞ
SðxÞ �

GbðxÞ
SbðxÞ

� �
; ð7Þ

where the background signal Gb(x), is acquired at

the end of the measurement as described at the

beginning of Section 3.

If the original light source spectrum (generally
non-Gaussian) is used as SN(x) in the background

subtracting procedure (Eq. (7)) then the envelope

of the coherence function usually exhibits side-
lobes that blur the image and decrease resolution.

If SN(x) is chosen to be a regular smooth function,

e.g. Gaussian, with the mean value, standard devi-

ation and area under the curve the same as for

SðxÞ (Fig. 2(a)), then the new coherence function
has strongly reduced sidelobes in comparison to

the original one (Fig. 2(b)).

It must be noted, that the ratio of original signal

G(x) and the source shape SðxÞ estimated by

smoothing does not contain low frequencies. In re-

sult, the imaging depth is reduced in proportion to

the parameter r.
Further resolution improvement can be

achieved by the use of a deconvolution method de-

scribed below.

3.3. Least square iterative deconvolution

A line of a tomogram (A-scan) obtained under

conditions of infinitesimally narrow coherence

function is represented by a vector d of length N.
Each pixel contains mean reflectance at the depth

corresponding to the pixel index. In a real tomo-

gram, the A-scan is described by a vector g, which

results from the convolution of the vector d with

the vector C representing the coherence function

envelope,

g ¼ C� d: ð8Þ
If the measured vector g as well as the coher-

ence function C are known, it is possible to find

the vector ~d which yields a minimum of the least

squares difference between measured and calcu-

lated g,

J ~d
� �

¼ g� C� ~d
� �T

g� C� ~d
� �

: ð9Þ

The function J(d) describes a hypersurface in

N + 1 dimensional space. The algorithm searches

for the minimum of J(d) in an iterative way, start-

ing from ~d
0 ¼ 0. The subsequent approximations

of the minimum are calculated in the direction of

the steepest descent,

~d
iþ1 ¼ ~d

i � arJ ~d
i

� �
: ð10Þ

Here ~d
i
is the result of the ith iteration, a is a

parameter controlling the step size and $ is a gra-

dient operator. As ~d represents intensities of re-
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flected light, any of its negative values are con-

verted to zero in every iteration step. Eq. (10)

can be expanded to the following form:

~d
iþ1 ¼ ~d

i þ 2aC� g� C� ~d
i

� �
: ð11Þ

It is possible to calculate Eq. (11) in the conju-
gated space, but using as many as six Fourier

transformations. However, the number of neces-

sary Fourier transformations may be reduced to

two per iteration if Eq. (11) is rearranged to the

form:

~d
iþ1 ¼ 2aC� gþ ~d

i � 2aC� C� ~d
i ð12Þ

In the above equation the first term is the same

in all iterations and can be calculated once per A-

scan. The remaining calculations reduce to one

convolution of the estimate got from previous iter-

ation with a constant expression C � C. Assuming

that the Fourier transform of C � C and the value

of 2aC � g are obtained once per A-scan, one iter-
ation of Eq. (12) can be calculated using two Fou-

rier transformations and two summations.

To determine a, the convolution in the Eq. (8)

can be regarded as a matrix–vector multiplication,

Cd, where C is a convolution matrix formed from a

vector C. The convergence of the Eqs. (10)–(12) is

assured if the parameter a is smaller then the reci-

procal of the dominant eigenvalue jmax of a matrix
CT C (which corresponds to C � C) [30],

0 < a <
1

jmax

:

For each A-scan the algorithm calculates the

dominant eigenvalue jmax using iterative power

method [30]. It must be noted that matrix C does

not need to be explicitly constructed from the vec-

tor C. The original algorithm of the power method

is modified here by replacing the matrix–vector

multiplications by two Fourier transformations

per iteration. The parameter a is kept constant
during the calculations of vector ~d, Eq. (12).
4. Results

In order to test the performance of the high res-

olution SDOCT on a biological sample we carried
out measurements on the eye of one of the authors

(healthy, 26 years).

The spectral shape of the light source

for background signal and A-scans in all

images is calculated using Eq. (6) with r found
with the automated method described in Section

3.1.

In Fig. 3 the raw and processed high resolution

SDOCT images of the fundus and cornea of the

eye in vivo are presented. The strongly reflecting

morphological details are white, while those of

lower reflectance are shown as darker bands. The

raw images (panels a) contain regular horizontal
lines introduced by the reflections from the sur-

faces of optical elements in the interferometer.

The lines are discontinuous because the data

blocks are already aligned in order to match the

structural features that are shifted due to the mo-

tion of the eye [29]. The lines are effectively re-

moved with background subtraction procedure

given by the Eq. (7) (panels b). It may be noted
that the main features both in the retina and the

cornea are quite well distinguished. However, the

sidelobes resulting from a modulated source spec-

trum surround each structural interface and cause

closely positioned lines to merge. The tomograms

in the panels c demonstrate the result of the spec-

tral shaping method. The sidelobes are signifi-

cantly reduced. The fourth row shows further
sidelobes reduction due to the deconvolution

method. The retinal pigment epithelium (RPE)

and choriocapillary (CC) layers are much better

separated than in the original tomogram. The

other details are also much sharper.

A standard SDOCT image needs only one Fou-

rier transformation per A-scan. Determination of

the spectral shape requires two Fourier transfor-
mations per each spectrum and one transforma-

tion of the weighting function per whole image

(Eq. (6)). The background signal reduction meth-

od needs only one additional acquisition per tomo-

gram (with the scanning beam deflected out of the

object) and merely direct multiplications and divi-

sions (Eq. (7)). For the spectral shaping method

the Gaussian profile should be additionally
determined.

In the gradient deconvolution technique the

calculations of the step size parameter require



Fig. 3. High resolution (3 lm in tissue) SDOCT tomograms of cornea (left, 550 A-scans) and the macula lutea (right, 1450 A-scans) of

the normal human eye in vivo. The acquisition time is 128 ls per A-scan. The raw SDOCT images (a). The tomograms with

background removed (b). The images processed using spectral shaping (c) and deconvolution (d) method. The structural elements of

the retina: ILM, inner limiting membrane; NFL, nerve fibre layer; GCL, ganglion cell layer; IPL, inner plexiform layer; INL, inner

nuclear layer; OPL, outer plexiform layer; ONL, outer nuclear layer; OLM, outer limiting membrane; IS/OS, photoreceptor inner/

outer segment junction; RPE, retinal pigment epithelium; CC, choriocapillaries. The structural parts of the cornea: EP, ephitelium; BL,

Bowmans layer; ST, stroma.
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about 60 iterations of the power method per

A-scan. Every iteration of the modified

method consists of two Fourier transformations.

About 300 iterations with two Fourier transfor-

mations per iteration (Eq. (12)) are performed

for one line of the tomograms presented in
Fig. 3.

The total computing time for a single A-scan of

the above deconvolution algorithm implemented

in LabView software is 40 ms with a standard 3

GHz personal computer.
5. Conclusions

We have demonstrated that the Spectral OCT

instrument with a Photonic Crystal Fiber super-

continuum light source is capable of high-resolu-

tion biomedical imaging. We have also shown
that the well known disadvantages of the super-

continuum source, i.e., strong spectral modulation

and temporal fluctuations can be effectively re-

duced by the numerical resolution improvement

methods. The improving action of both methods
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is the most effective in reducing hair-like structures

surrounding strong signals (like air-cornea inter-

face in Fig. 3(a) and (b)).

The algorithms we have used take advantage of

the convolution property of Fourier transforma-
tion and, therefore, do not need much computa-

tion time. Any systematic errors introduced by

these procedures do not visibly influence the qual-

ity of the image.

The price to be paid for using the original signal

for the spectral shape determination is a loss of the

imaging depth, inversely proportional to the

smoothing parameter r. In our case, the reduction
is about 5% of total imaging range and does not

limit the instrument performance.

Neither shaping nor deconvolution measurably

change the signal to noise ratio. This due to the

relatively low (76 dB) dynamic range of our images

which is considerably lower than calculated in

[9,10]. However, the dynamic range depends on

the optical energy used to acquire one spectrum
(illumination time per A-scan multiplied by the

power at the cornea). We used the energy which

is 100 times lower than that applied in the com-

mercial instrument (20 nJ vs. 2 lJ per A-scan)

and still were able to differentiate all the crucial

morphological details in the eye.
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